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Abstract

A family of discrete Schrödinger operators is investigated through scattering theory.
The continuous spectrum of these operators exhibit changes of multiplicity, and some
of these operators possess resonances at thresholds. It is shown that the corresponding
wave operators belong to an explicitly constructed C∗-algebra, whose K-theory is carefully
analysed. An index theorem is deduced from these investigations, which corresponds to a
topological version of Levinson’s theorem in presence of embedded thresholds, resonances,
and changes of multiplicity of the scattering matrices. In the second half of the paper,
very detailed computations for the simplest realisation of this family of operators are
provided. In particular, a surface of resonances is exhibited, probably for the first time.
For Levinson’s theorem, it is shown that contributions due to resonances at the lowest
value and at the highest value of the continuous spectrum play an essential role.
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1 Introduction

In this paper we prove a version of Levinson’s theorem for scattering systems with non-
constant multiplicity of the continuous spectrum. These systems appeared first in [19]. Levin-
son’s theorem relates the number of bound states of a quantum mechanical system to the
scattering part of the system. The original formulation was by N. Levinson in [18] in the
context of a Schrödinger operator with a spherically symmetric potential. In [14, 15, 16], a
topological interpretation of Levinson’s theorem was proposed. The topological approach con-
sists in constructing a C∗-algebraic framework for the scattering system involving not only the
scattering operator, but also new operators that describe the system at thresholds energies.
The number of bound states is the Fredholm index of one wave operator, evaluated via a
winding number.

The review paper [23] describes the topological approach and applications to several
classical models, see also [1, 2, 11, 27] for similar investigations. A common feature of the
examples considered in [23], and all previous examples, is that the continuous spectrum of the
underlying self-adjoint operators is made of one connected set, with no change of multiplicity.
The topological approach has also been applied to more exotic situations, for example to
Dirac operators (with an underlying spectrum made of two disjoint connected parts) [21], to
systems with embedded or complex eigenvalues [20, 24], or to systems with an infinite number
of eigenvalues [9, 10].

The non-constancy of the multiplicity of continuous spectrum incorporated here has var-
ious drastic effects: the spectral representation of the underlying unperturbed operator takes
place in a direct integral with fibres of non-constant dimension; the scattering matrices are act-
ing on different Hilbert spaces with jumps in their dimension; the C∗-algebras containing the
wave operators and the scattering operator have a non-trivial internal structure. The notion
of continuity of the scattering operator, which has played a crucial role in all investigations
on Levinson’s theorem, has also to be suitably adapted.

These interesting new features arise in a family of systems that were introduced and
partially studied in [19] as parts of a discrete model of scattering theory in a half-space, see
also [3, 4, 6, 7, 12, 25, 26]. Here we consider each system individually, meaning that we have
at hand a family of scattering systems indexed by a parameter θ ∈ (0, π). Each system carries
changes of multiplicity in the continuous spectrum, and accordingly embedded thresholds.
The resulting scattering matrices act on some finite dimensional Hilbert spaces with their
dimension depending on the energy parameter. Even if a global notion of continuity can not
be defined in this setting, it has been shown in [19, Sec. 3.3] that a local notion of continuity
holds, together with the existence of left or right limits at the points corresponding to a change
of multiplicity (or equivalently to a change of dimension).

The C∗-algebra Eθ containing the wave operator is built from functions of energy (with
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values in matrices of varying dimension) as well as functions of the appropriate derivative on
the energy spectrum. The bound states are computed as the winding number of the image of
the wave operator in the quotient of Eθ by the compact operators. The quotient algebra con-
sists of continuous matrix-valued functions on non-trivially overlapping loops (topologically
speaking), where the overlaps happen along the energy spectrum of the system. The addi-
tional non-overlapping parts of the loops appear at opening/closing of channels, and restore
continuity so that the winding number can be meaningfully discussed. The proof that the
quotient algebra can be viewed in this way is the first appearance of “twisted commutators”
[5] in scattering theory. As a result, we obtain a numerical equality between the number of
eigenvalues of the interacting Hamiltonian and the winding number of the operator made of
the scattering operator together with the opening/closing operators. Resonances at thresh-
olds (embedded or not) and possibly embedded eigenvalues are automatically included in our
computation. At the C∗-algebraic level, note that the direct integrals of C∗-algebras arising
here can be studied using the formalism of pullback algebras, see for example [8, Ex. 4.10.22],
allowing the K-theory to be computed.

Let us now be more precise about the content of this paper. In Section 2 we introduce the
model we shall consider and recall the main properties exhibited in [19]. Roughly speaking,
the unperturbed system Hθ

0 is a discrete magnetic Schrödinger operator acting on a cylinder
of the form N × (Z/NZ) for any integer N ≥ 2, with a constant magnetic field in the N
direction encoded by θ ∈ (0, π). The perturbed system Hθ is a finite rank perturbation with
perturbation supported on {0}× (Z/NZ). The full spectral and scattering theory for the pair
of operators (Hθ, Hθ

0 ) has been investigated in [19], and in particular an explicit formula for
the wave operator is recalled in Theorem 2.3. Precise formulas for the spectral representation
of Hθ

0 are also presented, and the changes of multiplicity already appear in the spectral
decomposition of Hθ

0 , and hence persist throughout the subsequent analysis.
In Section 3 we define two C∗-algebras: the C∗-algebra Aθ which contains (after a unitary

transformation) the scattering operator Sθ; and the C∗-algebra Eθ which contains (after a
unitary transformation) the wave operatorW θ

−. These algebras are constructed in the spectral
representation of Hθ

0 , which explains their dependence on θ ∈ (0, π). This section also contains
a first description of the quotient algebra Qθ of Eθ by the ideal of compact operators. In
particular, the proof that Qθ consists of matrix-valued functions on a compact Hausdorff
space uses techniques to analyse commutators that have not appeared before in the scattering
literature.

The quotient algebra Qθ can be thought of as an upside down comb with 2N teeth:
the first N of them support the operators corresponding to the opening of new channels of
scattering, while the last N teeth support the operators closing channels of scattering. The
structure of the quotient algebra allows us to analyse the various possible behaviours of the
system at embedded thresholds. The K-theory for the algebra Qθ is investigated in Section
4. The algebra is efficiently described by assembling matrix-valued functions on intervals by
gluing them at boundaries. This allows the Mayer-Vietoris theorem to be used to compute
the K-theory inductively.

Section 5 contains the newly developed topological Levinson’s theorem, in presence of
embedded thresholds and discontinuities of the scattering matrix. The number of bound states
#σp(H

θ) is given by

#σp(H
θ) = N −

#
{
j | sjj(λθj ± 2) = 1

}
2

+ Var
(
λ→ detSθ(λ)

)
,
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where sjj(λ
θ
j±2) corresponds to a distinguished entry of the scattering matrix at the threshold

energy λθj ± 2, and where Var
(
λ 7→ detSθ(λ)

)
is the total variation of the argument of the

piecewise continuous function λ 7→ detSθ(λ). We refer to Theorem 5.2 for the details and
for more explanations. The proof is based on the usual winding number argument. Again, its
striking feature is its topological nature, despite the non-continuity of the scattering matrix,
and even the change of dimension of these matrices. In this section, we also describe the
behaviour of the scattering matrix at the opening or at the closing of a new channel of
scattering.

Finally, Section 6 illustrates our findings for N = 2. In this case, all computations can be
explicitly performed. The importance of the operators related to the opening or the closing of
channels is highlighted. The section also contains an illustration of a surface of resonances. For
each set of parameters (which define the finite rank perturbation) in an open set, there exists
a unique θ ∈ (0, π) for which the scattering system exhibit a resonance at the lowest value
of its continuous spectrum. By collecting these exceptional values of θ one gets the surface of
resonances presented in Figure 4. For a fixed set of parameters, we also provide an illustration
of the non-trivial dependence on θ for the number of bound states of Hθ, see Figure 5. Note
that a reader interested only in topological results can skip this rather long section, but we
hope that a reader interested in explicitly solvable models will enjoy it.

As a conclusion, this work illustrates the flexibility of the algebraic approach in proving
index theorems in scattering theory. The success in dealing with change of multiplicity opens
the door for various new applications, such as the N -body problem or highly anisotropic
systems.

Acknowledgements
A. R. acknowledges the support of the ARC Discovery grant DP220101196.

2 The model and the existing results

In this section, we introduce the quantum system and give a rather complete description of the
results obtained in [19], to which we refer for the details. The following exposition is partially
based on the short review paper [22].

We set N := {0, 1, 2, . . . }. In the Hilbert space H := ℓ2(N) we consider the discrete
Neumann adjacency operator whose action on ϕ ∈ ℓ2(N) is described by

(
∆Nϕ

)
(n) =


21/2ϕ(1) if n = 0

21/2ϕ(0) + ϕ(2) if n = 1

ϕ(n+ 1) + ϕ(n− 1) if n ≥ 2.

For any fixed N ∈ N with N ≥ 2 and for any fixed θ ∈ (0, π) we also consider the N × N
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Hermitian matrix

Aθ :=



0 1 0 · · · 0 e−iθ

1 0 1
. . . 0

0 1
. . .

. . .
. . .

...
...

. . .
. . .

. . . 1 0

0
. . . 1 0 1

eiθ 0 · · · 0 1 0


.

These two ingredients lead to the self-adjoint operator H0(θ) acting on ℓ2
(
N;CN

)
as

H0(θ) := ∆N ⊗ 1N +Aθ

with 1N the N ×N identity matrix.
This operator can be viewed as a discrete magnetic adjacency operator, see Remark 2.1.

It is also the one which appears in a direct integral decomposition of an operator acting on
ℓ2(N×Z) through a Bloch-Floquet transformation, see [19, Sec. 2]. We do not emphasise this
decomposition in the present work, but concentrate on each individual operator living on the
fibers of a direct integral.

The perturbed operator H(θ) describing the discrete quantum model is then given by

H(θ) := H0(θ) + V,

where V is the multiplication operator by a nonzero, matrix-valued function with support on
{0} ∈ N. In other words, there exists a nonzero function v : {1, . . . , N} → R such that for
ψ ∈ ℓ2

(
N;CN

)
, n ∈ N, and j ∈ {1, . . . , N} one has(

H(θ)ψ
)
j
(n) =

(
H0(θ)ψ

)
j
(n) + δ0,n v(j)ψj(0),

with δ0,n the Kronecker delta function.

Remark 2.1. H0(θ) can be interpreted as a magnetic adjacency operator on the Cayley graph
of the semi-group N × (Z/NZ) with respect to a magnetic field constant in the N direction.
In particular, it correspond to choosing a magnetic potential supported only on edges of the
form

(
(n,N), (n, 1)

)
for any n ∈ N. In this representation, the perturbation V corresponds to

a multiplicative perturbation with support on {0} × (Z/NZ).

We now set
h := L2

(
[0, π), dωπ ;CN

)
and define a transformation in the N-variable

G : ℓ2
(
N;CN

)
→ h

given for ψ ∈ ℓ2
(
N;CN

)
fin

(the finitely supported functions), ω ∈ [0, π), and j ∈ {1, . . . , N}
by (

Gψ
)
j
(ω) := 21/2

∑
n≥1

cos(nω)ψj(n) + ψj(0).
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The transformation G extends to a unitary operator from ℓ2
(
N;CN

)
to h, which we denote

by the same symbol, and a direct computation gives the equality

GH0(θ)G∗ = Hθ
0 with Hθ

0 := 2 cos(Ω)⊗ 1N +Aθ

with the operator 2 cos(Ω) of multiplication by the function [0, π) ∋ ω 7→ 2 cos(ω) ∈ R.
Through the same unitary transformation, the operator H(θ) is unitarily equivalent to

Hθ := 2 cos(Ω)⊗ 1N +Aθ + diag(v)P0

with (
diag(v) f

)
j
:= v(j) fj and

(
P0 f

)
j
:=

∫ π

0
fj(ω)

dω
π

for f ∈ h, j ∈ {1, . . . , N}. Observe that the term diag(v)P0 corresponds to a finite rank
perturbation, and therefore Hθ and Hθ

0 differ only by a finite rank operator.
Let us now move to spectral results. A direct inspection shows that the matrix Aθ has

eigenvalues

λθj := 2 cos

(
θ + 2πj

N

)
, j ∈ {1, . . . , N},

with corresponding eigenvectors ξθj ∈ CN having components
(
ξθj
)
k
:= ei(θ+2πj)k/N , j, k ∈

{1, . . . , N}. Using the notation Pθ
j ≡ 1

N |ξθj ⟩⟨ξθj | for the orthogonal projection associated to ξθj ,

one has Aθ =
∑N

j=1 λ
θ
j Pθ

j .

The next step consists in exhibiting the spectral representation of Hθ
0 . For that purpose,

we first define for θ ∈ (0, π) and j ∈ {1, . . . , N} the sets

Iθj :=
(
λθj − 2, λθj + 2

)
and Iθ := ∪N

j=1I
θ
j ,

with λθj the eigenvalues of Aθ. Also, we consider for λ ∈ Iθ the fiber Hilbert space

H θ(λ) := span
{
Pθ
jCN | j ∈ {1, . . . , N} such that λ ∈ Iθj

}
⊂ CN ,

and the corresponding direct integral Hilbert space

H θ :=

∫ ⊕

Iθ
H θ(λ)dλ.

Then, the map F θ : h → H θ acting on f ∈ h and for a.e. λ ∈ Iθ as(
F θf

)
(λ) := π−1/2

∑
{j|λ∈Iθj }

(
4−

(
λ− λθj

)2)−1/4Pθ
j f

(
arccos

(
λ−λθ

j

2

))
.

is unitary. In addition, F θ diagonalises the Hamiltonian Hθ
0 , namely for all ζ ∈ H θ and a.e.

λ ∈ Iθ one has (
F θHθ

0 (F
θ)∗ζ

)
(λ) = λζ(λ) =

(
Xθζ

)
(λ),

with Xθ the (bounded) operator of multiplication by the variable in H θ. One infers that Hθ
0

has purely absolutely continuous spectrum equal to

σ(Hθ
0 ) = Ran(Xθ) = Iθ =

[(
minj λ

θ
j

)
− 2,

(
maxj λ

θ
j

)
+ 2

]
⊂ [−4, 4].
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Note that we use the notation I for the closure of a set I ⊂ R.
The spectral representation of Hθ

0 leads also naturally to the notion of thresholds: these
real values correspond to a change of multiplicity of the spectrum. Clearly, the set T θ of
thresholds for the operator Hθ

0 is given by

T θ :=
{
λθj ± 2 | j ∈ {1, . . . , N}

}
. (2.1)

Remark 2.2. By looking at these thresholds, one observes that there is a qualitative change
between these thresholds for θ ∈ (0, π) and for θ = 0 or θ = π. Indeed, for θ ∈ {0, π}, some
of these thresholds coincide, while it is not the case for θ ∈ (0, π). This multiplicity different
from 1 has several implications in the following constructions, and for simplicity we have
decided not to consider these pathological cases here. Note also that the matrices obtained for
θ ∈ (π, 2π) are unitarily equivalent to some matrices with θ ∈ (0, π). Again for simplicity, we
restrict our attention to θ ∈ (0, π) only.

The main spectral result for Hθ has been presented in [19, Prop. 1.2], which we recall
when necessary, see Proposition 6.9. About scattering theory, since the difference Hθ −Hθ

0 is
a finite rank operator we observe that the wave operators

W θ
± := s-lim

t→±∞
eitH

θ
e−itHθ

0

exist and are complete, see [13, Thm X.4.4]. As a consequence, the scattering operator

Sθ := (W θ
+)

∗W θ
−

is a unitary operator in h commuting with Hθ
0 , and thus Sθ is decomposable in the spectral

representation of Hθ
0 , that is for ζ ∈ H θ and a.e. λ ∈ Iθ, one has(

F θSθ(F θ)∗ζ
)
(λ) = Sθ(λ)ζ(λ),

with the scattering matrix Sθ(λ) a unitary operator in H θ(λ).
For j, j′ ∈ {1, . . . , N} and for λ ∈

(
Iθj ∩ Iθj′

)
\
(
T θ ∪ σp(Hθ)

)
let us define the channel

scattering matrix Sθ(λ)jj′ := Pθ
j S

θ(λ)Pθ
j′ and consider the map(

Iθj ∩ Iθj′
)
\
(
T θ ∪ σp(Hθ)

)
∋ λ 7→ Sθ(λ)jj′ ∈ B

(
Pθ
j′C

N ;Pθ
jCN

)
.

The continuity of the scattering matrix at embedded eigenvalues has been shown in [19,
Thm 3.10], while its behaviour at thresholds has been studied in [19, Thm 3.9]. This latter
result can be summarised as follows: For each λ ∈ T θ, a channel can already be opened at the
energy λ (in which case the existence and the equality of the limits from the right and from
the left is proved), it can open at the energy λ (in which case only the existence of the limit
from the right is proved), or it can close at the energy λ (in which case only the existence of
the limit from the left is proved).

Let us finally return to the wave operator W θ
−, which will be further investigated in

the sequel. By using the stationary approach of scattering theory and by looking at the
representation of the wave operator inside the spectral representation of Hθ

0 , the operator
W θ

− can be explicitely computed, modulo compact operators. More precisely if we set K (h)
for the set of compact operators on h, then the following statement has been proved in [19,
Thm 1.5] :

7



Theorem 2.3. For any θ ∈ (0, π), one has the equality

W θ
− − 1 = 1

2

(
1− tanh(πD)− i cosh(πD)−1 tanh(X)

)
(Sθ − 1) + Kθ,

with Kθ ∈ K (h) and where X and D are representations of the canonical position and mo-
mentum operators in the Hilbert space h.

Let us emphasise that this result is at the root of the subsequent investigations.

3 The C∗-algebraic framework

In the section we construct the algebraic framework and a C∗-algebra which is going to contain
the operator W θ

− for any fixed θ ∈ (0, π). We also compute the quotient of this C∗-algebra by
the ideal of compact operators. Most of the notations are directly borrowed from Section 2.

We firstly exhibit an algebra Aθ of multiplication operators acting on H θ.

Definition 3.1. Let Aθ ⊂ B
(
H θ

)
with a ∈ Aθ if for any ζ ∈ H θ and λ ∈ Iθ one has[

aζ
]
(λ) ≡

[
a(Xθ)ζ

]
(λ) = a(λ)ζ(λ)

and for j, j′ ∈ {1, . . . , N} the maps

Iθj ∩ Iθj′ ∋ λ 7→ ajj′(λ) := Pθ
j a(λ)Pθ

j′ ∈ B
(
H θ(λ)

)
⊂ B(CN ) (3.1)

belongs to C0

(
Iθj ∩ Iθj′ ;B(CN )

)
if j ̸= j′ while it belongs to C

(
Iθj ;B(CN )

)
if j = j′.

In other words, the function defined in (3.1) is a continuous function vanishing at the
boundaries of the intersection Iθj ∩ Iθj′ when these two intervals are not equal, and has limits
at the boundaries of these intervals when they coincide.

Remark 3.2. In the sequel, we shall use the notation ajj′ for Pθ
j aPθ

j′ even if this notation is

slightly misleading. Indeed, ajj′(λ) exists if and only if λ ∈ Iθj ∩ Iθj′. If λ ̸∈ Iθj or if λ ̸∈ Iθj′, then
the expression containing ajj′(λ) should be interpreted as 0. More precisely, with the standard
bra-ket notation, we shall write ajj′ = ajj′ ⊗ 1

N |ξθj ⟩⟨ξθj′ |, where ajj′ denotes the multiplication

operator by a function belonging to C0

(
Iθj ∩ Iθj′ ;C

)
if j ̸= j′, while it belongs to C

(
Iθj ;C

)
if

j = j′. Thus, with these notations and for any λ ∈ Iθ one has

a(λ) =
∑

{j,j′|λ∈Iθj ,λ∈Iθj′}

ajj′(λ)⊗ 1
N |ξθj ⟩⟨ξθj′ |

By the above abuse of notation, we shall conveniently write a =
∑

j,j′ ajj′ ⊗ 1
N |ξθj ⟩⟨ξθj′ |.

The interest of the algebra Aθ comes from the following statement, which can be directly
inferred from [19, Thms 3.9 & 3.10] :

Proposition 3.3. The multiplication operator defined by the map λ→ Sθ(λ) belongs to Aθ.
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For subsequent constructions, we need to know that some specific functions also belong
to Aθ. For this, we recall the definition of a useful unitary map, introduced in [19, Sec. 4.1].
For j ∈ {1, . . . , N} we define the unitary map Vθ

j : L2(Iθj ) → L2(R) given on ζ ∈ L2(Iθj ) and
for s ∈ R by [

Vθ
j ζ

]
(s) := 21/2

cosh(s) ζ
(
λθj + 2 tanh(s)

)
. (3.2)

Its adjoint (Vθ
j )

∗ : L2(R) → L2(Iθj ) is then given on f ∈ L2(R) and for λ ∈ Iθj by

[
(Vθ

j )
∗f

]
(λ) =

(
2

4−(λ−λθ
j )

2

)1/2

f

(
arctanh

(
λ−λθ

j

2

))
. (3.3)

Based on this, we define the unitary map Vθ : H θ → L2(R;CN ) acting on ζ ∈ H θ as

Vθζ :=
N∑
j=1

(
Vθ
j ⊗ Pθ

j

)
ζ|Iθj ,

with adjoint (Vθ)∗ : L2(R;CN ) → H θ acting on f ∈ L2(R;CN ) and for λ ∈ Iθ as[
(Vθ)∗f

]
(λ) =

∑
{j|λ∈Iθj }

[(
(Vθ

j )
∗ ⊗ Pθ

j

)
f
]
(λ).

In the sequel, let X denote the self-adjoint operator of multiplication by the variable in
L2(R). We are now ready to prove the following lemma:

Lemma 3.4. For ζ ∈ H θ and λ ∈ Iθ one has[(
Vθ

)∗(
tanh(X)⊗ 1N

)
Vθζ

]
(λ) =

∑
{j|λ∈Iθj }

[
Xθ−λθ

j

2 ⊗ Pθ
j ζ

]
(λ).

Proof. From the definitions of the unitary maps one infers that[(
Vθ

)∗(
tanh(X)⊗ 1N

)
Vθζ

]
(λ)

=
∑

{j|λ∈Iθj }

[(
(Vθ

j )
∗ ⊗ Pθ

j

)(
tanh(X)⊗ 1N

)
Vθζ

]
(λ)

=
∑

{j|λ∈Iθj }

(
2

4−(λ−λθ
j )

2

)1/2(
λ−λθ

j

2

)
Pθ
j

[
Vθζ

](
arctanh

(
λ−λθ

j

2

))

=
∑

{j|λ∈Iθj }

(
2

4−(λ−λθ
j )

2

)1/2(
λ−λθ

j

2

)[
Vθ
j ⊗ Pθ

j ζ
](

arctanh

(
λ−λθ

j

2

))

=
∑

{j|λ∈Iθj }

2−1/2(
1−
(
λ−λθ

j

2

)2
)1/2

(
λ−λθ

j

2

)
21/2

cosh

(
arctanh

(
λ−λθ

j

2

))[
Pθ
j ζ

]
(λ)

=
∑

{j|λ∈Iθj }

(
λ−λθ

j

2

)[
Pθ
j ζ

]
(λ),

where the relation 1
cosh(s)2

= 1 − tanh(s)2 has been used for the last equality. This leads

directly to the statement.
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As a consequence of this lemma one easily infers that
(
Vθ

)∗(
tanh(X) ⊗ 1N

)
Vθ belongs

to the algebra Aθ introduced above. In fact, in the matrix formulation mentioned in Remark
3.2, this operator corresponds to a diagonal multiplication operator.

Our next aim is to introduce a C∗-algebra containing the wave operators W θ
±. For that

purpose, we introduce in the Hilbert space L2(R;CN ) a specific family of convolution op-
erators. More precisely, let D stand for the self-adjoint realization of the operator −i d

dx in
L2(R). Clearly, X and D satisfy the canonical commutation relation. By functional calculus,
we then define the bounded convolution operator η(D) with η ∈ C0

(
[−∞,+∞)

)
, the algebra

of continuous functions on R having a limit at −∞ and vanishing at +∞. In L2(R;CN ) we
finally introduce the family of operators η(D) ⊗ 1N with η ∈ C0

(
[−∞,+∞)

)
. These opera-

tors naturally generate a C∗-algebra C isomorphic to C0

(
[−∞,+∞)

)
. Clearly, the operators

1
2

(
1−tanh(πD)

)
⊗1N and cosh(πD)−1⊗1N belong to C. These two operators will subsequently

play an important role.
For η ∈ C0

(
[−∞,+∞)

)
, let us now look at the image of η(D)⊗ 1N in H θ. For this, we

recall that H1(R) denotes the first Sobolev space on R.

Lemma 3.5. (i) For j ∈ {1, . . . , N} the operator Dθ
j :=

(
Vθ
j

)∗
DVθ

j is self-adjoint on

(Vθ
j

)∗H1(R), and the following equality holds:

Dθ
j = 2

(
1−

(
Xθ

j −λθ
j

2

)2
)(

−i d
dλ

)
+ i

(
Xθ

j −λθ
j

2

)
where Xθ

j denotes the operator of multiplication by the variable in L2(Iθj ),

(ii) For any η ∈ C0

(
[−∞,+∞)

)
we set

η(Dθ) :=
(
Vθ

)∗(
η(D)⊗ 1N

)
Vθ, (3.4)

and for ζ ∈ H θ and for λ ∈ Iθ one has[
η(Dθ)ζ

]
(λ) =

∑
{j|λ∈Iθj }

[(
η(Dθ

j )⊗ Pθ
j

)
ζ
]
(λ).

Proof. i) The self-adjointness of Dθ
j on (Vθ

j

)∗H1(R) directly follows from the self-adjointness

10



of D on H1(R). Then, for ζ ∈ C∞
c

(
Iθj
)
one has[(

Vθ
j

)∗
DVθ

j ζ
]
(λ)

=

(
2

4−(λ−λθ
j )

2

)1/2 [
DVθ

j ζ
](

arctanh

(
λ−λθ

j

2

))
= −i

(
2

4−(λ−λθ
j )

2

)1/2 [
Vθ
j ζ

]′(
arctanh

(
λ−λθ

j

2

))
= −i

(
2

4−(λ−λθ
j )

2

)1/2 [
21/2

cosh(·)ζ
(
λθj + 2 tanh(·)

)]′(
arctanh

(
λ−λθ

j

2

))
= −i 1(

1−
(
λ−λθ

j

2

)2
)1/2

[
− tanh(·)
cosh(·) ζ

(
λθj + 2 tanh(·)

)

+ 21−tanh(·)2
cosh(·) ζ ′

(
λθj + 2 tanh(·)

)](
arctanh

(
λ−λθ

j

2

))
= i

λ−λθ
j

2 ζ(λ)− 2i

(
1−

(
λ−λθ

j

2

)2)
ζ ′(λ),

which leads directly to the statement.
ii) For ζ ∈ H θ and λ ∈ Iθ one has[(

Vθ
)∗(

η(D)⊗ 1N
)
Vθζ

]
(λ) =

∑
{j|λ∈Iθj }

[(
(Vθ

j )
∗ ⊗ Pθ

j

)(
η(D)⊗ 1N

)
Vθζ

]
(λ)

=
∑

{j|λ∈Iθj }

[(
Vθ
j )

∗η(D)⊗ Pθ
j

)
Vθζ

]
(λ)

=
∑

{j|λ∈Iθj }

[(
Vθ
j )

∗η(D)Vθ
j ⊗ Pθ

j

)
ζ
]
(λ)

=
∑

{j|λ∈Iθj }

[(
η(Dθ

j )⊗ Pθ
j

)
ζ
]
(λ),

which corresponds to the statement.

Let us now introduce our main C∗-algebra. We recall that η(Dθ) has been introduced in
(3.4). We set

Eθ := C∗
(
η(Dθ)a+ b | η ∈ C0

(
[−∞,+∞)

)
, a ∈ Aθ, b ∈ K

(
H θ

))+

which is a C∗-subalgebra of B
(
H θ

)
containing the ideal K

(
H θ

)
of compact operators on

H θ. Here, the exponent + means that C times the identity of B
(
H θ

)
have been added to

the algebra, turning it into a unital C∗-algebra. Observe that for a typical element η(Dθ) a

11



with η ∈ C0

(
[−∞,+∞)

)
and a ∈ Aθ, and for ζ ∈ H θ and λ ∈ Iθ, one has[

η(Dθ)aζ
]
(λ) =

∑
{j|λ∈Iθj }

[(
η(Dθ

j )⊗ Pθ
j

)
aζ

]
(λ)

=
∑

{j|λ∈Iθj }

N∑
j′=1

[
η(Dθ

j )ajj′Pθ
j′ζ

]
(λ)

=
∑

{j|λ∈Iθj }

N∑
j′=1

[(
η(Dθ

j )ajj′
)
⊗ 1

N |ξθj ⟩⟨ξθj′ |ζ
]
(λ)

=
∑
j,j′

[(
η(Dθ

j )ajj′
)
⊗ 1

N |ξθj ⟩⟨ξθj′ |ζ
]
(λ), (3.5)

where the notation introduced in Remark 3.2 has been used.
Our main interest in this C∗-algebra is based on the following result, which is a direct

consequence of Theorem 2.3.

Proposition 3.6. For any θ ∈ (0, π), the wave operators F θW θ
−(F

θ)∗ belongs to Eθ.

Proof. Let us start by recalling the main formula for the wave operator valid for θ ∈ (0, π) :

W θ
− − 1 = 1

2

(
1− tanh(πD)− i cosh(πD)−1 tanh(X)

)
(Sθ − 1) + Kθ,

with Kθ ∈ K (h). By looking at the r.h.s. through the unitary conjugation by F θ, one ends
up with the expression in H θ :

1
2

(
1− tanh(πDθ)− i cosh(πDθ)−1

(
Vθ

)∗(
tanh(X)⊗ 1N

)
Vθ

)
(Sθ(Xθ)− 1) + kθ, (3.6)

with kθ ∈ K
(
H θ

)
.

Clearly, the functions 1− tanh(π·) and cosh(π·)−1 belong to C0

(
[−∞,+∞)

)
. As already

mentioned in Proposition 3.3, the map λ 7→ Sθ(λ) belongs Aθ, and the same is true for the
constant function 1. As a consequence, the map λ 7→ Sθ(λ)− 1 belongs to Aθ, or equivalently
the multiplication operator Sθ(Xθ) − 1 belongs to Aθ. Furthermore and as mentioned after
Lemma 3.4, the operator

(
Vθ

)∗(
tanh(X)⊗ 1N

)
Vθ also belongs to the algebra Aθ. Thus, the

leading term in (3.6) belongs to Eθ by inspection of its different factors, and the remainder
term kθ also belongs to Eθ because it is a compact contribution.

Our next task is to compute the quotient of the algebra Eθ by the set of compact operators.
For that purpose, we firstly show that if some restrictions are imposed on the functions ajj′

and η appearing in (3.5), then the corresponding operator is compact. For this we introduce
an ideal in Aθ, namely

Aθ
0 :=

{
a ∈ Aθ | ajj ∈ C0

(
Iθj ;B(CN )

)
for all j ∈ {1, . . . , N}

}
.

Lemma 3.7. For a ∈ Aθ
0 and η ∈ C0(R) the operator η(Dθ)a belongs to K

(
H θ

)
.

12



Proof. Let us first observe that the condition a ∈ Aθ
0 means that all multiplication operators

ajj′ introduced in Remark 3.2 are defined by functions in C0

(
Iθj ∩ Iθj′ ;C

)
, for all j, j′ ∈

{1, . . . , N}. Thus, according to (3.5) it is enough to show that each operator η(Dθ
j )ajj′ :

L2(Iθj′) → L2(Iθj ) is compact. However, since supp ajj′ ⊂ Iθj ∩ Iθj′ , it is simpler to show that

η(Dθ
j )ajj′ ∈ K

(
L2(Iθj )

)
. Now, if we apply the unitary transforms defined in (3.2) and (3.3)

one gets
Vθ
j η(D

θ
j )ajj′

(
Vθ
j

)∗
= η(D)ajj′

(
λθj + 2 tanh(X)

)
. (3.7)

Since η and ajj′
(
λθj +2 tanh(·)

)
belong to C0(R), the r.h.s. of (3.7) is known to be a compact

operator in L2(R). Thus, each summand in (3.5) is unitarily equivalent to a compact operator,
which means that η(Dθ)a is compact.

Let us supplement the previous result with a compactness result about commutators.

Lemma 3.8. For any η ∈ C0

(
[−∞,∞)

)
and a ∈ Aθ, the commutator [η(Dθ), a] belongs to

K
(
H θ

)
.

Proof. It suffices to show that F θ := Dθ
(
1 + (Dθ)2

)−1/2
has compact commutator with el-

ements of Aθ. For if this is true, then any polynomial in F θ compactly commutes with Aθ.
If η ∈ C0

(
[−∞,∞)

)
then there exists a unique h ∈ C0

(
[−1, 1)

)
such that η(Dθ) = h(F θ).

By Stone-Weierstrass theorem, any h ∈ C0

(
[−1, 1)

)
can be approximated by a polynomial on

(−1, 1). Then, one concludes the proof by recalling that the set of compact operators is norm
closed.

Now, with the notation of Remark 3.2 and for any a ∈ Aθ, let us define diag(a) by[
diag(a)

]
(λ) :=

∑
{j|λ∈Iθj }

ajj(λ)⊗ Pθ
j , ∀λ ∈ Iθ.

We also consider the diagonal multiplication operator Λ ∈ Aθ
0 given for any λ ∈ Iθ by

Λθ(λ) :=
∑

{j|λ∈Iθj }

Λθ
j(λ)⊗ Pθ

j

with Λθ
j(λ) := 1−

(
λ−λθ

j

2

)2
. For ϵ > 0 small, let T θ

ϵ be an open ϵ-neighbourhood of T θ, where

the set of thresholds T θ has been defined in (2.1). We then set Aθ
ϵ for the set of a ∈ Aθ

satisfying supp
(
a− diag(a)

)
⊂ Iθ \ T θ

ϵ . For a ∈ Aθ
ϵ we define

ρθ(a) := diag(a) + Λθ
(
a− diag(a)

)(
Λθ

)−1
.

With the notations introduced before it means that for any λ ∈ Iθ one has[
ρθ(a)

]
(λ) =

∑
{j|λ∈Iθj }

ajj(λ)⊗ Pθ
j

+
∑

{j ̸=j′|λ∈Iθj ,λ∈Iθj′}

Λθ
j(λ)ajj′(λ)

(
Λθ
j′(λ)

)−1 ⊗ 1
N |ξθj ⟩⟨ξθj′ |.
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One observes that ρθ is an algebra homomorphism on the subalgebra Aθ
ϵ , but it is not a ∗-

homomorphism. With a grain of salt, the expression ρθ(a) could simply be written Λθa
(
Λθ

)−1
,

but the diagonal elements have to be suitably interpreted (the cancellation of two factors before
the evaluation at thresholds).

Let us also consider the subalgebra Aθ
ϵ,1 of Aθ

ϵ of those a whose derivatives a′ exist, are

continuous and satisfy supp(a′) ⊂ Iθ \ T θ
ϵ . Our interest in this algebra is that any element

of Aθ is a norm limit of elements in Aθ
ϵ,1 as ϵ ↘ 0. If we define the additional diagonal

multiplication operator

Ωθ(λ) =
∑

{j|λ∈Iθj }

i
(
λ−λθ

j

2

)
⊗ Pθ

j , ∀λ ∈ Iθ,

then one readily checks that for a ∈ Aθ
ϵ,1 one has in the form sense on the domain of Dθ

Dθa− ρθ(a)Dθ = −2iΛθa′ +Ωθa− ρθ(a)Ωθ

= −2iΛθa′ +Ωθa− ρθ
(
a− diag(a)

)
Ωθ − diag(a)Ωθ

= −2iΛθa′ +Ωθ
(
a− diag(a)

)
− ρθ

(
a− diag(a)

)
Ωθ.

Clearly, the resulting expression is bounded, and the same notation is kept for the bounded
operator extending it continuously. One also observes that this operator corresponds to a
multiplication operator with compact support. By adapting the argument of Connes-Moscovici
[5, Prop. 3.2] we finally write[

F θ, a
]
=
(
1 + (Dθ)2

)−1/2
Dθa− a

(
1 + (Dθ)2

)−1/2
Dθ

=
(
1 + (Dθ)2

)−1/2(
Dθa− ρθ(a)Dθ

)
(3.8)

+
(
1 + (Dθ)2

)−1/2
(
ρθ(a)−

(
1 + (Dθ)2

)1/2
a
(
1 + (Dθ)2

)−1/2
)
Dθ. (3.9)

In order to analyse these terms, let us firstly observe that (Dθ)2 is a second order uni-
formly elliptic pseudodifferential operator on Iθ \ T θ

ϵ , and so the inverse of 1 + (Dθ)2 is a
pseudodifferential operator of order −2. By using the formula(

1 + (Dθ)2
)−1/2

=
1

π

∫ ∞

0
λ−1/2

(
1 + λ+ (Dθ)2

)−1
dλ

one then infers that
(
1+ (Dθ)2

)−1/2
is a pseudodifferential operator of order −1, and accord-

ingly that
(
1+(Dθ)2

)1/2
is a pseudodifferential operator of order 1. Note that these properties

hold locally on the domain Iθ \ T θ
ϵ .

Now, the term in (3.8) is a compact operator since the second factor is a multiplication
operator with support in Iθ \ T θ

ϵ and since the first factor is the pseudodifferential operator
of order −1 studied above. For the term (3.9), we show below that(

1 + (Dθ)2
)1/2

a
(
1 + (Dθ)2

)−1/2
= ρ(a) +R,

where R is a pseudodifferential operator of order −1 with compact support. The compactness
of (3.9) follows then directly. One finishes the proof with the density of Aθ

ϵ,1 in Aθ as ϵ ↘ 0
and the fact that the set of compact operators is norm closed.
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For the last argument, observe that the principal symbols of the operators
(
1+ (Dθ)2

)1/2
and

(
1 + (Dθ)2

)−1/2
are Iθ × R ∋ (λ, ξ) 7→ 2Λθ(λ)|ξ| and Iθ × R ∋ (λ, ξ) 7→ 1

2

(
Λθ

)−1
(λ)|ξ|−1

respectively. It then follows that

(1 + (Dθ)2)1/2a(1 + (Dθ)2)−1/2 =Λθ
(
a− diag(a)

)(
Λθ

)−1
+ diag(a) +R

=ρθ(a) +R

with R a pseudodifferential operator of order −1 with compact support.

We are now interested in computing the quotient algebra Qθ := Eθ/K
(
H θ

)
. Thanks to

the previous result, we can focus on elements of the form η(Dθ)a with η ∈ C0

(
[−∞,+∞)

)
and a ∈ Aθ. The starting point is again the decomposition of such elements provided in (3.5).
As introduced in (3.5) and as explained in the proof of Lemma 3.7, it is enough to study the
operator η(Dθ

j )ajj′ acting on L2(Iθj ). If we set qj : B
(
L2(Iθj )

)
→ B

(
L2(Iθj )

)
/K

(
L2(Iθj )

)
then

the image of η(Dθ
j )ajj′ through qj falls into two distinct situations.

1. If j ̸= j′, then
qj
(
η(Dθ

j )ajj′
)
= η(−∞)ajj′ ∈ C0

(
Iθj ∩ Iθj′

)
, (3.10)

2. If j = j′, then

qj
(
η(Dθ

j )ajj
)
=

(
ηajj(λ

θ
j − 2), η(−∞)ajj , ηajj(λ

θ
j + 2)

)
∈ C0

(
(+∞,−∞]

)
⊕ C

(
Iθj
)
⊕ C0

(
[−∞,+∞)

)
.

(3.11)

These statement can be obtained as in the proof of Lemma 3.7 by looking at these operators
in L2(R) through the conjugation by Vθ

j . Then, one ends up with operators of the form

η(D)φ(X) for η ∈ C0

(
[−∞,+∞)

)
and for φ ∈ C0(R) in the first case, and φ ∈ C

(
[−∞,+∞]

)
in the second case. The image of such operators by the quotient map (defined by the compact
operators) have been extensively studied in [23, Sec. 4.4], from which we infer the results
presented above.

Remark 3.9. Observe that in the first component of (3.11), the interval [−∞,+∞) has been
oriented in the reverse direction. The reason is that the function introduced in (3.11) can be
seen as a continuous function on the union of the three intervals

(+∞,−∞] ∪ Iθj ∪ [−∞,+∞)

once their endpoints are correctly identified. This observation and this trick will be used several
times in the sequel. Note also that (3.10) could be expressed as (3.11) by considering the triple(
0, η(−∞)ajj′ , 0

)
.

In the next statement we collect the various results obtained so far. However, in order to
provide a unified statement for all θ ∈ (0, π) and for arbitrary N , some notations have to be

slightly updated. More precisely, recall that for j ∈ {1, . . . , N} one has λθj := 2 cos
(
θ+2πj

N

)
.

For the following statement it will be useful to have a better understanding of the sets {λθj}Nj=1.
Namely, let us observe that for fixed θ ∈ (0, π) and for N even, we have

λθN
2

< λθN
2
−1

< λθN
2
+1

< λθN
2
−2

< λθN
2
+2

< . . . < λθ1 < λθN−1 < λθN ,
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while for N odd we have

λθN−1
2

< λθN+1
2

< λθN−1
2

−1
< λθN+1

2
+1

< λθN−1
2

−2
< . . . < λθ1 < λθN−1 < λθN .

We now rename these eigenvalues and set λ̃θ1 < λ̃θ2 < . . . < λ̃θN for these N distinct and
ordered values. Accordingly, we define the eigenvector ξ̃θj and the orthogonal projection P̃θ

j ,

based on the eigenvector ξθk and the projection Pθ
k corresponding to the eigenvalue λθk = λ̃θj .

Finally we set
H̃ θ

j := span
{
P̃θ
i CN | i ≤ j

}
.

Proposition 3.10. The Qθ := Eθ/K
(
H θ

)
has the shape of an upside down comb, with 2N

teeth, and more precisely:

Qθ ⊂ C

(N−1⊕
j=1

↓j ⊕ →j

)
⊕
(
↓N ⊕ →N ⊕ ↑1

)
⊕
( N⊕

j=2

→j ⊕ ↑j
)
;B(CN )

+

, (3.12)

with

↓j := [+∞,−∞] ∀j ∈ {1, . . . , N}
→j := [λ̃θj − 2, λ̃θj+1 − 2) ∀j ∈ {1, . . . , N − 1}
→N := [λ̃θN − 2, λ̃θ1 + 2],

→j := (λ̃θj−1 + 2, λ̃θj + 2] ∀j ∈ {2, . . . , N}
↑j := [−∞,+∞] ∀j ∈ {1, . . . , N}.

Moreover, if ϕ∗ denotes the restriction to the edge ∗ of any ϕ ∈ Qθ, then these restrictions
satisfy the conditions:

ϕ→j ∈ C
(
[λ̃θj − 2, λ̃θj+1 − 2);B(H̃ θ

j )
)

∀j ∈ {1, . . . , N − 1}
ϕ→N ∈ C

(
[λ̃θN − 2, λ̃θ1 + 2];B(CN )

)
ϕ→j ∈ C

(
(λ̃θj−1 + 2, λ̃θj + 2];B((H̃ θ

j−1)
⊥)

)
∀j ∈ {2, . . . , N},

together with

ϕ↓j ∈ C
(
[+∞,−∞];B(P̃θ

jCN )
)

ϕ↑j ∈ C
(
[−∞,+∞];B(P̃θ

jCN )
)
,

for all j ∈ {1, . . . , N}. In addition, the following continuity properties hold:

ϕ→1(λ̃
θ
1 − 2) = ϕ↓1(−∞),

ϕ→j (λ̃
θ
j − 2) = lim

λ↗λ̃θ
j−2

ϕ→j−1(λ)⊕ ϕ↓j (−∞) ∀j ∈ {2, . . . , N}

ϕ→N (λ̃
θ
1 + 2) = ϕ↑1(−∞)⊕ lim

λ↘λ̃θ
1+2

ϕ→2(λ)

ϕ→j (λ̃
θ
j + 2) = ϕ↑j (−∞)⊕ lim

λ↘λ̃θ
j+2

ϕ→j+1(λ) ∀j ∈ {2, . . . , N − 1}

ϕ→N (λ̃θN + 2) = ϕ↑N (−∞),

(3.13)
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λ̃θ
N − 2 λ̃θ

1 + 2λ̃θ
1 − 2 λ̃θ

N + 2

−∞

s

+∞

Figure 1: A representation of the quotient algebra Qθ.

and there exists c ∈ C such that for all j ∈ {1, . . . , N},

c = Tr
(
ϕj(+∞)

)
= Tr

(
ϕj(+∞)

)
. (3.14)

A representation for the support of the quotient algebra Qθ is provided in Figure 1. In
the previous description of the quotient algebra, note that the condition (3.14) is related to
the addition of the unit to Eθ. Indeed, if no unit is added to Eθ, then one has c = 0. Let us
also denote by qθ the quotient map

qθ : Eθ → Qθ ≡ Eθ/K
(
H θ

)
.

Proof. The proof consists in looking carefully at the expressions provided in (3.10) and (3.11),
and in keeping track of the matricial form of the matrix-valued function a. Let us consider a
generic element of Eθ given by η(Dθ)a + c1 for η ∈ C0

(
[−∞,+∞)

)
, a ∈ Aθ, and c ∈ C. By

taking (3.5) into account, and the specific form of H θ, one has

η(Dθ)a+ c1 =
∑
j,j′

(
η(D̃θ

j ) ãjj′ + cδjj′
)
⊗ 1

N |ξ̃θj ⟩⟨ξ̃θj′ |

with δjj′ the Kronecker delta function. According to (3.10) and (3.11) one has

qθ
(
η(Dθ)a+ c1

)
=

∑
{j,j′|j′ ̸=j}

η(−∞) ãjj′ ⊗ 1
N |ξ̃θj ⟩⟨ξ̃θj′ |

+
∑
j

(
η ãjj(λ̃

θ
j − 2) + c, η(−∞) ãjj + c, η ãjj(λ̃

θ
j + 2) + c

)
⊗ 1

N |ξ̃θj ⟩⟨ξ̃θj |

=
∑
j,j′

((
η ãjj(λ̃

θ
j − 2) + c

)
δjj′ , η(−∞) ãjj′ + cδjj′ ,

(
η ãjj λ̃

θ
j + 2) + c

)
δjj′

)
⊗ 1

N |ξ̃θj ⟩⟨ξ̃θj′ |.
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In order to fully understand the previous expression, it is necessary to remember the
special structure of the underlying Hilbert space H θ :=

∫ ⊕
Iθ H θ(λ)dλ with

H θ(λ) =


H̃ θ

j if λ̃θj − 2 ≤ λ < λ̃θj+1 − 2

CN if λ̃θN − 2 ≤ λ ≤ λ̃θ1 + 2

(H̃ θ
j )⊥ if λ̃θj + 2 < λ ≤ λ̃θj+1 + 2

.

Note that compared with the original definition of H θ(λ) we have changed the fiber at a
finite number of points, which does not impact the direct integral, but simplify our argument
subsequently. Thus, the changes of dimension of the fibers take place at all λ̃θj − 2 and λ̃θj +2,

for j ∈ {1, . . . , N}. By taking this into account, the interval Iθ has to be divided into 2N − 1
subintervals, firstly of the form [λ̃θj − 2, λ̃θj+1 − 2) for j ∈ {1, . . . , N − 1}, then the special

interval [λ̃θN − 2, λ̃θ1 + 2], and finally the intervals (λ̃θj−1 + 2, λ̃θj + 2] for j ∈ {2, . . . , N}. By
using this partition of Iθ, one gets

qθ
(
η(Dθ)a+ c1

)
=

N−1∑
j=1

((
η ãjj(λ̃

θ
j − 2) + c

)
⊗ P̃θ

j , χ[λ̃θ
j−2,λ̃θ

j+1−2)

(
η(−∞)a+ c1H̃ θ

j

))
+
((
η ãNN (λ̃θN − 2) + c

)
⊗ P̃θ

N , χ[λ̃θ
N−2,λ̃θ

1+2]

(
η(−∞)a+ c1

)
,
(
η ã11(λ̃

θ
1 + 2) + c

)
⊗ P̃θ

1

)
+

N∑
j=2

(
χ(λ̃θ

j−1+2,λ̃θ
j+2]

(
η(−∞)a+ c1(H̃ θ

j−1)
⊥

)
,
(
η ãjj(λ̃

θ
j + 2) + c

)
⊗ P̃θ

j

)
.

The description obtained so far leads directly to the structure of (3.12).
The properties stated in (3.13) follow from the continuity of a ∈ Aθ and from its properties

at thresholds. The final property (3.14) comes from the unit and the fact that η vanishes at
+∞.

Since F θW θ
−(F

θ)∗ ∈ Eθ, by Proposition 3.6, one can look at the image of this operator
in the quotient algebra. The following statement contains a description of this image, using
the notations introduced in Proposition 3.10. The functions η± : R → C defined for any s ∈ R
by

η±(s) := tanh(πs)± i cosh(πs)−1. (3.15)

will also be used. Finally, based on the projections {P̃θ
j }Nj=1 introduced before Proposition

3.10, we define the channel scattering matrix S̃θ
jj(λ) := P̃θ

j S
θ(λ)P̃θ

j .

Lemma 3.11. Let ϕ := qθ
(
F θW θ

−(F
θ)∗

)
denote the image of F θW θ

−(F
θ)∗ in the quotient

algebra. Then, the restrictions of ϕ on the various parts of Qθ are given by:

for j ∈ {1, . . . , N − 1} and λ ∈ [λ̃θj − 2, λ̃θj+1 − 2), ϕ→j (λ) = Sθ(λ) ∈ B(H̃ θ
j )

for λ ∈ [λ̃θN − 2, λ̃θ1 + 2], ϕ→N (λ) = Sθ(λ) ∈ B(CN )

for j ∈ {2, . . . , N} and λ ∈ (λ̃θj−1 + 2, λ̃θj + 2], ϕ→j (λ) = Sθ(λ) ∈ B
(
(H̃ θ

j−1)
⊥),
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and for s ∈ R

ϕ↓j (s) = 1 + 1
2

(
1− η−(s)

)(
S̃θ
jj(λ̃

θ
j − 2)− 1

)
∈ B(P̃θ

jCN ) (3.16)

ϕ↑j (s) = 1 + 1
2

(
1− η+(s)

)(
S̃θ
jj(λ̃

θ
j + 2)− 1

)
∈ B(P̃θ

jCN ). (3.17)

Proof. Let us start by looking at the expression for F θ
(
W θ

−−1
)
(F θ)∗, as provided for example

in (3.6), and by taking the content of Lemma 3.4 into account. It then follows that F θ
(
W θ

−−
1
)
(F θ)∗ can be rewritten as

1
2

(
1− tanh(πDθ)

)(
Sθ(Xθ)− 1

)
− i12 cosh(πD

θ)−1
∑
j

Xθ−λθ
j

2 Pθ
j

(
Sθ(Xθ)− 1

)
+ kθ (3.18)

with kθ ∈ K
(
H θ

)
. Thus, one ends up with two generic elements of Eθ which have been care-

fully studied in the proof of Proposition 3.10. The only additional necessary tricky observation
is that

λ−λθ
j

2

∣∣∣
λ=λθ

j±2
= ±1

which explains the appearance of the two functions η±. Note also that

lim
s→−∞

1
2

(
1− tanh(πs)

)
= 1 and lim

s→∞
1
2

(
1− tanh(πs)

)
= 0,

while lims→±∞ cosh(πs)−1 = 0. The rest of the proof is just a special instance of the proof of
Proposition 3.10 for the two main terms exhibited in (3.18), since the compact term verifies
qθ(kθ) = 0.

4 K-theory for the quotient algebra

In this section, we compute the K-groups of the quotient algebra. Since this computation
is of independent interest and does not rely on the details of the model, we provide a self-
contained proof with simpler notations (the longest proofs are given in the Appendix). The
main difficulty in the quotient algebra is the appearance of continuous functions with values
in matrices of different sizes. However, the continuity conditions are very strict, and allow us
to determine the K-theory for this algebra.

Proposition 3.10 tells us that the quotient algebra is matrix-valued functions on the union
of the boundaries of the squares Iθj ∩ Iθj′ × [−∞,∞]. Proposition 3.10 also describes how the

rank of the matrices increases with λ until we reach λ̃θ1 + 2 when it decreases again. The
changes of rank happen continuously as the “extra rank” appears from (or disappears to)
infinity via the “vertical” functions ϕ↓j and ϕ↑j . This section repeats this construction in a
more induction friendly way, so that the K-theory can be computed. Interval by interval the
isomorphism of the two constructions will be clear, and that the gluing of the pieces is the
same can be checked using Proposition 3.10.

Before starting the construction, let us recall a result which will be constantly used, see
[8, Ex. 4.10.22]. Consider three C∗-algebras A,B, and C, two surjective ∗-homomorphisms
π1 : A→ C and π2 : B → C, and the pullback diagram

A⊕C B //

��

A

π1

��

B π2

// C
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with the pullback algebra A⊕CB =
{
(a, b) ∈ A⊕B | π1(a) = π2(b)

}
. Then, the Mayer-Vietoris

sequence

K0(A⊕C B) // K0(A)⊕K0(B)
π1∗−π2∗ // K0(C)

��

K1(C)

OO

K1(A)⊕K1(B)
π1∗−π2∗
oo K1(A⊕C B)oo

(4.1)

allows us to compute the K-theory of the pullback algebra in terms of the building blocks.
The map π1∗ − π2∗ is often referred to as the difference homomorphism.

Let us also introduce two easy lemmas, whose proofs are elementary exercises inK-theory.
For shortness, we shall use the notation I for (0, 1], the half-open interval.

Lemma 4.1. One has K0

(
C0(I)

)
= K1

(
C0(I)

)
= 0.

For the next statement, we introduce the algebra Dj for j ≥ 2 by

Dj :=
{
f : [0, 1] → B(Cj) | f(0) ∈ B(Cj−1)⊕ C

}
.

In other words, Dj is made of function on [0, 1] with values in B(Cj) with the only condition
that f(0) is block diagonal, with one block of size (j− 1)× (j− 1) and one block of size 1× 1.
Note that we identity C with B(C).

Lemma 4.2. The short exact sequence

0 → C0

(
(0, 1)

)
⊗ B(Cj) → Dj → B(Cj−1)⊕ C⊕ B(Cj) → 0

gives K0(Dj) = Z2, K1(Dj) = 0.

Let us now construct inductively some algebras. Again, I denotes (0, 1], and let {Pj}Nj=1

be the rank one projections based on the standard basis of CN . For j ∈ {1, . . . , N} set
Aj := C0

(
I;B(PjCN )

)
, and let us also fix A(1) := A1. For j ≥ 2 let A(j) be the algebra

obtained by gluing A(j − 1)⊕Aj to Dj , namely

A(j) = {(f ⊕ g, h) ∈ A(j − 1)⊕Aj ⊕Dj : f(1)⊕ g(1) = h(0)}.

Note that once the algebras A(j−1)⊕Aj and Dj are glued together, the resulting algebra A(j)
is considered again as matrix-valued functions defined on [0, 1]. It means that a reparametriza-
tion of the interval is performed at each step of the iterative process. Note also that the algebra
A(j) can be thought as an algebra of functions with values in a set of matrices of increasing
size. However, the change of dimension from k − 1 to k is performed concomitantly with the
addition of the new path Ak linking 0 to the new diagonal entry of the k × k matrix.

Proposition 4.3. For any j ∈ {1, . . . , N} one has K0

(
A(j)

)
= 0 and K1

(
A(j)

)
= 0.

The proof of this statement is provided in the Appendix. Note that the same result
holds for the matrices B(j) obtained by reversing the construction (and by taking care of the
subspaces of CN involved). For this reverse construction, we firstly set for j ∈ {1, . . . , N}

Ej :=
{
f : [0, 1] → B

(
(CN−j)⊥

)
| f(1) ∈ C⊕ B

(
(CN−j+1)⊥

)}
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and Bj := C0

(
[0, 1);B(PN−j+1CN )

)
. We also fix B(1) := B1. For j ≥ 2 let B(j) be the algebra

obtained by gluing Ej to Bj ⊕B(j − 1), namely for h ∈ Ej and for f ⊕ g ∈ Bj ⊕B(j − 1) we
set h(1) = f(0)⊕ g(0). Note that once the algebras Ej and Bj ⊕B(j − 1) are glued together,
the resulting algebra B(j) is considered again as matrix-valued functions defined on [0, 1]. It
means that a reparametrization of the basis is performed at each step of the iterative process.
The algebra B(j) can be thought as an algebra of functions with values in a set of matrices of
decreasing size. However, the change of dimension from k to k−1 is performed concomitantly
with the addition of the new path Bk linking the removed entry to 0.

By exactly the same proof, we get the same result:

Proposition 4.4. For any j ∈ {1, . . . , N} one has K0

(
B(j)

)
= 0 and K1

(
B(j)

)
= 0.

The next step will be to glue together an algebra of the family A(j) with an algebra of
the family B(j). Before this, we need another lemma, whose proof is again an elementary
exercise.

Lemma 4.5. For

CN :=
{
f : [0, 1] → B(CN ) | f(0) ∈ B(CN−1)⊕ C, f(1) ∈ C⊕ B

(
(C1)⊥

)}
,

the exact sequence

0 → C0

(
(0, 1)

)
⊗ B(CN ) → CN → B(CN−1)⊕ C⊕ C⊕ B

(
(C1)⊥

)
→ 0

gives K0(CN ) = Z3 and K1(CN ) = 0.

We can now collect the information obtained so far, and provide the K-theory for the
main algebra of this section. The proof of the statement is provided in the Appendix.

Proposition 4.6. For

QN =
(
A(N − 1)⊕AN

)
⊕B(CN−1)⊕C CN ⊕C⊕B((C1)⊥)

(
BN ⊕B(N − 1)

)
one has K0

(
Q+

N

)
= Z and K1

(
Q+

N

)
= Z.

Figure 2: Representation of the algebra Q4, with the biggest square representing C4, while the
part of the left of this square corresponds to A(3)⊕A4, and the part on the right corresponds
to B4 ⊕ B(3). For comparison with the algebra Qθ, the dashed lines represent the support
of the functions ϕ↓j while the dotted lines represent the support of the functions ϕ↑j . The
remaining lines and squares correspond to the support of the scattering matrix.
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By construction, the algebras Qθ and Q+
N are isomorphic, therefore they share the same

K-theory. Note that the isomorphism can also be inferred by comparing Figures 1 and 2:
the vertical lines of Figure 1 are symbolised horizontally in Figure 2, with dashed or dotted
lines. Furthermore, since these lines represent the support of a block diagonal matrix-valued
function, they can be rescaled independently. Thanks to this isomorphism, the K-theory of
Qθ can be directly deduced.

Corollary 4.7. One has K0

(
Qθ

)
= Z and K1

(
Qθ

)
= Z.

5 Topological Levinson’s theorem

In this section we provide the topolgical version of Levinson’s theorem, linking the number
of bound states to an expression involving the image of W θ

− in the quotient algebra. First
of all, we provide a statement about the behavior of the scattering matrix at thresholds. It
shows that the expression obtained for the wave operator W θ

− is rather rigid and imposes a
strict behaviour at thresholds. For its statement we define the scalar valued function s̃θjj by

the relation S̃θ(λ)jj =: s̃θjj(λ)P̃θ
j .

Lemma 5.1. For any j ∈ {1, . . . , N} one has s̃θjj(λ̃
θ
j ± 2) ∈ {−1, 1}.

Proof. Since W θ
− is a Fredholm operator of norm 1, the image qθ

(
F θW θ

−(F
θ)∗

)
is a unitary

operator, and therefore its restrictions on all components of Qθ must be unitary. The restric-
tions on →j , →N , and →j do not impose any conditions, since the scattering operator is
unitary valued, see Lemma 3.11. On the other hand, by checking that the restrictions on ↓j
and on ↑j , the conditions appearing in the statement have to be imposed.

Starting with (3.16), the restriction on ↓j , we can rewrite this operator as a scalar function
multiplying a rank one projection. By imposing that the operator is unitary valued, one infers
that (

1 + 1
2

(
1− η−(s)

)(
s̃θjj(λ̃

θ
j − 2)− 1

))(
1 + 1

2

(
1− η−(s)

)(
s̃θjj(λ̃

θ
j − 2)− 1

))∗
= 1

for all s ∈ R. Some direct computations lead then to the condition ℑ
(
η−(s)

)
ℑ
(
s̃θjj(λ̃

θ
j−2)

)
= 0

for any s ∈ R, meaning that s̃θjj(λ̃
θ
j − 2) ∈ R. Since s̃θjj(λ̃

θ
j − 2) is also unitary valued, the

only solutions are the ones given in the statement. A similar argument holds for s̃θjj(λ̃
θ
j + 2),

starting with the restriction on ↑j .

The topological Levinson’s theorem corresponds to an index theorem in scattering the-
ory. By considering the C∗-algebras introduced in Section 3 we can consider the short exact
sequence of C∗-algebras

0 −→ K
(
H θ

)
−→ Eθ qθ−→ Qθ −→ 0.

Since F θW θ
−(F

θ)∗ belongs to Eθ and is a Fredholm operator we infer the equality

ind
(
[qθ

(
F θW θ

−(F
θ)∗

)
]1

)
= −

[
Ep(H

θ)
]
0
, (5.1)
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where ind denotes the index map from K1

(
Qθ

)
to K0

(
K

(
H θ

))
and where Ep(H

θ) corre-
sponds to the projection on the subspace spanned by the eigenfunctions of Hθ. Note that this
projection appears from the standard relation[

1− (W θ
−)

∗W θ
−
]
0
−
[
1−W θ

−(W
θ
−)

∗]
0
= −

[
Ep(H

θ)
]
0
.

The equality (5.1) can be directly deduced from [23, Prop. 4.3]. Let us emphasise that
this equality corresponds to the topological version of Levinson’s theorem: it is a relation (by
the index map) between the equivalence class in K1 of quantities related to scattering theory,
as described in Lemma 3.11, and the equivalence class in K0 of the projection on the bound
states of H. However, the standard formulation of Levinson’s theorem is an equality between
numbers. Thus, our final task is to extract a numerical equality from (5.1).

In the next statement, the notation Var
(
λ 7→ detSθ(λ)

)
should be understood as the

total variation of the argument of the piecewise continuous function

Iθ ∋ λ 7→ detSθ(λ) ∈ S1.

where we compute the argument increasing with increasing λ. Our convention is also that the
increase of the argument is counted clockwise.

Theorem 5.2. For any θ ∈ (0, π) the following equality holds:

#σp(H
θ) = N −

#
{
j | sjj(λθj ± 2) = 1

}
2

+ Var
(
λ→ detSθ(λ)

)
. (5.2)

Proof. The proof starts by evaluating both sides of (5.1) with the operator trace to obtain a
numerical equation. For the right hand side, we obtain (minus) the number of bound states,
or more precisely Tr

(
Ep(H

θ)
)
= #σp(H

θ) if the multiplicity of the eigenvalues is taken into
account.

For the left hand side, recall that Qθ is isomorphic to Q+
N , with QN introduced in Propo-

sition 4.6, and that this algebra is naturally embedded (after rescaling) in C0

(
R;B(CN )

)+
.

Thus, the index of W− is computed by the winding number of the pointwise determinant of
q(W−), see for example [17, Prop. 7]. The various contributions for this computation can be
inferred either from Figure 1 or from Figure 2, but the functions to be considered are provided
by Lemma 3.11. If we use the representation of the quotient algebra provided in Figure 1,
then all horizontal contributions ϕ→j can be encoded in the expression Var

(
λ → detSθ(λ)

)
.

For λ 7→ Sθ(λ) piecewise C1 these contributions can be computed analytically by the formula

− 1

2πi

N−1∑
k=1

∫ λ̃θ
k+1−2

λ̃θ
k−2

Tr
(
(Sθ)∗(Sθ)′

)
(λ) dλ− 1

2πi

∫ λ̃θ
1+2

λ̃θ
N−2

Tr
(
(Sθ)∗(Sθ)′

)
(λ) dλ

− 1

2πi

N−1∑
k=1

∫ λ̃θ
k+1+2

λ̃θ
k+2

Tr
(
(Sθ)∗(Sθ)′

)
(λ) dλ

where Sθ is C1 on each interval.
For the vertical contributions, recall that the functions η± have been introduced in (3.15).

These contributions have to be computed from +∞ to −∞ for the intervals with one endpoint
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at λ̃θj−2, while they have to be computed from −∞ to +∞ for the intervals having an endpoint

at λ̃θj + 2.

In both cases, if S̃θ
jj(λ̃

θ
j ± 2) = 1, then the contribution is 0, as a straightforward conse-

quence of (3.16) and (3.17). On the other hand, if S̃θ
jj(λ̃

θ
j − 2) = −1, then ϕ↓j = η−, and this

leads to a contribution of 1
2 , with our clockwise convention for the increase of the variation.

Similarly, if S̃θ
jj(λ̃

θ
j + 2) = −1, then ϕ↑j = η+ and this leads again to a contribution of 1

2 ,

because of the change of orientation of the path. As a consequence, if S̃θ
jj(λ̃

θ
j ± 2) = −1, the

corresponding contribution is 1
2 , no matter if it is the opening or the closing of a channel

of scattering. Our presentation in (5.2), which takes the content of Lemma 5.1 into account,
reflects the genericity of the value −1 at thresholds over the value 1.

6 Explicit computations for N = 2

In this section, we concentrate on the case N = 2 and make the computations as explicit as
possible. We firstly recall some notations restricted to the case N = 2 and θ ∈ (0, π). For
the analysis of Hθ, the main spectral result is a necessary and sufficient condition for the
existence of an eigenvalue for the operator Hθ. For that purpose, we decompose the matrix
diag(v) := diag

(
v(1), v(2)

)
as a product diag(v) = uv2, where v := |diag(v)|1/2 and u is the

diagonal matrix with components

ujj =

{
+1 if v(j) ≥ 0

−1 if v(j) < 0,

for j ∈ {1, 2}. For simplicity, we set v(1) = u1a
2, v(2) = u2b

2 and assume that a ≥ b ≥ 0 and
a > 0. We also impose the following condition: if u1 = u2, then a > b, since otherwise the
function v would be 1–periodic and not 2–periodic. With these notations one has v =

(
a 0
0 b

)
and u =

(
u1 0
0 u2

)
. Let us also set

ϱ := u2a
2 + u1b

2

since this expression will often appear in the sequel.

For N = 2, obseve that λθ1 = −2 cos( θ2) and λθ2 = 2 cos( θ2), ξ
θ
1 =

(
− eiθ/2

eiθ

)
and ξθ2 =(

eiθ/2

eiθ

)
. We then set

Ξ+(θ) :=
(
cos( θ2) + cos2( θ2)

) 1
2 > 0, Ξ−(θ) :=

(
cos( θ2)− cos2( θ2)

) 1
2 > 0.

For later use, it is useful to observe that Ξ+ is a strictly decreasing function on (0, π) with
range in (0,

√
2). Finally, for z ∈ C and j ∈ {1, 2} we introduce the expression

βθj (z) :=
∣∣(z − λθj

)2 − 4
∣∣1/4.

6.1 Values of Sθ(λ) at thresholds

In this section, we provide information about the scattering matrix at thresholds. For con-
ciseness, we restrict our attention to λ ∈ (−4, 0). In this setting, only two thresholds appear:
one at λθ1 − 2 and one at λθ2 − 2. The first one corresponds to the threshold at the bottom of
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Figure 3: The horizontal axis corresponds to v(1) while the vertical axis corresponds to v(2).
The two white regions correspond to points

(
v(1), v(2)

)
for which there exists a unique θ0 ∈

(0, π) leading to a resonant case.

the essential spectrum, while the second one corresponds to an embedded threshold. Since we
we already know from [19, Thm. 3.9] that Sθ

11 is continuous at λθ2 − 2 we postpone its study
to Section 6.2.

Proposition 6.1. Let θ ∈ (0, π) and consider a ≥ b ≥ 0 with a > 0. Then the following
equalities hold:

Sθ(λθ1 − 2)11 = Pθ
1 if 2ϱΞ+(θ) + a2b2 = 0 (resonant case), (6.1)

Sθ(λθ1 − 2)11 = −Pθ
1 otherwise (generic case), (6.2)

and
Sθ(λθ2 − 2)22 = −Pθ

2 .

Before giving the proof, let us briefly comment on this statement with the help of Figures
3 and 4. In Figure 3, the x-axis corresponds to the values of v(1) while the y-axis corresponds
to the values of v(2). The red zones (2 open cones + the diagonal line in quadrants I and III)
are the ones we can disregard since either a < b or the system is 1–periodic. The magenta zones
(including the diagonal line in quadrants II and IV, the x-axis and the curved boundaries)
correspond to combinations of v(1) and v(2) which lead to the generic case, namely to (6.2).
The open white region has two connected components and is given by points

(
v(1), v(2)

)
such

that there exists a unique θ0 ∈ (0, π) which verifies v(2) = − 2Ξ+(θ0)v(1)
v(1)+2Ξ+(θ0)

. This condition is

equivalent to the condition leading to the resonant case given by (6.1). In particular, it follows
from the equality 2ϱΞ+(θ0) = −a2b2 that ϱ < 0, which means that either u1 = u2 = −1,
corresponding to the left white region, or to u2 = −1 and u1 = 1, corresponding to the right
white region.

In order to understand the dependence of θ0 on v(1) and v(2) for the resonant case, we
have represented in Figure 4 the value θ0 on the z–axis as function of v(1) on the x–axis and
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Figure 4: The values θ0 that satisfy the resonant case (in the left white region of Figure 3) is
represented, with the value v(1) and v(2) on the x and y axes. The 2 scales are different, and
the red line represent the diagonal on this quadrant. The z–axis corresponds to θ in (0, π),
and the surface represents the values of θ0, as a function of v(1) and v(2).

of v(2) on the y–axis. Note that θ0 is only shown on the left white region of Figure 3 which
is bounded on the y–axis and unbounded on the x–axis.

The following proof is based on the statement [19, Thm. 3.9] which provides the general
formulas. Here, we compute much more explicit results in the special case N = 2. Let us
stress that most of the notations are directly borrowed from [19]. In addition, we shall use the
notation † for the inverse of an operator defined on its range.

Proof of Proposition 6.1. We start by introducing the new quantities:

ζθ1 :=
1√

a2 + b2

(
b

a eiθ/2

)
ζθ2 :=

1√
a2 + b2

(
b

−a eiθ/2

)
.

It is then easily checked that the following relations hold:

⟨vξθj , ζθj ⟩ = 0 and ⟨vξθ1 , vξθ2⟩ = b2 − a2,

⟨ζθ1 , uζθ1⟩ = ⟨ζθ2 , uζθ2⟩ =
ϱ

a2 + b2
,

⟨ζθ1 , vξθ2⟩ =
2ab eiθ/2√
a2 + b2

= −⟨ζθ2 , vξθ1⟩ and ⟨uζθ1 , vξθ1⟩ =
ab eiθ/2√
a2 + b2

(u2 − u1) = −⟨uζθ2 , vξθ2⟩.

1) Let us start by considering the threshold λθ1 − 2 for θ ∈ (0, π). The starting point is
the formula provided in [19, Thm. 3.9.(b)], namely

Sθ(λθ1−2)11 = Pθ
1 −Pθ

1v
(
I0(0)+S0

)−1
vPθ

1 +Pθ
1vC

′
10(0)S1

(
I2(0)+S2

)−1
S1C

′
10(0)vPθ

1 . (6.3)
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We firstly observe that

I0(0) =
1

4
|vξθ1⟩⟨vξθ1 |, S0 = |ζθ1⟩⟨ζθ1 |, βθ2(λ

θ
1 − 2)2 = 4Ξ+(θ), M1(0) = u+

|vξθ2⟩⟨vξθ2 |
8Ξ+(θ)

.

and hence

(I0(0) + S0)
−1 = I0(0)

† + S0 =
4

(a2 + b2)2
|vξθ1⟩⟨vξθ1 |+ |ζθ1⟩⟨ζθ1 |.

It then follows that
Pθ
1v(I0(0) + S0)

−1vPθ
1 = 2Pθ

1 .

Thus, if the third term in the r.h.s. of (6.3) vanishes, then Sθ(λθ1−2)11 = −Pθ
1 . This situation

corresponds to the generic case. Our next aim is thus to exhibit situations when the third
term in (6.3) is not trivial.

Let us recall that S1 is defined as the projection on the kernel of I1(0) (inside the subspace
S0CN ). Thus, in order to deal with the third term, we have to study I1(0):

I1(0) = S0M1(0)S0 = S0uS0 + S0
|vξθ2⟩⟨vξθ2 |
8Ξ+(θ)

S0 =

(
⟨ζθ1 , uζθ1⟩+

|⟨vξθ2 , ζθ1⟩|2
8Ξ+(θ)

)
S0

=

(
ϱ

a2 + b2
+

4a2b2

a2+b2

8Ξ+(θ)

)
S0 =

(
2ϱΞ+(θ) + a2b2

2Ξ+(θ)(a2 + b2)

)
S0. (6.4)

If the first factor in (6.4) does not vanish, then S1 = 0. Clearly, if S1 = 0, then the generic
case takes place. Thus, in order not to be in the generic case the following necessary condition
must hold:

2ϱΞ+(θ) + a2b2 = 0. (6.5)

Let us now study C ′
10 under the condition (6.5). Recalling that S1 = S0 we get

C ′
10 =

(
I0(0) + S0

)−1(
M1(0)S1 − S1M1(0)

)(
I0(0) + S0

)−1

=
(
I0(0)

† + S0
)(
M1(0)S0 − S0M1(0)

)(
I0(0)

† + S0
)

=I0(0)
†M1(0)S0 − S0M1(0)I0(0)

†.

Hence, from the explicit expressions computed above one has

S0M1(0)I0(0)
† =|ζθ1⟩⟨ζθ1 |

(
u+

|vξθ2⟩⟨vξθ2⟩|
8Ξ+(θ)

) 4

(a2 + b2)2
|vξθ1⟩⟨vξθ1 |

=
1

(a2 + b2)2

(
4⟨uζθ1 , vξθ1⟩+

⟨ζθ1 , vξθ2⟩⟨vξθ2 , vξθ1⟩
2Ξ+(θ)

)
|ζθ1⟩⟨vξθ1 |

=
ab

(a2 + b2)
5
2

(
4(u2 − u1) +

b2 − a2

Ξ+(θ)

)
eiθ/2 |ζθ1⟩⟨vξθ1 |.

We thus set

γθ :=
ab

(a2 + b2)
5
2

(
4(u2 − u1) +

b2 − a2

Ξ+(θ)

)
which means that

S0M1(0)I0(0)
† = γθ eiθ/2 |ζθ1⟩⟨vξθ1 |.
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Analogously we also obtain

I0(0)
†M1(0)S0 = γθ e−iθ/2 |vξθ1⟩⟨ζθ1 |,

and consequently

C ′
10 = γθ

(
e−iθ/2 |vξθ1⟩⟨ζθ1 | − eiθ/2 |ζθ1⟩⟨vξθ1 |

)
.

Thus, C ′
10 vanishes if and only if γθ = 0, and if so, the generic case takes place again. However,

observe that (6.5) and the definition of ϱ imply that b2 > 0, that ϱ ̸= 0, and then that

Ξ+(θ) = −a
2b2

2ϱ
.

Observe then that the condition γθ = 0 is equivalent to

4(u2 − u1) +
b2 − a2

Ξ+(θ)
= 0

⇔ 2(u2 − u1)a
2b2 + (a2 − b2)(a2u2 + b2u1) = 0

⇔ u2a
2b2 − u1a

2b2 + a4u2 − b4u1 = 0

⇔ (b2 + a2)(u2a
2 − u1b

2) = 0.

However, from the fact that v is assumed to be 2-periodic and not 1-periodic, one infers that
γθ = 0 does not take place under assumption (6.5).

Now, it follows that under (6.5) one has S1 = S0, I1(0) = S0M1(0)S0 = 0, and then

I2(0) =− S1M1(0)(I0(0) + S0)
−1M1(0)S1

=− S0M1(0)I0(0)
†M1(0)S0

=− γθ eiθ/2 |ζθ1⟩⟨vξθ1 | I0(0) γθ e−iθ/2 |vξθ1⟩⟨ζθ1 |

=
−
(
γθ(a2 + b2)

)2
4

S0.

Since S2 corresponds to the projection on the kernel of I2(0), one infers that

S2 = 0 and (I2(0) + S2)
−1 =

−4(
γθ(a2 + b2)

)2S0. (6.6)

We have now all the ingredients for computing the third term in (6.3), still under the
conditions provided by (6.5) :

Pθ
1vC

′
10(0)S1

(
I2(0) + S2

)−1
S1C

′
10(0)vPθ

1

=
|ξθ1⟩⟨vξθ1 |

2
γθ

(
e−iθ/2 |vξθ1⟩⟨ζθ1 | − eiθ/2 |ζθ1⟩⟨vξθ1 |

) −4S0(
γθ(a2 + b2)

)2
× γθ

(
e−iθ/2 |vξθ1⟩⟨ζθ1 | − eiθ/2 |ζθ1⟩⟨vξθ1 |

) |vξθ1⟩⟨ξθ1 |
2

=
|ξθ1⟩⟨vξθ1 |

2
e−iθ/2 |vξθ1⟩⟨ζθ1 |

4S0
(a2 + b2)2

eiθ/2 |ζθ1⟩⟨vξθ1 |
|vξθ1⟩⟨ξθ1 |

2

=
1

(a2 + b2)2
|ξθ1⟩∥vξθ1∥2⟨ζθ1 , S0ζθ1⟩∥vξθ1∥2⟨ξθ1 |

= 2Pθ
1 .
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Thus, whenever (6.5) hold, one has Sθ(λθ1 − 2) = Pθ
1 .

2) We now consider the threshold λθ2 − 2 for θ ∈ (0, π). For this value one has

I0(0) =
1

4
|vξθ2⟩⟨vξθ2 |, S0 = |ζθ2⟩⟨ζθ2 |, βθ1(λ

θ
2 − 2)2 = 4Ξ−(θ), M1(0) = u+

i|vξθ1⟩⟨vξθ1 |
8Ξ−(θ)

.

We can then compute

I1(0) =
(
⟨ζθ2 , uζθ2⟩+ i

|⟨ζθ2 , vξθ1⟩|2
8Ξ−(θ)

)
S0 =

( ϱ

a2 + b2
+ i

a2b2

2Ξ−(θ)(a2 + b2)

)
S0.

A quick inspection at the first factor shows that it never vanishes, which means that S1 = 0.
Then, for this threshold, the expression for Sθ(λθ2 − 2)22 can be computed by using [19,
Thm. 3.9.(b)]. Note that the off diagonal terms vanish, as shown in [19, Thm. 3.9.(b)]. For
the expression Sθ(λθ2 − 2)22 we obtain

Sθ(λθ2 − 2)22 = Pθ
2 − Pθ

2v(I0(0) + S0)
−1vPθ

2

= Pθ
2 − 1

4

4

(a2 + b2)2
|⟨vξθ2 , vξθ2⟩|2|ξθ2⟩⟨ξθ2 |

= −Pθ
2 ,

which concludes the proof.

Up to now, only the values of the scattering matrix at thresholds have been provided.
Additional information can be deduced from this computation, but some notations have to
be introduced. Firstly, let G : h → C2 be the bounded operator defined on f ∈ h by

(Gf)j := vjj

∫ π

0
fj(ω)

dω
π = |v(j)|1/2

∫ π

0
fj(ω)

dω
π ,

and set for λ, ε ∈ R and ε ̸= 0

M θ(λ+ iε) :=
(
u+G(Hθ

0 − λ− iε)−1G∗)−1
.

A precise (and rather long) asymptotic expansion of this has been provided in [19, Prop. 3.4]
as ε approaches 0 for each fixed λ in the spectrum of Hθ. Based on the previous proof, more
precise information can be obtained in our current framework, namely for N = 2.

Corollary 6.2. Let θ ∈ (0, π) and consider a ≥ b ≥ 0 with a > 0. Let us assume that

Ξ+(θ) ̸=
a2b2

2ϱ
. (6.7)

Then the map κ 7→ M θ(λθ1 − 2 − κ2) admits an holomorphic extension in some sufficiently
small neighbourhood of 0 for −κ2 ∈ C+ (the closure of C+). If, in contrast

Ξ+(θ) =
a2b2

2ϱ
, (6.8)

the map κ 7→ M θ(λθ1 − 2 − κ2) admits an meromorphic extension in some sufficiently small
neighbourhood of 0 in C+, with its unique pole located at 0 and of order 1 (in the variable κ).
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Before giving the proof, let us stress that the pole of order 1 (in the variable κ) does
not correspond to an eigenvalue of Hθ at λθ1 − 2, but corresponds to a resonance. Indeed, an

eigenvalue would necessitate a pole of order 2 in κ, as for the resolvent
(
Hθ− (λθ1−2−κ2)

)−1
.

In particular, this statement rules out the existence of an eigenvalue at the bottom of the
continuous spectrum of Hθ.

Proof. We first observe that (6.7) corresponds to the generic case, and hence to S1 = 0. Then,
by examining the expansion of M θ(λθ1− 2−κ2) provided in [19, (3.17)], we infers that S1 = 0
leads to a regular expression, without the singularities in 1

k and in 1
k2
. In contrast, if we assume

(6.8) we have shown in the previous proof that S1 ̸= 0 but S2 = 0, see (6.6). Hence, by looking
again at [19, (3.17)], we deduce that the singularity in 1

k2
vanishes while the one in 1

k does
not.

6.2 The scattering matrix Sθ(λ)

In this section we provide explicit formulas for Sθ(λ). The starting point is a stationary
representation of the scattering matrix. Namely, let us also define for j, j′ ∈ {1, . . . , N} the
operator δjj′ ∈ B

(
Pθ
j′ C

N ;Pθ
j CN

)
by δjj′ := 1 if j = j′ and δjj′ := 0 otherwise. Then, for

λ ∈
(
Iθj ∩ Iθj′

)
\
(
T θ ∪ σp(Hθ)

)
the channel scattering matrix Sθ(λ)jj′ := Pθ

j S
θ(λ)Pθ

j′ satisfies
the formula

Sθ(λ)jj′ = δjj′ − 2iβθj (λ)
−1Pθ

j vM
θ(λ+ i0)vPθ

j′ β
θ
j′(λ)

−1, (6.9)

with
M θ(λ+ i0) =

(
u+G(Hθ

0 − λ− i0)−1G∗)−1
.

The operator M θ(λ+ i0) belongs to B(C2) for λ /∈
(
τ θ ∪ σp(Hθ)

)
and by [19, Lem. 3.1] one

has

u+G(Hθ
0 − λ− i0)−1G∗ =



u+
vPθ

1 v

βθ
1(λ)

2 +
vPθ

2 v

βθ
2(λ)

2 for λ < λθ1 − 2,

u+ i
vPθ

1 v

βθ
1(λ)

2 +
vPθ

2 v

βθ
2(λ)

2 for λ ∈ (λθ1 − 2, λθ2 − 2),

u+ i
vPθ

1 v

βθ
1(λ)

2 + i
vPθ

2 v

βθ
2(λ)

2 for λ ∈ (λθ2 − 2, λθ1 + 2),

u− vPθ
1 v

βθ
1(λ)

2 + i
vPθ

2 v

βθ
2(λ)

2 for λ ∈ (λθ1 + 2, λθ2 + 2),

u− vPθ
1 v

βθ
1(λ)

2 − vPθ
2 v

βθ
2(λ)

2 for λ > λθ2 + 2.

(6.10)

Hence we shall look for an explicit expression for

M θ(λ+ i0) =
(
u+ c1

vPθ
1v

βθ1(λ)
2
+ c2

vPθ
2v

βθ2(λ)
2

)−1

for cj ∈ {1,−1, i}. For convenience we set

T θ
±(λ) :=

c1

βθ1(λ)
2
± c2

βθ2(λ)
2
.

Lemma 6.3. For all λ ∈ (λθ1 − 2, λθ2 +2)\{λθ2 − 2, λθ1 +2} the operator M θ(λ+ i0) belongs to
B(C2) and one has

vM θ(λ+ i0)v =
1

Qθ(λ)

u2a2 + a2b2

2 T θ
+(λ)

a2b2 e−i θ2

2 T θ
−(λ)

a2b2 ei
θ
2

2 T θ
−(λ) u1b

2 + a2b2

2 T θ
+(λ)

 (6.11)
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with

Qθ(λ) :=
2u1u2β

θ
1(λ)

2βθ2(λ)
2 +

(
c1β

θ
2(λ)

2 + c2β
θ
1(λ)

2
)
(u2a

2 + u1b
2) + 2a2b2c1c2

2βθ1(λ)
2βθ2(λ)

2
. (6.12)

Proof. We first observe that

u+G(Hθ
0 − λ− i0)−1G∗ =

u1 + a2

2 T
θ
+(λ) −ab e−i θ2

2 T θ
−(λ)

−ab ei
θ
2

2 T θ
−(λ) u2 +

b2

2 T
θ
+(λ)

 .

Expressions (6.11) and (6.12) are then readily obtained.
In only remains to check that Qθ(λ) ̸= 0, which corresponds to the absence of embedded

eigenvalues. Since λ ̸∈ T θ, the condition Qθ(λ) = 0 is equivalent to

2u1u2β
θ
1(λ)

2βθ2(λ)
2 +

(
c1β

θ
2(λ)

2 + c2β
θ
1(λ)

2
)
(u2a

2 + u1b
2) + 2a2b2c1c2 = 0. (6.13)

Case: λ ∈ (λθ1 − 2, λθ2 − 2). One has c1 = i and c2 = 1, and then (6.13) is equivalent to the
system {

u1u2β
θ
2(λ)

2 + 1
2(u2a

2 + u1b
2) = 0

1
2(u2a

2 + u1b
2)βθ2(λ)

2 + a2b2 = 0.

From the second equation we need (u2a
2+u1b

2) < 0 and hence we have either u2 = u1 = −1,
or u2 = −1 and u1 = 1. From the first equation we need u1u2 = 1 and hence we can disregard
the latter option. The new system becomes{

βθ2(λ)
2 − 1

2(a
2 + b2) = 0

−1
2(a

2 + b2)βθ2(λ)
2 + a2b2 = 0.

Isolating βθ2(λ)
2 we obtain 1

2(a
2 + b2) = 2a2b2

a2+b2
which is equivalent to a2 = b2. As a result,

v(1) = v(2), which is excluded.

Case: λ ∈ (λθ2 − 2, λθ1 + 2). In this case one has c1 = c2 = i and (6.13) becomes{
u1u2β

θ
1(λ)

2βθ2(λ)
2 − a2b2 = 0(

βθ2(λ)
2 + βθ1(λ)

2
)
(u2a

2 + u1b
2) = 0.

From the second equation we infer that a2 = b2 and u1u2 = −1, but this immediately
contradicts the first equation.

Case: λ ∈ (λθ1 + 2, λθ2 + 2). In this case we have c1 = −1 and c2 = i (6.13) becomes{
u1u2β

θ
1(λ)

2 − 1
2(u2a

2 + u1b
2) = 0

1
2(u2a

2 + u1b
2)βθ1(λ)

2 − a2b2 = 0

which can be treated as the first case.

As shown in the previous proof, let us emphasise the following statement:
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Corollary 6.4. For any θ ∈ (0, π), the operator Hθ has no embedded eigenvalue. Furthermore,
a necesary and sufficent condition for λ to be an eigenvalue is given for λ < λθ1 − 2 by

2u1u2β
θ
1(λ)

2βθ2(λ)
2 +

(
βθ2(λ)

2 + βθ1(λ)
2
)
(u2a

2 + u1b
2) + 2a2b2 = 0 (6.14)

and for λ > λθ2 + 2 by

2u1u2β
θ
1(λ)

2βθ2(λ)
2 −

(
βθ2(λ)

2 + βθ1(λ)
2
)
(u2a

2 + u1b
2) + 2a2b2 = 0. (6.15)

Based on Lemma 6.3 we can obtain simple expressions for Sθ
jj′(λ). In the next statement,

we concentrate on the diagonal elements Sθ
jj(λ) since the off-diagonal element will not be

necessary later on. We define a scalar valued function by the relation Sθ(λ)jj =: sθjj(λ)Pθ
j .

Let us also introduce new expressions which will be used subsequently:

Aθ
1(λ) := βθ1(λ)

2
(
2u1u2β

θ
2(λ)

2 + ϱ
)
, Bθ

1(λ) := 2a2b2 + ϱβθ2(λ)
2, (6.16)

Aθ
2(λ) := 2u1u2β

θ
1(λ)

2βθ2(λ)
2 − 2a2b2, Bθ

2(λ) := ϱ
(
βθ1(λ)

2 + βθ2(λ)
2
)
, (6.17)

Aθ
3(λ) := βθ2(λ)

2
(
2u1u2β

θ
1(λ)

2 − ϱ
)
, Bθ

3(λ) := −2a2b2 + ϱβθ1(λ)
2. (6.18)

Proposition 6.5. The following formulae hold:

sθ11(λ) =


Aθ

1(λ)−iBθ
1(λ)

Aθ
1(λ)+iBθ

1(λ)
for λ ∈ (λθ1 − 2, λθ2 − 2),

1 +
4a2b2−i2ϱβθ

2(λ)
2

Aθ
2(λ)+iBθ

2(λ)
for λ ∈ (λθ2 − 2, λθ1 + 2),

(6.19)

and

sθ22(λ) =

 1 +
4a2b2−i2ϱβθ

1(λ)
2

Aθ
2(λ)+iBθ

2(λ)
for λ ∈ (λθ2 − 2, λθ1 + 2),

Aθ
3(λ)−iBθ

3(λ)

Aθ
3(λ)+iBθ

3(λ)
for λ ∈ (λθ1 + 2, λθ2 + 2).

(6.20)

Proof. We start with the computation for sθ11(λ). Let us firstly observe from (6.9) that

Sθ(λ)11 = Pθ
1 − 2i

βθ1(λ)
2
Pθ
1vM

θ(λ+ i0)vPθ
1 =

(
1− i

βθ1(λ)
2

〈
ξθ1 , vM

θ(λ+ i0)vξθ1
〉)

Pθ
1 .

By using Lemma 6.3 and the explicit form of ξθ1 one easily infers that

〈
ξθ1 , vM(λ+ i0)vξθ1

〉
=

1

Qθ(λ)

(
a2b2

(
T θ
+(λ)− T θ

−(λ)
)
+ ϱ

)
,

and by a few additional computations

sθ11(λ) =1− i
a2b2

(
T θ
+(λ)− T θ

−(λ)
)
+ ϱ

βθ1(λ)
2Qθ(λ)

=1− i
4a2b2c2 + 2βθ2(λ)

2ϱ

2u1u2βθ1(λ)
2βθ2(λ)

2 +
(
c1βθ2(λ)

2 + c2βθ1(λ)
2
)
ϱ+ 2a2b2c1c2

. (6.21)
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Let us now recall that for λ ∈ (λθ1 − 2, λθ2 − 2) we have c1 = i and c2 = 1. It follows that
for such λ we have

sθ11(λ) =1− i
4a2b2 + 2βθ2(λ)

2ϱ

2u1u2βθ1(λ)
2βθ2(λ)

2 +
(
iβθ2(λ)

2 + βθ1(λ)
2
)
ϱ+ i2a2b2

=1 +
i
(
− 4a2b2 − 2βθ2(λ)

2ϱ
)

βθ1(λ)
2
(
2u1u2βθ2(λ)

2 + ϱ
)
+ i

(
βθ2(λ)

2ϱ+ 2a2b2
) ,

from where the first formula of (6.19) follows. For λ ∈ (λθ2 − 2, λθ1 + 2) the result can also be
directly obtained from (6.21), recalling that in this case c1 = c2 = i.

We now sketch the computation for Sθ(λ)22. From (6.9) one has

Sθ(λ)22 = Pθ
2 − 2i

βθ2(λ)
2
Pθ
2vM

θ(λ+ i0)vPθ
2 =

(
1− i

βθ2(λ)
2

〈
ξθ2 , vM

θ(λ+ i0)vξθ2
〉)

Pθ
2 .

Recalling that ξθ2 =
(

eiθ/2

eiθ

)
and using (6.11) we easily obtain

sθ22(λ) = 1− i
4a2b2c1 + 2βθ1(λ)

2ϱ

2u1u2βθ1(λ)
2βθ2(λ)

2 +
(
c1βθ2(λ)

2 + c2βθ1(λ)
2
)
ϱ+ 2a2b2c1c2

.

As before, the first formula of (6.20) can be obtained directly by replacing c1 = c2 = i. For
the second one, we replace c1 = −1 and c2 = i and compute

sθ22(λ) =1− i
−4a2b2 + 2βθ1(λ)

2ϱ

2u1u2βθ1(λ)
2βθ2(λ)

2 − βθ2(λ)
2ϱ+ i(βθ1(λ)

2ϱ− 2a2b2)

=
2u1u2β

θ
1(λ)

2βθ2(λ)
2 − βθ2(λ)

2ϱ− i
(
βθ1(λ)

2ϱ− 2a2b2
)

2u1u2βθ1(λ)
2βθ2(λ)

2 − βθ2(λ)
2ϱ+ i

(
βθ1(λ)

2ϱ− 2a2b2
) , (6.22)

which leads to the expected result.

For completeness, let us show that the previous expressions also allow us to compute the
values of the scattering matrix at thresholds. For the thresholds λθ1−2 and λθ2−2, these values
were already presented in Proposition 6.1. We therefore only provide the missing information,
namely the values at λθ1 + 2 and at λθ2 + 2. Observe however that the treatement presented
in Section 6.1 contains extra information: it shows for example that eigenvalues located at
thresholds do not exist, while the argument presented below does not rule out this possibility.

Proposition 6.6. Let θ ∈ (0, π) and consider a ≥ b ≥ 0 with a > 0. Then the following
equalities hold:

Sθ(λθ2 + 2)22 =

{
Pθ
2 if 2ϱΞ+(θ)− a2b2 = 0, (6.23)

−Pθ
2 otherwise, (6.24)

and
Sθ(λθ1 + 2)11 = −Pθ

1 .
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Proof. Starting from (6.19) for λ ∈ (λθ2−2, λθ1+2) and by observing that limλ↗λθ
1+2 β

θ
1(λ)

2 = 0,

one easily infers that limλ↗λθ
1+2 s

θ
11(λ) = −1. This result leads direly to Sθ(λθ1 + 2)11 = −Pθ

1 .

On the other hand, by starting from (6.20) for λ ∈ (λθ1 + 2, λθ1 + 2) and by observing
that limλ↗λθ

2+2 β
θ
2(λ)

2 = 0, one has to be more careful for the limit limλ↗λθ
2+2 s

θ
22(λ). If

Bθ
3(λ

θ
2 + 2) ̸= 0, then limλ↗λθ

2+2 s
θ
22(λ) = −1. On the other hand, if Bθ

3(λ
θ
2 + 2) = 0, observe

that for ε > 0 one has Aθ
3(λ

θ
2 + 2 − ε) = O(ε1/2) as ε ↘ 0, while B3(λ

θ
2 + 2 − ε) = O(ε) as

ε↘ 0. In this case, we then infer that limλ↗λθ
2+2 s

θ
22(λ) = 1. It only remains to observe that

Bθ
3(λ

θ
2 + 2) = 0 ⇐⇒ 2ϱΞ+(θ)− a2b2 = 0,

which leads to (6.23).

Let us briefly compare Proposition 6.1 with Proposition 6.6. By comparing (6.1) and
(6.23) one deduces that it is impossible to have simultaneously a resonance at λθ1 − 2 and
at λθ2 + 2. Here, simultaneously means for the same potential V . In fact, looking at Figure 3
one infers that the regions compatible with a resonance at λθ2 + 2 are the image of the white
regions obtained by a symmetry with respect to the origin.

6.3 Computations of some total variations

In this section, we compute some winding numbers for some values of u1, u2, a
2, b2, and θ. We

know from Theorem 5.2 and Proposition 6.1 that

#σp(H
θ) = 2− #{resonances of Hθ}

2
+ Var

(
λ→ detSθ(λ)

)
. (6.25)

The total variation is computed as the sum of the three partial contributions on (λθ1−2, λθ2−2),
(λθ2− 2, λθ1+2), and on (λθ1+2, λθ2+2). We stress that the increase of the variation is counted
clockwise.

We start by a simple statement providing the expression for detSθ(λ).

Lemma 6.7. For any θ ∈ (0, π) the following equalities hold:

detSθ(λ) =


sθ11(λ) for λ ∈ (λθ1 − 2, λθ2 − 2),

sθ22(λ)

sθ11(λ)
for λ ∈ (λθ2 − 2, λθ1 + 2),

sθ22(λ) for λ ∈ (λθ1 + 2, λθ2 + 2),

where the r.h.s. should be understood as the limit limλ̃→λ
sθ22(λ̃)

sθ11(λ̃)
if sθ11(λ) = 0.

Proof. We only need to check the statement for λ ∈ (λθ2−2, λθ1+2), and this statement can be
deduced easily from the general form of a unitary 2× 2 matrix, as long as sθ11(λ) ̸= 0. Then,
we only need to check when sθ11(λ) vanishes. From (6.19) we see that this only occurs when{

4a2b2 = −Aθ
2(λ)

2ϱβθ2(λ)
2 = Bθ

2(λ)
⇐⇒

{
a2b2 = −u1u2βθ1(λ)2βθ2(λ)2
βθ2(λ)

2 = βθ1(λ)
2 or ϱ = 0.

.
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Let us first suppose that ϱ = 0 and notice that the first equation becomes

a4 = βθ1(λ)
2βθ2(λ)

2

which can be satisfied for at most two values of λ. If ϱ ̸= 0 one observes that βθ2(λ)
2 = βθ1(λ)

2

only for λ = 1
2(λ

θ
2+λ

θ
1) = 0. The result follows then from the continuity of the map λ 7→ Sθ(λ)

outside of T θ.

The computation of Var
(
λ→ detSθ(λ)

)
for λ ∈ (λθ1−2, λθ2−2) and for λ ∈ (λθ1+2, λθ2+2)

can be directly inferred from Lemma 6.7 and from (6.19) and (6.20). Let us now deduce a
convenient expression for λ ∈ (λθ2 − 2, λθ1 + 2).

Lemma 6.8. For λ ∈ (λθ2 − 2, λθ1 + 2) one has

sθ22(λ)

sθ11(λ)
=
Aθ

2(λ)− iBθ
2(λ)

Aθ
2(λ) + iBθ

2(λ)
. (6.26)

Proof. From the expressions contained in Proposition 6.5 one gets

1 +
4a2b2−i2ϱβθ

1(λ)
2

Aθ
2(λ)+iBθ

2(λ)

1 +
4a2b2+i2ϱβθ

2(λ)
2

Aθ
2(λ)−iBθ

2(λ)

=
Aθ

2(λ)− iBθ
2(λ)

Aθ
2(λ) + iBθ

2(λ)
× Aθ

2(λ) + 4a2b2 + i
(
Bθ

2(λ)− 2ϱβθ1(λ)
2
)

Aθ
2(λ) + 4a2b2 + i

(
2ϱβθ2(λ)

2 −Bθ
2(λ)

) ,
and one concludes by observing that the equality

Bθ
2(λ)− 2ϱβθ1(λ)

2 = 2ϱβθ2(λ)
2 −Bθ

2(λ)

always holds.

For the subsequent computations, it is will be useful too keep in mind the behaviour of
the functions βθj (·)2. For example, βθ1(·)2 vanishes at λθ1 ± 2, takes the value 4Ξ−(θ) at λ

θ
2 − 2,

and the value 4Ξ+(θ) at λθ2 + 2. Similarly, βθ2(·)2 vanishes at λθ2 ± 2, takes the value 4Ξ−(θ)
at λθ1 +2, and the value 4Ξ+(θ) at λ

θ
1 − 2. The function βθ1(·)2 is also monotone increasing on

the interval (λθ1 + 2, λθ2 + 2), while the function βθ2(·)2 is monotone decreasing on the interval
(λθ1 − 2, λθ2 − 2).

Finally, for the computation of the left-hand side of (6.25) let us recall the main statement
about eigenvalues proved in [19, Prop. 1.2] :

Proposition 6.9. A value λ ∈ R \ T θ is an eigenvalue of Hθ if and only if

K := ker

u+
∑

{j|λ<λθ
j−2}

vPθ
j v

βθj (λ)
2
−

∑
{j|λ>λθ

j+2}

vPθ
j v

βθj (λ)
2

⋂(
∩{j|λ∈Iθj }

ker
(
Pθ
j v

))
̸= {0},

in which case the multiplicity of λ equals the dimension of K.

6.3.1 The special case b2 = 0.

We firstly consider b2 = 0 and arbitrary θ ∈ (0, π). In this case, u2 = 1 and ϱ = a2.
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Variation on (λθ1 − 2, λθ2 − 2). From (6.16) we obtain

Aθ
1(λ) = 2u1β

θ
1(λ)

2βθ2(λ)
2 + a2βθ1(λ)

2 and Bθ
1(λ) = a2βθ2(λ)

2.

Then the curve (λθ1 − 2, λθ2 − 2) ∋ λ 7→ Aθ
1(λ) − iBθ

1(λ) ∈ C starts at −4ia2Ξ+(θ), ends
at 4a2Ξ−(θ), and keeps a strictly imaginary negative part on this domain. From this one
concludes that

Var
(
(λθ1 − 2, λθ2 − 2) ∋ λ 7→ detSθ(λ)

)
= −1

2 . (6.27)

Variation on (λθ2 − 2, λθ1 + 2) . From (6.17) we obtain

Aθ
2(λ) = 2u1β

θ
1(λ)

2βθ2(λ)
2 and Bθ

2(λ) = a2
(
βθ1(λ)

2 + βθ2(λ)
2
)
.

Then the curve (λθ2 − 2, λθ1 + 2) ∋ λ 7→ Aθ
2(λ) − iBθ

2(λ) ∈ C is a closed curve starting and
ending at −4ia2Ξ−(θ). Since A

θ
2(λ) has the sign of u1 and Bθ

2(λ) > 0, the closed curve lies
either in quadrant III for u1 = −1, or in quadrant IV for u1 = 1. We then infer from Lemma
6.7 and from (6.26) that

Var
(
(λθ2 − 2, λθ1 + 2) ∋ λ 7→ detSθ(λ)

)
= 0. (6.28)

Variation on (λθ1 + 2, λθ2 + 2). From (6.18) we obtain

Aθ
3(λ) = 2u1β

θ
1(λ)

2βθ2(λ)
2 − a2βθ2(λ)

2 and Bθ
3(λ) = a2βθ1(λ)

2.

Then the curve (λθ1 + 2, λθ2 + 2) ∋ λ 7→ Aθ
3(λ) − iBθ

3(λ) ∈ C starts at −4a2Ξ−(θ), ends at
−4ia2Ξ+(θ), and keeps a strictly negative imaginary part on this domain. From this one
infers that

Var
(
(λθ1 + 2, λθ2 + 2) ∋ λ 7→ detSθ(λ)

)
= −1

2 . (6.29)

By summing the three contributions (6.27), (6.28) and (6.29) we get that

Var
(
λ→ detSθ(λ)

)
= −1

2 + 0− 1
2 = −1.

Since the special case b = 0 does not lead to any resonance, according to Proposition 6.1, it
follows that (6.25) reads in this case

#σp(H
θ) = 2− 0 + (−1) = 1.

Indeed, by using Proposition 6.9 one can check that Hθ has only one eigenvalue above its
essential spectrum if u1 = 1, and below its essential spectrum if u1 = −1, see also [19,
Example 3.2].

6.3.2 The special case a2 = b2.

We now turn now our attention to the special case a2 = b2 > 0 and arbitrary θ ∈ (0, π).
In order to avoid a 1-periodic system we assume without loss of generality that u1 = 1 and
u2 = −1. In this case, it follows that ϱ = 0.
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Variation on (λθ1 − 2, λθ2 − 2). From (6.16) we obtain

Aθ
1(λ) = −2βθ1(λ)

2βθ2(λ)
2 and Bθ

1(λ) = 2a4.

Then the curve (λθ1 − 2, λθ2 − 2) ∋ λ 7→ Aθ
1(λ) − iBθ

1(λ) ∈ C is a closed curve starting and
ending at −2ia4 and lying in quadrant III. From this one concludes that

Var
(
(λθ1 − 2, λθ2 − 2) ∋ λ 7→ detSθ(λ)

)
= 0. (6.30)

Variation on (λθ2 − 2, λθ1 + 2) . From (6.17) we obtain

Aθ
2(λ) = −2βθ1(λ)

2βθ2(λ)
2 − 2a4 and Bθ

2(λ) = 0.

In this case one has
sθ22(λ)

sθ11(λ)
= 1 for all λ ∈ (λθ2 − 2, λθ1 + 2) and hence

Var
(
(λθ2 − 2, λθ1 + 2) ∋ λ 7→ detSθ(λ)

)
= 0. (6.31)

Variation on (λθ1 + 2, λθ2 + 2). From (6.18) we obtain

Aθ
3(λ) = −2βθ1(λ)

2βθ2(λ)
2 and Bθ

3(λ) = −2a4.

Then the curve (λθ1 + 2, λθ2 + 2) ∋ λ 7→ Aθ
3(λ) − iBθ

3(λ) ∈ C is a closed curve starting and
ending at 2ia4 and lying in quadrant II, and therefore

Var
(
(λθ1 + 2, λθ2 + 2) ∋ λ 7→ detSθ(λ)

)
= 0. (6.32)

By summing the three contributions (6.30), (6.31) and (6.32) we get that

Var
(
λ→ detSθ(λ)

)
= 0 + 0 + 0 = 0.

Since the special case a2 = b2 does not lead to any resonance, according to Proposition 6.1,
it follows that (6.25) reads in this case

#σp(H
θ) = 2− 0 + 0 = 2.

Indeed, by using Proposition 6.9 one can check that Hθ has one eigenvalue above and one
eigenvalue below its essential spectrum: the condition for an eigenvalue at λ ̸∈ Iθ coming from
(6.14) and (6.15) simplifies in

−βθ1(λ)2βθ2(λ)2 + a2b2 = 0. (6.33)

Since βθ1(λ)
2βθ2(λ)

2 vanishes at λθ1 − 2 and at λθ2 + 2, limλ→±∞ βθ1(λ)
2βθ2(λ)

2 = ∞, and
βθ1(λ)

2βθ2(λ)
2 behaves quadratically below and above the essential spectrum, one infers that

(6.33) has exactly two solutions.

37



6.3.3 A resonant case: a2 = 1, b2 = 1
2 and u1 = u2 = −1.

For this example we will fix a2 = 1, b2 = 1
2 , and u1 = u2 = −1, in order to be in the white

region of Figure 3. As a consequence, the behaviour at thresholds will depend on θ ∈ (0, π).
We observe that ϱ = −3

2 , and fix θ0 ∈ (0, π) by the condition

Ξ+(θ0) =
1
6 . (6.34)

Note that this is possible since Ξ+ is a strictly decreasing function on (0, π) with range (0, 2).

Variation on (λθ1 − 2, λθ2 − 2). From (6.16) we obtain

Aθ
1(λ) = βθ1(λ)

2
(
2βθ2(λ)

2 − 3
2

)
and Bθ

1(λ) = 1− 3
2β

θ
2(λ)

2.

We first observe that for any θ ∈ (0, π) the function Bθ
1 is strictly increasing on (λθ1−2, λθ2−2),

with Bθ
1(λ

θ
1−2) = 1−6Ξ+(θ0) and B

θ
1(λ

θ
2−2) = 1. In addition, the following relations clearly

hold:

Bθ
1(λ

θ
1 − 2) < 0 for θ < θ0, Bθ

1(λ
θ
1 − 2) = 0 for θ = θ0, Bθ

1(λ
θ
1 − 2) > 0 for θ > θ0.

For θ < θ0, we define λθB by the relation Bθ
1(λ

θ
B) = 0.

We can also observe that Aθ
1(λ

θ
1 − 2) = 0 and that the sign of Aθ

1(λ) is given by the sign
of 2βθ2(λ)

2− 3
2 . In particular, since βθ2 is monotone decreasing on (λθ1− 2, λθ2− 2), the function

Aθ
1 is negative on this interval if and only if

2βθ2(λ
θ
1 − 2)2 − 3

2 ≤ 0 ⇐⇒ Ξ+(θ) ≤ 3
16 .

On the other hand, for θ ∈ (0, π) verifying the condition Ξ+(θ) >
3
16 , the function Aθ

1 on
(λθ1 − 2, λθ2 − 2) is firstly positive, then equal to 0 for some λθA, and continues decreasing until
it reaches the value −6Ξ−(θ) at λ

θ
2−2. Note that since the function Ξ+ is decreasing on (0, π)

and since 3
16 >

1
6 , it follows that the parameters θ verifying the previous condition also satisfy

θ < θ0.
Let us now consider the Aθ

1 − iBθ
1 for θ satisfying Ξ+(θ) >

3
16 . One readily observes that

βθ2(λ
θ
A)

2 = 3
4 and βθ2(λ

θ
B)

2 = 2
3 ,

from which one deduces that λA < λB. Hence, the curve

(λθ1 − 2, λθ2 − 2) ∋ λ 7→ Aθ
1(λ)− iBθ

1(λ) (6.35)

remains in quadrants I, II, and III, starting at (6Ξ+(θ)−1)i and ending at −6Ξ−(θ)− i. Then,
we conclude that the map λ 7→ sθ11(λ) goes from −1 to z := 6Ξ−(θ)+i

6Ξ−(θ)−i in the anticlockwise

direction. Note that z has positive imaginary part and hence Arg(z) ∈ (0, π). Observe also
that the same result directly applies to all θ < θ0 since the curve (6.35) does not visit quadrant
I if Ξ+(θ) ≤ 3

16 .
Let us now consider the case θ > θ0. In this case, the curve (6.35) starts at (6Ξ+(θ)− 1)i

in the lower part of the imaginary axis, and ends at −6Ξ−(θ)− i while remaining in quadrant
III. In this case, the map λ 7→ sθ11(λ) goes from −1 to z in the clockwise direction.
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For θ = θ0, we already know from (6.1) that sθ11(λ
θ
1 − 2) = 1. We also easily observe that

the map
(λθ01 − 2, λθ02 − 2) ∋ λ 7→ Aθ0

1 (λ)− iBθ0
1 (λ)

stays in quadrant III, since Bθ0
1 (λ) > 0 for λ > λθ01 −2. We then infer that the map λ 7→ sθ011(λ)

goes from 1 to z while keeping a positive imaginary part, and hence in the anticlockwise
direction.

If we summarise our findings, we have obtained that

Var
(
(λθ1 − 2, λθ2 − 2) ∋ λ 7→ detSθ(λ)

)
=


−1

2 − Arg(z)
2π for θ < θ0,

−Arg(z)
2π for θ = θ0,

1
2 − Arg(z)

2π for θ > θ0.

(6.36)

Variation on (λθ2 − 2, λθ1 + 2) . From (6.17) we get that

Aθ
2(λ) = 2βθ1(λ)

2βθ2(λ)
2 − 1 and Bθ

2(λ) = −3
2(β

θ
1(λ)

2 + βθ2(λ)
2).

It follows that the map (λθ2−2, λθ1+2) ∋ λ 7→ Aθ
2(λ)−iBθ

2(λ) is a closed curve on −1+6Ξ−(θ)i
and lying in quadrants I and II. We then conclude that

Var
(
(λθ2 − 2, λθ1 + 2) ∋ λ 7→ detSθ(λ)

)
= 0. (6.37)

Variation on (λθ1 + 2, λθ2 + 2). From (6.18) we obtain

Aθ
3(λ) = βθ2(λ)

2
(
2βθ1(λ)

2 + 3
2

)
and Bθ

3(λ) = −1− 3
2β

θ
1(λ)

2.

One readily infers that the map (λθ1 +2, λθ2 +2) ∋ λ 7→ Aθ
3(λ)− iBθ

3(λ) remains in quadrant I
and hence sθ22(λ) has a positive imaginary part. Since we also have

sθ22(λ
θ
1 + 2) =

Aθ
3(λ

θ
1 + 2)− iBθ

3(λ
θ
1 + 2)

Aθ
3(λ

θ
1 + 2) + iBθ

3(λ
θ
1 + 2)

=
6Ξ−(θ) + i

6Ξ−(θ)− i
= z,

and recalling that sθ22(λ
θ
2 + 2) = −1 we deduce that

Var
(
(λθ1 + 2, λθ2 + 2) ∋ λ 7→ detSθ(λ)

)
= −1

2 + Arg(z)
2π . (6.38)

As before, by considering (6.25) together with (6.36), (6.37), and (6.38) and recalling from
Proposition 6.1 that for θ = θ0 we have a resonance at the bottom of the spectrum we get

#σp(H
θ) =


2− 0 +

(
−1

2 − Arg(z)
2π + 0− 1

2 + Arg(z)
2π

)
= 1 if θ < θ0,

2− 1
2 +

(
−Arg(z)

2π + 0− 1
2 + Arg(z)

2π

)
= 1 if θ = θ0,

2− 0 +
(
1
2 − Arg(z)

2π + 0− 1
2 + Arg(z)

2π

)
= 2 if θ > θ0.

(6.39)

We illustrate this case with Figure 5 which provides the information about the number
of eigenvalues and their location below the essential spectrum of Hθ. More precisely, the sign
of the determinant of the matrix

u+
vPθ

1v

βθ1(λ)
2
+

vPθ
2v

βθ2(λ)
2
.
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Figure 5: Visual representation of the number of eigenvalues below the essential spectrum
of Hθ: For each fixed θ, each interface between a blue and a red region corresponds to an
eigenvalue. The magnified picture represents the region close to θ = π, where a second interface
appears.

is computed, as a function of λ and θ. Depending on its value, either a red colour or a blue
colour is assigned to the point (λ, θ). Thus, interfaces between a blue region and a red region
coincide with eigenvalues below the essential spectrum, according to Proposition 6.9. In Figure
5, the black curve represents the bottom of the essential spectrum of Hθ. For most fixed θ,
there exists only one interface between the red region and the blue region, meaning that the
corresponding operator Hθ possesses only one eigenvalue. However, for θ close to π, a second
interface appears, as emphasised in the magnified part. Then the corresponding operators Hθ

possess two eigenvalues below the essential spectrum. The minimal value θ0 above which a
second eigenvalue appears can be determined by solving the equation (6.34).

7 Appendix

Proof of Proposition 4.3. For j = 1, the statement corresponds to Lemma 4.1, since

A(1) ≡ A1 = C0

(
I;B(P1CN )

)
= C0(I)⊗ B(P1CN ).

We then look at the result for j = 2. In this case the construction leads to the pullback
diagram

(A1 ⊕A2)⊕C2 D2
//

��

A1 ⊕A2

��

D2
// C2
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Using the computations of the K-theory of A1 ⊕ A2 and D2 from Lemmas 4.1 and 4.2, the
Mayer-Vietoris sequence gives

0 → K0

(
A(2)

)
→ Z2 → Z2 → K1

(
A(2)

)
→ 0.

We will check that the difference homomorphism K0(D2) = Z2 → Z2 = K0(C2) is a bijection,
and therefore K0

(
A(2)

)
= 0 and K1

(
A(2)

)
= 0. For that purpose, we need the generators of

K0(D2). One choice consists in the equivalence classes of projections[
t 7→

(
t

√
t(1− t)√

t(1− t) 1− t

)]
−
[
t 7→

(
1 0
0 0

)]
,

[
t 7→

(
0 0
0 1

)]
for t ∈ [0, 1]. By evaluating them at t = 0 one gets[(

0 0
0 1

)]
−
[(

1 0
0 0

)]
,

[(
0 0
0 1

)]
and therefore we deduce the expected surjection K0(D2) → K0(C2).

By induction, let us now suppose that the result is true for some j, and prove it for j+1.
Then we consider the pullback algebra diagram determined by

(A(j)⊕Aj+1)⊕B(Cj)⊕C Dj+1
//

��

Dj+1

��

A(j)⊕Aj+1
// B(Cj)⊕ C

and get the Mayer-Vietoris sequence

0 → K0

(
A(j + 1)

)
→ Z2 → Z2 → K1

(
A(j + 1)

)
→ 0.

We again show that the difference homomorphism

K0(Dj+1) = Z2 → Z2 = K0

(
B(Cj)⊕ C

)
is a bijection. For that purpose, we need the generators of K0(Dj+1). Let us set E1,j ∈ Cj

with E1,j = (1, 0, . . . , 0)T , and let Ej,1 denote its transpose. Then we build representative
equivalence classes of projections. These projections are block matrices (the first block being
of size j × j) and the choice of representatives are the maps[

t 7→
(

tP1

√
t(1− t)E1,j√

t(1− t)Ej,1 1− t

)]
−
[
t 7→

(
P1 0
0 0

)]
,

[
t 7→

(
0 0
0 1

)]
for t ∈ [0, 1]. By evaluating them at t = 0 one gets[(

0 0
0 1

)]
−
[(

P1 0
0 0

)]
,

[(
0 0
0 1

)]
and therefore we deduce the expected surjection K0(Dj+1) → K0

(
B(Cj)⊕C

)
. This completes

the proof.
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Proof of Proposition 4.6. We shall ignore the unit in the following proof, since adding the
unit will only add a copy of Z to K0(QN ). Let us consider the pullback diagram

QN
//

��

(
A(N − 1)⊕AN

)
⊕
(
BN ⊕B(N − 1)

)
��

CN
// B(CN−1)⊕ C⊕ C⊕ B

(
(C1)⊥

)
and the corresponding Mayer-Vietoris sequence

0 → K0(QN ) → Z3 → Z4 → K1(QN ) → 0

where the content of Propositions 4.3 and 4.4 and of Lemma 4.5 have been used for the
computation of the various K-groups. By examining the generators, we shall show that the
difference homomorphism

K0(CN ) = Z3 → Z4 = K0

(
B(CN−1)⊕ C⊕ C⊕ B

(
(C1)⊥

))
is one-to-one, leading to K0(QN ) = 0 and K1(QN ) = Z. In the construction of the generators
of K0(CN ) we use the notation already introduced in the proof of Proposition 4.3. These
generators are equivalence classes of projections. These projections are made of block matrices
(the first block being of size (N −1)× (N −1)) and one choice of representatives are the maps
defined by [

t 7→
(

tP1

√
t(1− t)E1,N−1√

t(1− t)EN−1,1 1− t

)]
−
[
t 7→

(
P1 0
0 0

)]
[
t 7→

(
0 0
0 1

)]
and

[
t 7→

(
P1 0
0 0

)]
for t ∈ [0, 1]. By evaluating them at t = 0 one gets[(

0 0
0 1

)]
−
[(

P1 0
0 0

)]
,

[(
0 0
0 1

)]
,

[(
P1 0
0 0

)]
and evaluating at t = 1 gives (with the first block of size 1× 1)[(

0 0
0 PN

)]
,

[(
1 0
0 0

)]
.

The image under the combined evaluation map evidently contains three independent genera-

tors of Z4 = K0

(
B(CN−1)⊕C⊕C⊕B

(
(C1)⊥

))
, and that suffices to complete the proof.
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