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Abstract—Time-optimal control for high-order chain-of-
integrators systems with full state constraints remains an open
and challenging problem in the optimal control theory do-
main. The behaviors of optimal control in high-order problems
lack precision characterization, even where the existence of
the chattering phenomenon remains unknown and overlooked.
This paper establishes a theoretical framework for chattering
phenomena in the considered problem, providing novel findings
on the uniqueness of state constraints inducing chattering, the
upper bound on switching times in an unconstrained arc during
chattering, and the convergence of states and costates to the
chattering limit point. For the first time, this paper proves
the existence of the chattering phenomenon in the considered
problem. The chattering optimal control for 4th order prob-
lems with velocity constraints is precisely solved, providing an
approach to plan strictly time-optimal snap-limited trajectories.
Other cases of order n ≤ 4 are proved not to allow chattering.
The conclusions correct the longstanding misconception in the
industry regarding the time-optimality of S-shaped trajectories
with minimal switching times.

Index Terms—Optimal control, linear systems, variational
methods, switched systems, chattering phenomenon.

I. INTRODUCTION

T IME-OPTIMAL control for high-order chain-of-
integrators systems with full state constraints is a

classical problem in the optimal control theory domain and
a fundamental problem within the field of kinematics, yet
to be resolved. With time-optimal orientations and safety
constraints, control for high-order chain-of-integrators systems
has achieved universal application in computer numerical
control machining [1], robotic motion control [2], [3], [4],
semiconductor device fabrication [5], and autonomous driving
[6]. However, the control’s behaviors in this issue have yet to
be thoroughly investigated. For example, the existence of the
chattering phenomenon [7] in the above problem is yet to be
discovered, let alone the fully analysis on optimal control.

Formally, the investigated problem is described in (1), where
x = (xk)

n
k=1 ∈ Rn is the state vector, u ∈ R is the

control, and the terminal time tf is free. x0 = (x0,k)
n
k=1 and

xf = (xfk)
n
k=1 are the assigned initial state vector and terminal

state vector. n is the order of problem (1). M = (Mk)
n
k=0 ∈

R++×Rn

++, where R++ = R++∪{∞} is the strictly positive
part of the extended real number line. The notation (•) means
[•]⊤. Problem (1) possesses a clear physical significance. For
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instance, if n = 4, x4, x3, x2, x1, and u respectively refer
to the position, velocity, acceleration, jerk, and snap of a 1-
axis motion system. In this case, (1) requires a trajectory with
minimum motion time from a given initial state vector to a
terminal state vector under box constraints.

min J =

∫ tf

0

dt = tf , (1a)

s.t. ẋk (t) = xk−1 (t) , ∀1 < k ≤ n, t ∈ [0, tf ] , (1b)
ẋ1 (t) = u (t) , ∀t ∈ [0, tf ] , (1c)
x (0) = x0, x (tf) = xf , (1d)
|xk (t)| ≤ Mk, ∀1 ≤ k ≤ n, t ∈ [0, tf ] , (1e)
|u (t)| ≤ M0, ∀t ∈ [0, tf ] , (1f)

Numerous studies have been conducted on problem (1)
from the perspectives of optimal control and model-based
classification discourse. Problem (1) without state constraints,
i.e., ∀1 ≤ k ≤ n, Mk = ∞, can be fully solved by
Pontryagin’s maximum principle (PMP) [8], where the analytic
expression of the optimal control [9] is well-known. Once state
constraints are introduced, problem (1) becomes practically
significant but challenging to solve. The 1st order and 2nd
order problems are trivial [10]. After extensive exploration,
the third-order problem has gradually been resolved. Haschke
et al. [11] solved the 3rd order problem where xf2 = xf3 = 0.
Kröger [12] developed the Reflexxes library, solving 3rd order
problems where xf3 = 0. Berscheid and Kröger[13] fully
solved 3rd order problems without position constraints, i.e.,
M3 = ∞, resulting in the Ruckig library. Our previous
work [14] completely solved 3rd order problems and fully
enumerated the system behaviors for higher-order problems
except the limit point of chattering. However, there exist no
methods solving optimal solutions for 4th order or higher-
order problems with full state constraints and arbitrary ter-
minal states, despite the universal application of snap-limited
trajectories for lithography machines and ultra-precision wafer
stages with time-optimal orientations [15]. Specifically, even
the existence of chattering in problem (1) remains unsolved, let
alone a comprehensive understanding of the optimal control.

Generally, the chattering phenomenon [7] represents a gap
to investigate and numerically solve high-order optimal control
problems with inequality state constraints. In the optimal
control theory domain, chattering means that the optimal
control switches for infinitely many times in a finite time
period [16]. Fuller [17] found the first optimal control prob-
lem with chattering arcs, fully studying a problem for the
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Fig. 1. (a-d) Strictly optimal trajectories for position-to-position problems of order n = 1, 2, 3, 4, respectively. (e) A suboptimal trajectory for the same 4th
order problem to (d) planned by the MIM method in our previous work [14]. (f) Augmented switching laws of trajectories in (d-e). In (a-e), the upper figures
show the states, the lower figures show the costates, and the numerical sequences represent the augmented switching laws. M0 = 1, M1 = 1, M2 = 1.5,
M3 = 4, M4 = 15. For an n-th order problem, x0 = −Mnen, xf = Mnen. In (a-e), ū = u

M0
. ∀1 ≤ k ≤ 4, x̄k = xk

Mk
, and λ̄k = λk

∥λk∥∞
. (d3-d4) show

the enlargements of (d1-d2) during the chattering period. The abscissa is in logarithmic scale with respect to time, i.e., − log10 (t∞ − t), where t∞ ≈ 6.0732

is the first chattering limit time. ∀k = 1, 2, 3, x̂k (t) =
x∗
k(t)(t∞−t)−k

∥x∗
k
(t)(t∞−t)−k∥∞

, and λ̂k (t) =
λk(t)(t∞−t)k−4

∥λk(t)(t∞−t)k−4∥∞
.

2nd order chain-of-integrators system with minimum energy.
Robbins [18] constructed a 3rd order chain-of-integrators
system whose optimal control is chattering with a finite total
variation. Chattering in hybrid systems is investigated as Zeno
phenomenon [19], [20]. Kupka [21] proved the ubiquity of
the chattering phenomenon, i.e., optimal control problems
with a Hamiltonian affine in the single input control and a
chattering optimal control constitutes an open semialgebraic
set. Numerous problems in the industry have been found
to have optimal solutions with chattering [22], [23], where
the chattering phenomenon impedes the theoretical analysis
and numerical computation of optimal control. Among them,
little research has been conducted on the existence of the
chattering phenomenon in the classical problem (1). Neither
proofs on non-existence nor counterexamples to the chattering
phenomenon in problem (1) have existed so far. In prac-
tice, there exists a longstanding oversight of the chattering
phenomenon in problem (1) regarding the time-optimality of
S-shaped trajectories with minimum switching times, where
some works even tried to minimize terminal time by reducing
switching times of control [24], [25]. As shown in Fig. 1(a-c),
time-optimal trajectories of order n ≤ 3 exhibit a recursively
nested S-shaped form. Hence, it is intuitively plausible to
expect 4th order optimal trajectories to possess a form in Fig.

1(e). However, as proved in Section V, chattering phenomena
occur in 4th order trajectories. The optimal trajectory of 4th
order is shown in Fig. 1(d).

Geometric control theory represents a significant mathe-
matical tool to investigate the mechanism underlying chatter-
ing [26]. As judged in [27], Zelikin and Borisov [7] have
achieved the most comprehensive treatment of the chattering
phenomenon so far. In [7], the order of a singular trajectory is
defined based on the Poisson bracket of Hamiltonian affine in
control, while 2nd order problems with chattering were fully
discussed based on designing Lagrangian manifolds. However,
although problem (1) has a Hamiltonian affine in control, the
order of singular trajectories in problem (1) is undetermined
since any order derivatives of the costates do not explicitly
involve the control u. As a result, the chattering phenomenon
in problem (1) remains challenging to investigate.

It is meaningful to address impediment on numerical com-
putation from the chattering nature of optimal control. Zelikin
and Borisov [28] reasoned that discontinuity induced by
chattering worsens the approximation in numerical integration
methods, thus obstructing the application of shooting methods
in optimal control. Laurent et al. [29] proposed an interior-
point approach to solve optimal control problems, where chat-
tering phenomena worsen the convergence of the algorithm.
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Caponigro et al. [30] proposed a regularization method by
adding a penalization of the total variation to suppress the
chattering phenomenon, successfully obtaining quasi-optimal
solutions without chattering. However, it is challenging to
prove the existence of chattering for a numerical solution due
to the limited precision of numerical computation.

Based on the theoretical framework built in our previous
work [14], this paper theoretically investigated chattering
phenomena in the open problem (1), i.e., time-optimal control
for high-order chain-of-integrators systems with full state
constraints. Section II formulates problem (1) by Hamiltonian
and introduces some results of [14] as preliminaries. Section
III derives necessary conditions for chattering phenomena in
problem (1). Section IV and Section V prove that velocity
constraints can induce chattering in 4th order problems, while
other cases of order n ≤ 4 do not allow chattering. The
contribution of this paper is as follows.

1) This paper establishes a theoretical framework for the
chattering phenomenon in the classical and open prob-
lem (1) in the optimal control theory domain, i.e., time-
optimal control for high-order chain-of-integrators sys-
tems with full state constraints. The framework provides
novel findings on the existence of chattering, the unique-
ness of state constraints inducing chattering, the upper
bound on switching times in every unconstrained arc
during chattering, and the convergence of states as well
as costates to the chattering limit point. Existing works
[11], [12], [13] lack precise characterization of optimal
control’s behaviors in the high-order problem. Even
the existence of the chattering phenomenon remains
unknown and overlooked. Since any order derivatives
of costates are independent of the input control, the
predominant technology for chattering analysis based on
Lagrangian manifolds [7] is difficult to directly apply
to the investigated problem, which demonstrates the
necessity and significance of the established framework
for problem (1).

2) Based on the developed theory, this paper proves that
chattering phenomena do not exist in problems of order
n ≤ 3, and 4th order problems without velocity con-
straints. For any n-th order problems, state constraints
on xn and x1 are proved unable to induce chattering.
Furthermore, constrained arcs with positive lengths can-
not occur during chattering periods.

3) To the best of our knowledge, this paper proves the
existence of chattering in problem (1) for the first time,
correcting the longstanding misconception in the indus-
try regarding the time-optimality of S-shaped trajectories
with minimal switching times. This paper proves that
4th order problems with velocity constraints can induce
chattering, where the decay rate in the time domain is
precisely solved as α∗ ≈ 0.1660687. Hence, chattering
can occur in higher-order problems as well. For the
first time, time-optimal snap-limited trajectories with full
state constraints can be planned based on the developed
theory. The chattering control is applicable in practice
due to the finite control frequency. Note that snap-

limited position-to-position trajectories are universally
applied for ultra-precision control in the industry, while
the overlooking of chattering impedes the approach to
time-optimal profiles in previous works [25].

II. PRELIMINARIES

This section represents preliminaries before discussing chat-
tering phenomena in problem (1). Section II-A formulates
problem (1) with analysis on Hamiltonian. Section II-B in-
troduces some results of our previous work [14].

A. Problem Formulation

This section formulates the optimal control problem (1)
from the perspective of Hamiltonian. The Hamiltonian is

H (x (t) , u (t) , λ0,λ (t) ,η (t) , t)

=λ0 + λ1u+

n∑
k=2

λkxk−1 +

n∑
k=1

ηk (|xk| −Mk) ,
(2)

where λ0 ≥ 0 is a constant. λ (t) = (λk (t))
n
k=1 is the costate

vector. λ0 and λ satisfy (λ0,λ (t)) ̸= 0. The initial costates
λ (0) and the terminal costates λ (tf) are not assigned since
x (0) and x (tf) are given in problem (1).
λ satisfies the Euler-Lagrange equations [31], i.e.,

λ̇k = − ∂H
∂xk

, ∀1 ≤ k ≤ n. (3)

By (2), it holds that{
λ̇k = −λk+1 − ηk sgn (xk) , ∀1 ≤ k < n,

λ̇n = −ηn sgn (xn) .
(4)

In (2), η is the multiplier vector induced by inequality state
constraints (1e), satisfying

ηk ≥ 0, ηk (|xk| −Mk) = 0, ∀1 ≤ k ≤ n. (5)

Equivalently, ∀t ∈ [0, tf ], ηk (t) ̸= 0 only if |xk (t)| = Mk.
Note that |xn| ≡ Mn for a time period contradicts the time-

optimality. Hence, |xn| < Mn almost everywhere. The term
“almost everywhere” means a property holds except for a zero-
measure set [32]. By (4) and (5), it holds that

ηn = 0, λ̇n = 0 almost everywhere. (6)

PMP [8] states that the input control u (t) minimizes the
Hamiltonian H in the feasible set, i.e.,

u (t) ∈ argmin
|U |≤M0

H (x (t) , U, λ0,λ (t) ,η (t) , t) . (7)

Hence, a Bang-Singular-Bang control law [14] is induced as

u (t) =


M0, λ1 (t) < 0

∗, λ1 (t) = 0

−M0, λ1 (t) > 0

, (8)

where u (t) ∈ [−M0,M0] is undetermined during λ1 (t) = 0.
Note that the objective function J =

∫ tf
0

dt is in a
Lagrangian form; hence, the continuity of the system is
guaranteed by the following equality, i.e.,

∀t ∈ [0, tf ] , H (x (t) , u (t) , λ0,λ (t) ,η (t) , t) ≡ 0. (9)
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(9) allows the junction of costates [8] when some inequality
state constraints switch between active and inactive. Specifi-
cally, results in [8] imply the following proposition.

Proposition 1 (Junction condition in problem (1)). Junction
of costates in problem (1) can occur at t1 if ∃1 ≤ k ≤ n, s.t.
(a) |xk| is tangent to Mk, i.e., |xk (t1)| = Mk and |xk| < Mk

in a deleted neighborhood of t1; or (b) the system enters or
leaves the constrained arc |xk| ≡ Mk, i.e., |xk| ≡ Mk at
a one-sided neighborhood of t1 and |xk| < Mk at another
one-sided neighborhood of t1. Specifically, ∃µ ≤ 0, s.t.

λ
(
t+1
)
− λ

(
t−1
)
= µ

∂ (|xk| −Mk)

∂x
= µ sgn (xk) ek. (10)

In other words, λk

(
t+1
)
−λk

(
t−1
)
= µ sgn (xk), while ∀j ̸= k,

λj is continuous at t1. Furthermore, a junction cannot occur
during an unconstrained arc or a constrained arc.

Remark. Proposition 1 allows λ to jump between an un-
constrained arc and a constrained arc or between two un-
constrained arcs at the constrained boundary. Junction of
λ significantly enriches the behavior of optimal control in
problem (1), since (4), (5), and (8) determine an upper bound
on control’s switching time. As will be reasoned in Section V,
chattering phenomena in problem (1) is induced by junction
condition. Furthermore, x at the junction time determines the
feasibility of a given trajectory. Therefore, the junction time
is a key point along the optimal trajectory, which induces the
system behavior and the tangent marker in Section II-B.

A 3rd order optimal trajectory is shown in Fig. 2 as an
example. The Bang-Singular-Bang control law (8) can be
verified in Fig. 2(a-b). (9) can be verified in Fig. 2(b). Junction
of λ3 occurs at t3, since x3 is tangent to −M3 at t3.

The system dynamics (1b) and (1c) are as follows.

Proposition 2 (System dynamics of problem (1)). Assume that
∀1 ≤ i ≤ N , u ≡ ui on t ∈ (ti−1, ti), where {ti}Ni=0 increases
strictly monotonically. Then, ∀1 ≤ k ≤ n,

xk (tN ) =

k∑
j=1

xk−j (t0)

j!
tjN +

N∑
i=1

∆ui

k!
T k
i , (11)

where ∆ui = ui − ui−1, u0 = 0, and Ti = tN − ti−1.

Proof. (11) holds for xk (t0). Assume that (11) holds for
xk (tN−1). Then, (1b) and (1b) imply that

xk (tN ) =

k∑
j=0

xk−j (tN−1)

j!
T j
N , (12)

where x0 (tN−1) ≜ uN . It can be reasoned that (11) holds for
xk (tN ). By induction, Proposition 2 holds.

B. Main Results of [14]

Based on the formulation in Section II-A, our previous
work [14] developed a novel notation system and theoretical
framework for problem (1), where the augmented switching
law is introduced as notations and behaviors of costates are

Fig. 2. A 3rd order optimal trajectory planned by [14], whose augmented
switching law is S = 010 (3, 2) 000. Among them, λ0 > 0, x0 =
(0.9,−0.715, 0.1288), xf = (0, 0,−0.15), and M = (1, 1, 1.5, 0.15).
(a) The state vector. (b) The costate vector. (c) The trajectory x = x (t). (d)
The flow chat of S.

summarized. A theorem in [14] fully provides behaviors of
optimal control except chattering phenomena as follows.

Lemma 1 (Optimal Control’s Behavior [14]). The following
properties hold for the optimal control of problem (1).

1) The optimal control is unique in an almost everywhere
sense. In other words, if u = u∗

1 (t) and u = u∗
2 (t), t ∈

[0, t∗f ], are both optimal controls of (1), then u∗
1 (t) =

u∗
2 (t) almost everywhere.

2) u (t) = −sgn (λ1 (t))M0 almost everywhere. Specifi-
cally, u (t) ≡ 0 if λ1 (t) ≡ 0.

3) λ1 is continuous despite the junction condition (10).
4) λk consists of (n− k)-th degree polynomials and zero.

Specifically, λk ≡ 0 if ∃j ≥ k, |xj | ≡ Mj .
5) If x enters |xk| ≡ Mk at t1 from an unconstrained

arc, then u
(
t−1
)
= (−1)

k−1
sgn (xk (t1)). If x leaves

|xk| ≡ Mk at t1 and moves into an unconstrained arc,
then u

(
t+1
)
= −sgn (xk (t1)).

6) If ∃t1 ∈ (0, tf), s.t. |xk| is tangent to Mk at t1. Then,
one and only one of the following conclusions hold:

a) ∃l < k
2 , s.t. xk−1 = xk−2 = · · · = xk−2l+1 = 0 at

t1, while xk−2l (t1) ̸= 0, and sgn (xk−2l (t1)) =
−sgn (xk (t1)). Denote h = 2l as the degree of
|xk (t1)| = Mk.

b) xk−1 = xk−2 = · · · = x1 = 0 at t1. u
(
t+1
)
=

−M0

Mk
xk (t1), and u

(
t−1
)

= (−1)
k−1 M0

Mk
xk (t1).

Denote h = k as the degree of |xk (t1)| = Mk.

Denote the set N = N × {±1}. ∀s = (k, a) ∈ N , define
the value of s as |s| = k, and define the sign of s as
sgn (s) = a. ∀k ∈ N, denote (k, 1) and (k,−1) as k and k,
respectively. For s1, s2 ∈ N , denote s1 = −s2 if |s1| = |s2|
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and sgn (s1) = −sgn (s2). Based on Lemma 1, the system
behavior and the tangent marker in our previous work [14]
are defined as follows.

Definition 1. A system behavior s ∈ N of an unconstrained
arc or a constrained arc in problem (1) is denoted as follows:

1) Denote the arc where u ≡ M0 (−M0) as s = 0 (0).
2) Denote the arc where xk ≡ Mk (−Mk) as s = k (k).

Definition 2. Assume |xk| is tangent to Mk with a degree h as
described in Lemma 1-6. Then, the tangent marker is denoted
as (s, h), where s ∈ N , |s| = k, and sgn (s) = sgn (xk (t1)).

Definition 3. An augmented switching law S = s1s2 . . . sN
means that the optimal trajectory passes through s1, s2, . . . , sN
sequentially, where ∀1 ≤ i ≤ N , si is a system behavior or a
tangent marker.

An example is shown in Fig. 2(c-d), where the optimal
trajectory is represented as S = 010 (3, 2) 000. Firstly, the
system passes through u ≡ M0, x1 ≡ M1, and u ≡ −M0.
Then, x3 is tangent to −M3 at t3. Next, the system passes
through u ≡ −M0, u ≡ M0, and u ≡ −M0. Finally, x
reaches xf at tf . It is noteworthy that the augmented switching
law does not include the motion time of each stage, which is
also necessary to determine the optimal control.

Based on the formulation in Section II-A and the main
results of [14] in Section II-B, the chattering phenomenon in
problem (1) can be investigated in the following sections.

III. NECESSARY CONDITIONS FOR CHATTERING
PHENOMENA IN PROBLEM (1)

As pointed out in Section I, neither proofs on non-existence
nor counterexamples to the chattering phenomenon in the
classical problem (1) have existed so far. The predominant
technology for chattering analysis based on Lagrangian man-
ifolds [7] is difficult to directly apply to (1) for the following
reasons. (2) implies that H = H0 + H1u is affine in u,
where H1 = λ1. By (4), ∀i ∈ N∗, diH1

dti is independent of
u; hence, even the order of H1 is undetermined. Therefore,
the technology in [7] is hard to directly apply to problem (1).

In a chattering phenomenon, denote the limit time point as
t∞, and assume chattering occurs in the left-side neighborhood
of t∞. Then, ∀δ > 0, ∃tδ, t′δ ∈ (t∞ − δ, t∞), 1 ≤ k ≤ n, s.t.
|xk (tδ)| = Mk, but |xk (t

′
δ)| < Mk. [18] points out that in

chattering phenomena, the constrained arc joins the end of an
infinite sequence of consecutive unconstrained arcs of finite
total duration. Therefore, if the chattering phenomenon occurs
in problem (1), then ∃ {ti}∞i=0 increasing monotonically and
converging to t∞, s.t. ∀i ∈ N, ∃1 ≤ k ≤ n, |xk (ti)| = Mk,
but ∀1 ≤ k ≤ n, |xk| < Mk holds except for {ti}∞i=0. A
similar analysis can be applied to the case where chattering
occurs in the right-side neighborhood of t∞.

This section assumes that chattering phenomena exist in
problem (1), and investigates necessary conditions for chatter-
ing phenomena. Specifically, Section III-A proves that there
exists at most one state constraint that can induce chattering
at one time. Section III-B provides some necessary conditions
of state constraints that can induce chattering. Section III-C

analyzes behaviors of costates during the chattering period.
Conclusions in Section III are summarized in Theorem 1.

A. Uniqueness of State Constraints Inducing Chattering

Before the discussion on chattering, the well-known Bell-
man’s principle of optimality [33] is necessary to introduce.

Lemma 2 (Bellman’s Principle of Optimality). An optimal
path has the property that whatever the initial conditions and
control variables are, the remaining chosen control must be
optimal for the remaining problem, with the state resulting
from the early controls taken to be the initial condition.

Remark. Denote the optimal trajectory of problem (1) as x =
x∗ (t), t ∈ [0, t∗f ]. Denote the optimal control as u = u∗ (t),
t ∈ [0, t∗f ]. The Bellman’s principle of optimality implies that
∀0 < t̂1 < t̂2 < t∗f , x = x∗ (t), t ∈

[
t̂1, t̂2

]
is the optimal

trajectory of the problem with the initial state vector x∗ (t̂1)
and the terminal state vector x∗ (t̂2), while the corresponding
optimal control is u = u∗ (t), t ∈

[
t̂1, t̂2

]
.

In a chattering phenomenon, the control u jumps for in-
finitely many times in a finite time period. It is evident that
state constraints should switch between active and inactive for
infinitely many times; otherwise, according to Lemma 1-4,
λ1 has a finite number of roots, leading to a contradiction
against Lemma 1-2 and chattering. A switching of a state
constraint is defined as the junction of the corresponding
costate, i.e., the connection of two unconstrained arcs at the
constrained boundary or the connection of a constrained arc
and an unconstrained arc.

Denote s ∈ N as the state constraint sgn (s)x|s| ≤ M|s|.
Assume that s1, s2, . . . , sR switch between active and inactive
for infinitely many times. State constraints expect {sr}Rr=1 are
not taken into consideration, since according to Lemma 2, it
can investigate the duration after all state constraints except
{sr}Rr=1 are active.
∀1 ≤ r ≤ R, assume that sr switches at

{
t
(r)
i

}∞

i=1
,

where
{
t
(r)
i

}∞

i=1
increases monotonically and converges to

t∞. In other words, x|sr|

(
t
(r)
i

)
= sgn (sr)M|sr|, and

sgn (sr)x|sr| < M|sr| holds in a one-sided neighborhood of
t
(r)
i . Assume that t∞ is the unique limit point of chattering for
t ∈ [t0, t∞]. The Rolle’s Theorem [32] and the boundedness of
system states need to be introduced to prove that the chattering
constraint is unique, i.e., R = 1 if chattering occurs.

Lemma 3 (Rolle’s Theorem [32]). Given a continuous map
f : [a, b] → R, assume the derivative f ′ exists on (a, b). If
f(a) = f(b), then ∃ξ ∈ (a, b), s.t. f ′(ξ) = 0.

Proposition 3 (Boundedness of System States). ∀1 ≤ k ≤ n,
∥ẋk∥∞ ≜ supt∈[0,tf ]

|ẋk (t)| < ∞.

Proof. For k = 1, ∥ẋk∥∞ = supt∈[0,tf ]
|u (t)| ≤ M0 < ∞.

For 1 < k ≤ n, ∥ẋk∥∞ = supt∈[0,tf ]
|xk−1 (t)|; hence,

∥ẋk∥∞ ≤ M0

(k−1)! t
k−1
f +

∑k−2
j=0

|xk−j−1(0)|
j! tjf < ∞.

Then, the uniqueness of the state constraint that induces
chattering is given as the following proposition.
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Proposition 4 (Uniqueness of Chattering Constraints). If the
chattering phenomenon occurs in problem (1) at [t0, t∞], then
∃δ > 0, s.t. there exists at most one state constraint switching
between active and inactive during (t∞ − δ, t∞), i.e., R ≤ 1.
Similar conclusions hold for the right neighborhood of t∞.

Proof. Without loss of generality, consider the case where
chattering phenomena occur on [t0, t∞] with a unique limit
time point t∞. Assume that R ≥ 2. s1 ̸= s2 implies that (a)
|s1| ≠ |s2| or (b) s1 = −s2.

For Case (a), |s1| ≠ |s2|. Without loss of generality, assume
that |s1| > |s2| ≥ 1. Evidently, x is derivative on (t0, t∞).
Note that ∀i ∈ N∗, x|s1|

(
t
(1)
i

)
= sgn (s1)M|s1|. Applying

Lemma 3 recursively, ∀i ∈ N∗, ∃t̂i ∈
(
t
(1)
i , t

(1)
i+|s1|−|s2|

)
,

s.t. x|s2|
(
t̂i
)
= 0, since x|s2| =

d|s1|−|s2|x|s1|

dt|s1|−|s2| . t(2)i , t̂i → t∞

implies that
∣∣∣t(2)i − t̂i

∣∣∣→ 0 as i → ∞; hence,∣∣∣x|s2|

(
t
(2)
i

)
− x|s2|

(
t̂i
)∣∣∣ = M|s2|

≤
∥∥ẋ|s2|

∥∥
∞

∣∣∣t(2)i − t̂i

∣∣∣→ 0, i → ∞,
(13)

which leads to a contradiction. Therefore, Case (a) is impos-
sible.

For Case (b), s1 = −s2. Assume that sgn (s1) = +1.
∀i ∈ N∗, x|s1|

(
t
(1)
i

)
= M|s1|, while x|s1|

(
t
(1)
i

)
= −M|s1|.

t
(1)
i , t

(2)
i → t∞ implies that

∣∣∣t(1)i − t
(2)
i

∣∣∣ → 0 as i → ∞. By
Proposition 3,∣∣∣x|s1|

(
t
(1)
i

)
− x|s1|

(
t
(2)
i

)∣∣∣ = 2M|s1|

≤
∥∥ẋ|s1|

∥∥
∞

∣∣∣t(1)i − t
(2)
i

∣∣∣→ 0, i → ∞,
(14)

which leads to a contradiction. So Case (b) is impossible.

Remark. Proposition 4 implies when considering a one-sided
neighborhood of t∞ that is small enough, then exists at most
one state constraint can be active. Assume that s1 induces
chattering switches at

{
t
(1)
i

}∞

i=1
, while ∀2 ≤ r ≤ R, sr

switches at
{
t
(r)
i

}Nr

i=1
⊂ (t0, t∞). Let

t̂0 ≜
1

2

(
t∞ + max

2≤r≤R,1≤i≤Nr

t
(r)
i

)
< t∞. (15)

According to Lemma 2, the trajectory between t̂0 and t∞ is
optimal, and only s1 is active during

[
t̂0, t∞

]
.

In the following, assume that only one state constraint s
is active during the chattering period [t0, t∞]. s switches at
{ti}∞i=0, where {ti}∞i=0 increases monotonically and converges
to t∞.

B. State Constraints Able to Induce Chattering

Section III-A proves that only one state constraint s is active
during the chattering period [t0, t∞]. This section investigates
state constraints that are able to induce chattering phenomena.

According to (4), ∀k > |s|, λk (t) is a polynomial of degree
at most (n− k), since ∀k > |s|, |xk| < Mk and ηk ≡ 0
hold on [t0, t∞]. Without loss of generality, assume ∀k > |s|,

sgn (λk (t)) ≡ const for t ∈ (t0, t∞); otherwise, applying
the Bellman’s principle of optimality in Lemma 2, it can
investigate the trajectory between t∞ and the last root time
of all λk, k > |s|, in (t0, t∞). Without loss of generality,
assume that sgn (s) = +1 in this section.

Proposition 5. If the state constraint s induces chattering in
problem (1), then ∀1 ≤ k ≤ |s|, δ > 0, ∃tδ, t′δ ∈ (t∞ − δ, t∞),
s.t. λk (tδ) > 0, λk (t

′
δ) < 0.

Proof. Assume ∃δ > 0, 1 ≤ k ≤ |s|, ∀t ∈ (t∞ − δ, t∞),
λk (t) ≤ 0. It is evident that k ̸= 1; otherwise, ∀t ∈
(t∞ − δ, t∞), u (t) ≤ 0 holds, which contradicts the chattering
phenomenon. Hence, k > 1. By λ̇k−1 = −λk ≤ 0, λk−1

decreases monotonically. Therefore, ∃δ1 ∈ (0, δ), λk−2 is
monotonic for t ∈ (t∞ − δ1, t∞). Applying the above analysis
recursively, ∃δ2 ∈ (0, δ1), s.t. λ1 ≥ 0 for t ∈ (t∞ − δ2, t∞),
or λ1 ≤ 0 for t ∈ (t∞ − δ2, t∞), which contradicts the
chattering phenomenon. Therefore, ∀1 ≤ k ≤ |s|, δ > 0,
∃tδ, t′δ ∈ (t∞ − δ, t∞), s.t. λk (tδ) > 0, λk (t

′
δ) < 0.

Remark. Proposition 5 implies that during the chattering
period, ∀ |s| < k ≤ n, sgn (λk) ≡ const, while ∀1 ≤ k ≤ |s|,
sgn (λk) switches between ±1 for infinitely many times.
Furthermore, ∀1 ≤ k ≤ |s|, λk cannot be monotonic.

Proposition 6. If the state constraint s induces chattering in
problem (1), then 1 < |s| < n.

Proof. The case where n = 1 is trivial. This proof only
considers the case where n > 1.

Assume that s = n. By (6), denote λn (t) ≡ λn,i for t ∈
(ti, ti+1), i ∈ N. (10) implies that ∀i ∈ N, ∃µi ≤ 0,

λn,i+1 − λn,i = λ
(
t+i+1

)
− λ

(
t−i+1

)
= µi ≤ 0. (16)

In other words, {λn,i}∞i=1 decreases monotonically. By Propo-
sition 5, ∃i∗ ∈ N, λn,i∗ < 0. Then, ∀i ≥ i∗, λn,i < 0, i.e.,
∀t ∈ (ti∗ , t∞), λn (t) < 0, which contradicts Proposition 5.

Assume that s = 1. According to Lemma 1-3, λ1 is
continuous on [t0, t∞] despite the junction condition (10).
∃i∗ ∈ N∗, x1 (ti∗) = M1, and x1 (t) < M1 on t ∈ (ti∗ , ti∗+1).
Then, Lemma 1-5 implies that ∀t ∈ (ti∗ , ti∗+1), u (t) ≡ −M0;
hence, λ1 > 0 on t ∈ (ti∗ , ti∗+1). Either x1 (t) ≡ M1 or
x1 (t) < M1 holds on t ∈ (ti∗−1, ti∗); hence, λ1 (t) ≤ 0 on
t ∈ (ti∗−1, ti∗). By λ2

(
t+i∗+1

)
= −λ̇1

(
t+i∗+1

)
< 0 and the

assumption that sgn (λ2) ≡ const, ∀t ∈ (t0, t∞), λ2 (t) < 0.
λ1 (t∗) = 0 implies that λ1 (t) > 0 on t ∈ (ti∗ , t∞), which
contradicts Proposition 5.

Proposition 6 provides some necessary conditions on the
option of |s|. Another necessary condition for the system
behavior is given in the following proposition.

Proposition 7. If the state constraint s induces chattering in
problem (1), then ∃i∗ ∈ N, s.t. ∀t ∈ (ti∗ , t∞)\{ti}∞i=i∗=1 ,∣∣x|s| (t)

∣∣ < M|s|.

Proof. Evidently, the case where ∃δ̂ > 0, x|s| (t) ≡ M|s| for
t ∈

[
t∞ − δ̂, t∞

]
contradicts the chattering phenomenon.

By Proposition 6, 1 < |s| < n. Assume x|s| ≡ M|s| for t ∈
[t1, t2]. Then, λ|s| ≡ 0 for t ∈ (t1, t2). By (10), λ|s|

(
t+2
)
< 0.
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If λ|s|+1 > 0 for t ∈ (t0, t∞), then λ|s| < 0 for t ∈ (t2, t∞),
which contradicts Proposition 5. Therefore, λ|s|+1 < 0 for
t ∈ (t0, t∞).

Note that λ̇|s| = −λ|s|+1 > 0, λ|s|
(
t+2
)
< 0; hence, during

(t2, t3), λ|s| has at most one root, denoted as τ|s| if it exists.
Since ∀k < |s|, λk (t2) = 0, λ̇k = −λk+1, it can be proved
recursively that λk has at most one root during (t2, t3). Denote
the root of λk during (t2, t3) as τk if it exists. According to
Lemma 1-2, u has at most two stages. Denote τ1 as the root
of λ1 if it exists; otherwise, denote τ1 = t3. Then, u ≡ u0

during (t2, τ1), while u ≡ −u0 during (τ1, t3). Among them,
u0 ∈ {M0,−M0}.

Note that x|s| (t2) = x|s| (t3) = M3, x|s|−1 (t3) = 0, and
∀1 ≤ k < |s|, xk (t2) = 0. By Proposition 2, ∀1 ≤ k ≤ |s|,

xk (t3)− xk (t2) = 0 =
u0

k!

(
(t3 − t2)

k − 2 (t3 − τ1)
k
)
.

(17)
Specifically, for k = |s| − 1, |s|, (17) implies that{

(t3 − t2)
|s|−1

= 2 (t3 − τ1)
|s|−1

,

(t3 − t2)
|s|

= 2 (t3 − τ1)
|s|

.
(18)

t3 > t2 implies that t3 > τ1. Hence, 2
1

|s|−1 = t3−t2
t3−τ1

= 2
1
|s| ,

leading to a contradiction. Therefore, Proposition 7 holds.

Remark. Proposition 7 implies that junction in chattering is
induced by tangent markers in Definition 2, instead of system
behaviors in Definition 1. In other words, infinite numbers of
unconstrained arcs are connected at the constrained boundary
x|s| = M|s|sgn (s), while constrained arcs do not exist during
the chattering period.

C. Behaviors of Costates during the Chattering Period

Section III-A and Section III-B rule out some necessary con-
ditions on the state constraints inducing chattering phenomena
in problem (1). This section analyzes behaviors of costates
during the chattering period, resulting in some properties of
optimal control and trajectory.

Proposition 8. If chattering is induced by s, then ∀i ∈ N∗,
1 ≤ k ≤ |s|, λk has at most (|s| − k + 1) roots on (ti, ti+1).
Hence, u switches for at most |s| times during (ti, ti+1).

Proof. Assume sgn (s) = +1. By (10), ∀i ∈ N∗, λ|s|
(
t+i
)
≤

λ|s|
(
t−i
)
. λ|s|+1 > 0 contradicts Proposition 5; hence,

λ|s|+1 < 0. Then, ∀i ∈ N∗, λ|s| increases monotonically
during (ti, ti+1) and jumps decreasingly at ti. Therefore, λ|s|
has at most one root during (ti, ti+1).
∀1 ≤ k < |s|, considering the monotonicity of λk, it can

be proved by (4) recursively that λk has at most (|s| − k + 1)
roots during (ti, ti+1). Specifically, λ1 has at most |s| roots
during (ti, ti+1). According to Lemma 1-2 and Proposition 7,
u switches for at most |s| times during (ti, ti+1). Therefore,
Proposition 8 holds.

Proposition 9 (Convergence of x and λ to t∞). If chattering
is induced by s, then the following conclusions hold for 1 ≤
k ≤ |s|.

1) ∀δ > 0, supt∈(t∞−δ,t∞) |xk (t)− xk (t∞)| = O(δk).
Among them, ∀1 ≤ k < |s|, limt→t∞ xk (t) =

xk (t∞) = 0. For |s|, limt→t∞ x|s| (t) = x|s| (t∞) =
M|s|sgn (s).

2) ∀δ > 0, supt∈(t∞−δ,t∞) |λk| = O(δ|s|−k+1). Further-
more, limt→t∞ λk (t) = λk (t∞) = 0.

Proof. Consider the case where sgn (s) = +1. Note that
∀i ∈ N∗, x|s| (ti) = M|s|. Let i → ∞, and then ti → t∞,
x|s| (ti) → M|s|. Since x|s| is continuous, x|s| (t∞) = M|s|;
hence, limt→t∞ x|s| (t) = M|s|sgn (s).

Applying Lemma 3 recursively, ∀1 ≤ k < |s|, ∃
{
t
(k)
i

}∞

i=1
increasing monotonically and converging to t∞, s.t. ∀i ∈ N∗,
xk

(
t
(k)
i

)
= 0. Since xk is continuous, limt→t∞ xk (t) =

xk (t∞) = limi→∞ xk

(
t
(k)
i

)
= 0.

∀1 ≤ k ≤ |s|, δ > 0, supt∈(t∞−δ,t∞) |xk (t)− xk (t∞)| ≤
M0

k! δ
k = O

(
δk
)
. Therefore, Proposition 9-1 holds.

For |s|, note that ∀i ∈ N∗, λ|s| increases monotonically
during (ti, ti+1) and jumps decreasingly at ti. By Proposition
5, λ|s| cross 0 for infinitely many times during (t0, t∞). Hence,

∃
{
t
(|s|)
i

}∞

i=1
increasing monotonically, s.t. limi→∞ t

(|s|)
i =

t∞, and ∀i ∈ N∗, λ|s|

(
t
(|s|)
i

)
= 0. Denote t

(|s|)
0 = t0 and∥∥λ|s|+1

∥∥
∞ = sup

t∈(t0,t∞)

∣∣λ|s|+1 (t)
∣∣ < ∞. (19)

Then, ∀i ∈ N∗, λ|s|

(
t
(|s|)
i

)
= 0; hence, ∀t ∈

[
t
(|s|)
i−1 , t

(|s|)
i

]
,∣∣λ|s| (t)

∣∣ = ∣∣∣λ|s| (t)− λ|s|

(
t
(|s|)
i

)∣∣∣
≤
∥∥λ|s|+1

∥∥
∞

(
t
(|s|)
i − t

)
≤
∥∥λ|s|+1

∥∥
∞ (t∞ − t) .

(20)

Therefore, ∀δ > 0, supt∈(t∞−δ,t∞)

∣∣λ|s|
∣∣ ≤ ∥∥λ|s|+1

∥∥
∞ δ =

O(δ). Define λ|s| (t∞) = 0. Then, limt→t∞

∣∣λ|s| (t)
∣∣ = 0 =

λ|s| (t∞). Proposition 9-2 holds for |s|.
∀1 ≤ k < |s|, λk is continuous. Proposition 5 implies that

∃
{
t
(k)
i

}∞

i=1
increasing monotonically and converging to t∞,

s.t. ∀i ∈ N∗, λk

(
t
(k)
i

)
= 0. Similar to analysis for |s|, ∀t ∈

(t0, t∞), |λk (t)| ≤
∥λ|s|+1∥∞
(|s|−k+1)! (t∞ − t)

|s|−k+1. For the same
reason, Proposition 9-2 holds for 1 ≤ k < |s|.

In summary of Section III, the chattering phenomenon in
problem (1) can be described as follows if it exists:

Theorem 1. If the chattering phenomenon occurs on a left-
side neighborhood of t∞ in problem (1) where t∞ is the limit
time point, then ∃t0 < t∞ and an inequality state constraint
s, i.e., sgn (s)x|s| ≤ M|s|, s.t. the following conclusions hold.

1) 1 < |s| < n.
2) For [t0, t∞], all state constraints except s are inactive.
3) ∃ {ti}∞i=1 ⊂ (t0, t∞) increasing monotonically and con-

verging to t∞, s.t. tangent markers (s, hi) occur at ti,
while s is inactive everywhere except ti.

4) ∀t ∈ [t0, t∞], sgn
(
x|s| (t)

)
≡ sgn (s).

5) ∀1 ≤ k ≤ |s|, λk has at most (|s| − k + 1) roots during
(ti, ti+1). Furthermore, u switches for at most |s| times
during (ti, ti+1).

6) ∀ |s| < k ≤ n, t ∈ (t0, t∞), sgn (xk (t)) ≡ const, and
sgn (λk (t)) ≡ const.
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7) ∀1 ≤ k ≤ |s|, t ∈ (t0, t∞), it holds that:
a) λk crosses 0 for infinitely many times during

(t, t∞). ∀i ∈ N∗, sgn (s)λ|s| increases monotoni-
cally for (ti, ti+1) and jumps decreasingly at ti.

b) supτ∈[t,t∞] |xk (τ)− xk (t∞)| = O((t∞ − t)
k
),

and supτ∈[t,t∞] |λk (τ)| = O((t∞ − t)
|s|−k+1

).
c) ∀1 ≤ k < |s|, limt→t∞ xk (t) = xk (t∞) = 0. For

|s|, limt→t∞ x|s| (t) = x|s| (t∞) = M|s|sgn (s).
∀1 ≤ k ≤ |s|, limt→t∞ λk (t) = λk (t∞) = 0.

Similar conclusions hold for a right-side neighborhood of t∞.

Proof. Proposition 9-1 implies Theorem 1-4. Theorem 1-6
holds when t0 is close to t∞, since ∀ |s| < k ≤ n, xk and λk

are C1 continuous. Based on the discussion in Section III-A,
Section III-B, and Section III-C, Theorem 1 is evident.

Remark. Theorem 1 provides insight into the behavior of
states, costates, and control near the limit time point under
the assumption that chattering occurs in problem (1). Based on
Theorem 1, Section IV and Section V prove that the chattering
phenomenon can occur when n = 4 and |s| = 3, while other
cases where n ≤ 4 do not allow existence of the chattering
phenomenon in problem (1).

IV. NON-EXISTENCE OF CHATTERING IN LOW ORDER
PROBLEMS

Behaviors of the chattering phenomenon in problem (1)
are analyzed in Section III, where the chattering phenomenon
is assumed to occur. However, as pointed out in Section I,
no existing works have pointed out whether the chattering
phenomenon exists in time-optimal control problem for chain-
of-integrators in the form of (1) so far. With a large amount
of work on trajectory planning, it is universally accepted that
chattering phenomena do not occur in 3rd order or lower-order
problems, i.e., jerk-limited trajectories. This section provides
some cases where chattering phenomenon does not occur in
problem (1). Among them, Section IV-A proves that chattering
phenomena do not exist for cases where n ≤ 3, while Section
IV-B proves that chattering phenomena do not exist for cases
where n = 4 and |s| ≠ 3. Without loss of generality, assume
that the chattering occurs in a left-side neighborhood of t∞,
i.e., [t0, t∞] in Theorem 1.

A. Cases where n ≤ 3

Theorem 1-1 implies that the chattering phenomenon does
not occur when n ≤ 2.

Assume that the chattering phenomenon occurs when n = 3.
By Theorem 1-1, |s| = 2. Without loss of generality, assume
s = 2. Then, ∀i ∈ N∗, x1 (ti) = 0, x2 (ti) = M2. By Theorem
1-4, x3 (ti) < x3 (ti+1). By Theorem 1-3, ∀t ∈ (ti, ti+1),
0 < x2 (t) < M2. Note that x2 is C1 continuous; hence,
∀t ∈

[
ti, ti +

x3(ti+1)−x3(ti)
M2

]
,

x3 (t) = x3 (ti) +

∫ t

ti

x2 (τ) dτ

<x3 (ti) +M2 (t− ti) ≤ x3 (ti+1) .

(21)

Therefore, ti+1 − ti > x3(ti+1)−x3(ti)
M2

. However, a feasible

control that û ≡ 0, i.e., x2 ≡ M2, on
(
ti, ti +

x3(ti+1)−x3(ti)
M2

)
successfully drives x from x (ti) to x (ti+1); hence, there ex-
ists contradiction against the Bellman’s principle of optimality.
Therefore, chattering phenomena do not occur when n = 3.

Remark. According to the above analysis, time-optimal jerk-
limited trajectories, i.e., n = 3, do not induce a chattering
phenomenon. Therefore, existing classification-based works on
jerk-limited trajectory planning [11], [12], [24] are consistent
with the conclusion in this paper. However, it can be observed
that few works on time-optimal snap-limited method have
been conducted so far. As will be pointed out in Section V,
chattering phenomena can occur when n = 4 and |s| = 3.
Therefore, the analytical methods in these existing works
cannot be extended to time-optimal snap-limited trajectories.

B. Cases where n = 4 and |s| ≠ 3

Assume chattering occurs when n = 4. By Theorem 1-1,
|s| ∈ {2, 3}. Assume that s = 2. This section first reasons
the recursive expression for junction time in Proposition 10,
and then proves that the junction time converges to ∞ in
Proposition 11, leading to a contradiction against the chattering
phenomenon.

According to Theorem 1-5, ∀i ∈ N, u switches for at most
2 times during (ti, ti+1). Note that x1 (ti) = x1 (ti+1) = 0
and x2 (ti) = x2 (ti+1) = M2. Assume that

u (t) =


ui, t ∈ (ti+1 − τ ′′i , ti+1 − τ ′i) ,

−ui, t ∈ (ti+1 − τ ′i , ti+1 − τi) ,

ui, t ∈ (ti+1 − τi, ti+1) ,

(22)

where ui ∈ {M0,−M0}. Among them, 0 ≤ τi ≤ τ ′i ≤ τ ′′i =
ti+1 − ti. Then,{

x1 (ti+1)− x1 (ti) = ui (τ
′′
i − 2τ ′i + 2τi) ,

x2 (ti+1)− x2 (ti) =
ui

2

(
τ ′′2i − 2τ ′2i + 2τ2i

)
.

(23)

Considering x2 ≤ M2, it can be solved that ∀i ∈ N,τi =
τ ′i
3

=
τ ′′i
4

=
ti+1 − ti

4
,

ui = −M0.
(24)

Therefore, the control u on (ti, ti+1) is uniquely determined
by ti+1−ti = 4τi. Based on the uniqueness of optimal control,
i.e., Lemma 1-1, the recursive expression for {τi}∞i=1 is given
in Proposition 10.

Proposition 10. If chattering occurs when n = 4 and s = 2,
then ∀i ∈ N∗, fc (τi+2; τi, τi+1) = 0, where

fc (ξ; ξ1, ξ2) ≜
(
ξ21 − ξ22

)
ξ2 +

(
ξ31 + 2ξ21ξ2 − ξ32

)
ξ

−ξ31ξ2 − 2ξ21ξ
2
2 + ξ42 .

(25)

Furthermore, if 0 < τi+1 < τi, then fc (τi+2; τi, τi+1) = 0 has
a unique positive real root τi+2, and 0 < τi+2 < τi+1 < τi.

Before proving Proposition 10, the implicit function theo-
rem [32] should be introduced.
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Lemma 4 (The Implicit Function Theorem [32]). Assume
S ⊂ Rp+q is open and non-empty. F : S → Rq is C1

continuous. (ξ0,η0) ∈ S, satisfying F (ξ0,η0) = 0 and
det ∂F

∂η (ξ0,η0) ̸= 0. Then, ∃δ1, δ2 > 0, s.t. ∀ξ ∈ Bδ1 (ξ0),
∃!η ∈ Bδ2 (η0) satisfying F (ξ,η) = 0. The above relation
induces a mapping f : Bδ1 (ξ0) → Bδ2 (η0). Then, f is C1

continuous, where df
dξ (ξ) = −∂F

∂η (ξ,f (ξ))
−1 ∂F

∂ξ (ξ,f (ξ)).

Proof of Proposition 10. ∀i ∈ N, consider the trajectory be-
tween ti and ti+4. By Proposition 2 and (24),

x1 (ti+4) =x1 (ti) = 0, (26a)
x2 (ti+4) =x2 (ti) = M2, (26b)
x3 (ti+4) =x3 (ti) + 4M2F1 (τ )− 2M0F2 (τ ) , (26c)
x4 (ti+4) =x4 (ti) + 8M2F1 (τ )

2 − 4M0F3 (τ ) . (26d)

Among them, denote τ = (τj)
i+3
j=i and F (τ ) = (Fp (τ ))

3
p=1,

where

F1 (τ ) =

3∑
j=0

τi+j ,

F2 (τ ) =

3∑
j=0

τ3i+j ,

F3 (τ ) =

3∑
j=0

τ3i+j

τi+j + 2

3∑
k=j+1

τi+k

 .

(27)

Assume that det ∂F
∂(τj)

i+2
j=i

̸= 0. According to Lemma 4,

∃δ ∈ (0,mini≤j≤i+3 τj), τ̂ = (τ̂j)
i+3
j=i ∈ Bδ (τ )\{τ} , s.t.

F (τ̂ ) = F (τ ). Following (22) and (24), denote u and û
as the controls induced by τ and τ̂ , respectively. According
to (26c) and (26d), both u and û can drive the state vector
x from the same initial value x (ti) to the same terminal
value x (ti+4) during (ti, ti+4), with the same motion time
ti+4 − ti = 4F1 (τ ) = 4F1 (τ̂ ). The above conclusion
contradicts Lemma 1-1. Therefore, det ∂F

∂(τj)
i+2
j=i

= 0.

By (27), ∀j = 0, 1, 2, 3,

∂F1

∂τi+j
= 1,

∂F2

∂τi+j
= 3τ2i+j ,

∂F3

∂τi+j
= 4τ3i+j + 2

j−1∑
k=0

τ3i+k + 6τ2i+j

3∑
k=j+1

τi+k.

(28)

Then,

det
∂F

∂ (τj)
i+2
j=i

= 6 (τi+1 + τi+2) fc (τi+2; τi, τi+1) = 0, (29)

where fc is defined in (25). Since τi+1, τi+2 > 0,
fc (τi+2; τi, τi+1) = 0 holds.

If 0 < τi+1 < τi, then
fc (0; τi, τi+1) = −τ3i τi+1 − 2τ2i τ

2
i+1 + τ4i+1 < 0,

f ′
c (0; τi, τi+1) = τ3i + 2τ2i τi+1 − τ3i+1 > 0,

f ′′
c (τi+2; τi, τi+1) = 2

(
τ2i − τ2i+1

)
> 0,

(30)

where f ′
c and f ′′

c refer to dfc
dτi+2

and d2fc
dτ2

i+2
, respectively.

Therefore, fc (τi+2; τi, τi+1) = 0 has a unique positive real
root τi+2.

Note that 0 < τi+1 < τi, and{
fc (τi; τi, τi+1) = (τi − τi+1) (2τi − τi+1) (τi + τi+1)

2
,

fc (τi+1; τi, τi+1) = τ2i+1 (τi − τi+1) (τi + τi+1) .
(31)

Hence,

0 = fc (τi+2; τi, τi+1) < fc (τi+1; τi, τi+1) < fc (τi; τi, τi+1) .
(32)

Since fc increases monotonically w.r.t. τi+2 when τi+2 > 0,
0 < τi+2 < τi+1 < τi.

Since limi→∞ τi = limi→∞
ti+1−ti

4 = 0, ∃i∗ ∈ N∗, s.t.
τi∗ > τi∗+1. Without loss of generality, assume that τ1 > τ2;
otherwise, it can consider the trajectory between ti∗−1 and
ti∗ based on Lemma 2. By Proposition 10, {τi}∞i=1 decreases
strictly monotonically. A chattering phenomenon requires that∑∞

i=1 τi = t∞−t1
4 < ∞. Hence, {τi}∞i=1 should exhibit a

sufficiently rapid decay rate. However, Proposition 11 points
out that

∑∞
i=1 τi = ∞, leading to a contradiction.

Proposition 11. Assume that {τi}∞i=1 ⊂ R. 0 < τ2 < τ1.
∀i ∈ N, fc (τi+2; τi, τi+1) = 0 holds, where fc is defined in
(25). Then,

∑∞
i=1 τi = ∞.

Before proving Proposition 11, two lemmas are introduced
as follows.

Lemma 5 (Stolz-Cesàro Theorem [32]). Assume that
{ai}∞i=1 , {bi}

∞
i=1 ⊂ R. {bi}∞i=1 is strictly monotonic and

limi→∞ |bi| = ∞. If L ≜ limi→∞
ai+1−ai

bi+1−bi
exists, then

limi→∞
ai

bi
= L exists.

Lemma 6 (Raabe-Duhamel’s Test [32]). Assume that
{ai}∞i=1 ⊂ R++. limi→∞ i

(
ai

ai+1
− 1
)
= L exists. If L > 1

or L = ∞, then
∑∞

i=1 ai < ∞. If L < 1, then
∑∞

i=1 ai = ∞.

Proof of Proposition 11. Since 0 < τ2 < τ1, Proposition 10
implies that {τi}∞i=1 ⊂ R++ decreases strictly monotonically.

Denote ri ≜ 1 − τi+1

τi
∈ (0, 1). By 1

τ4
i
fc (τi+2; τi, τi+1) =

fc ((1− ri) (1− ri+1) ; 1, 1− ri) = 0, it holds that

fr (ri+1; ri) ≜ r2i+1 − airi+1 + 1 = 0, (33)

where
ai = 3 +

1

ri (1− ri)
> 3. (34)

Note that 

fr (0; ri) = 1 > 0,

fr (ri+1; ri) = 0,

fr (ri; ri) = −ri (2− ri)
2

1− ri
< 0,

fr (1; ri) = −1− 1

ri (1− ri)
< 0.

(35)

Therefore, 0 < ri+1 < ri < 1. In other words, {ri}∞i=1

is strictly monotonically decreasing and bounded. Hence,
limi→∞ ri = r∗ ∈ [0, 1] exists. Note that ∀i ∈ N∗,

ri (1− ri)
(
r2i+1 − 3ri+1 + 1

)
− ri+1 = 0. (36)
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Let i → ∞, and it has −r∗2 (2− r∗)
2
= 0. Since r∗ ∈ [0, 1],

r∗ = 0. In other words, τi+1

τi
→ 1− as i → ∞.

Since ai > 3 and ri ∈ (0, 1), (33) implies that

ri+1 =
ai −

√
a2i − 4

2
. (37)

Note that limi→∞
1
ai

= 0, and 1
ai

= ri−4r2i +O
(
r3i
)
, i → ∞.

In (37), let i → ∞, and it has

ri+1 =
1

ai
+O

(
1

a3i

)
= ri − 4r2i +O

(
r3i
)
, i → ∞. (38)

Therefore,

lim
i→∞

ri+1

ri
= lim

i→∞
−4ri +O

(
r2i
)
= 1, (39)

and

lim
i→∞

1

ri+1
− 1

ri
= lim

i→∞
4

ri
ri+1

+O

(
r2i
ri+1

)
= 4. (40)

Applying Lemma 5,

lim
i→∞

iri = lim
i→∞

i
1
ri

= lim
i→∞

i+ 1− i
1

ri+1
− 1

ri

=
1

4
(41)

exists. Therefore,

lim
i→∞

i

(
τi

τi+1
− 1

)
= lim

i→∞
i

(
1

1− ri
− 1

)
=

limi→∞ iri
limi→∞ 1− ri

=
1

4
< 1

(42)

exists. According to Lemma 6,
∑∞

i=1 τi = ∞.

According to Proposition 11,
∑∞

i=1 τi = ∞. However,∑∞
i=1 τi =

∑∞
i=1

ti+1−ti
4 = t∞−t1

4 < ∞, which leads to
a contradiction. Hence, chattering phenomena do not occur
when n = 4 and s = 2. A similar analysis can be applied
to the case where n = 4 and s = 2. Therefore, chattering
phenomena do not occur when n = 4 and |s| = 2.

V. EXISTENCE OF CHATTERING IN 4TH ORDER PROBLEMS
WITH VELOCITY CONSTRAINTS

Section IV-B has proved that chattering phenomena do not
occur when n = 4 and |s| = 2. However, as will be shown in
this section, chattering phenomena can occur when n = 4
and |s| = 3, correcting the longstanding misconception in
the industry regarding the optimality of S-shaped trajectories.
In other words, problems (1) of 4th order with velocity
constraints represent problems of the lowest order where
chattering phenomena can occur.

Among them, Section V-A formulates the time-optimal
control problem as (43) when n = 4 and s = 2 during the
chattering period, and transforms problem (43) into an infinite-
time domain problem (45). Then, costates of problem (45) are
analyzed in Section V-B, while the optimal control of problem
(45) with chattering is strictly solved in Section V-C. Finally,
the optimal control of problem (43) is solved in Section V-D.

A. Transforming Problem (1) to Infinite-Time Domain Prob-
lem (45) when n = 4 and |s| = 3

Without loss of generality, assume that s = 3 is the unique
state constraint in problem (1). In other words, the following
problem is considered:

min J =

∫ tf

0

dt = tf , (43a)

s.t. ẋ (t) = Ax (t) +Bu (t) , ∀t ∈ [0, tf ] , (43b)
x (0) = x0 = (x0,1, 0,M3, x0,4) , (43c)
x (tf) = xf = (0, 0,M3, xf4) , (43d)
x3 (t) ≤ M3, ∀t ∈ [0, tf ] , (43e)
|u (t)| ≤ M0, ∀t ∈ [0, tf ] . (43f)

Among them, x0,1 < 0. Denote t0 = 0. Assume that x0,4 ≪
xf4, s.t. the optimal trajectory without state constraints fails to
achieve x3 ≤ M3. Then, the state constraint s = 3 is active in
the optimal trajectory of the original problem (43). The range
of (xf4 − x0,4) will be given in Theorem 2 and Theorem 4.

According to Lemma 2, if ∃t̂ ∈ [0, tf ], x
(
t̂
)

=(
0, 0,M3, x4

(
t̂
))

and x4

(
t̂
)

≤ x4 (tf), then x3 ≡ M3

for t ∈
[
t̂, tf
]
. Therefore, the performance of a trajectory

depends on the part before x enters x3 ≡ M3. The following
proposition provides inspiration for solving problem (43).

Proposition 12. x = x(k) (t), t ∈
[
0, t

(k)
f

]
, k = 1, 2, are

two feasible trajectories of problem (43). Denote t
(k)
∞ =

argmin
{
t ∈

[
0, t

(k)
f

]
: x1 (t) = x2 (t) = 0, x3 (t) = M3

}
.

Assume that x
(k)
4

(
t
(k)
∞

)
≤ xf4, and x

(k)
3 (t) ≡ M3 for

t ∈
[
t
(k)
∞ , t

(k)
f

]
. Then, the following conclusions are

equivalent:

1) t
(1)
f ≤ t

(2)
f ;

2)
∫ t

(1)
f

0

(
M3 − x

(1)
3 (t)

)
dt ≤

∫ t
(2)
f

0

(
M3 − x

(2)
3 (t)

)
dt;

3)
∫ t(1)∞
0

(
M3 − x

(1)
3 (t)

)
dt ≤

∫ t(2)∞
0

(
M3 − x

(2)
3 (t)

)
dt.

Proof. ∀k = 1, 2, note that∫ t
(k)
f

0

(
M3 − x

(k)
3 (t)

)
dt = M3t

(k)
f − xf4 + x0,4. (44)

Therefore, Proposition 12-1 ⇔ Proposition 12-2. Note that

∀k = 1, 2,
∫ t

(k)
f

t
(k)
∞

(
M3 − x

(k)
3 (t)

)
dt = 0; hence, Proposition

12-2 ⇔ Proposition 12-3.

Proposition 12 implies that when (xf4 − x0,4) is sufficiently
large, the optimal trajectory of problem (43) tends to mini-
mize

∫ tf
0

(x3 (t)−M3) dt. From this inspiration, this paper
constructs the following optimal control problem.

min J ′ =

∫ ∞

0

y3 (τ) dτ, (45a)

s.t. ẏ (τ) = Ay (τ) +Bv (τ) , ∀τ ∈ (0,∞) , (45b)
y (0) = y0 = (1, 0, 0) , (45c)
y3 (τ) ≥ 0, ∀τ ∈ (0,∞) , (45d)
|v (τ)| ≤ 1, ∀τ ∈ (0,∞) . (45e)
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Evidently, inf J ′ < ∞, since the time-optimal trajectory
between y0 and 0 is a feasible solution with J ′ < ∞. Denote
τ∞ = argmin {τ ∈ (0,∞) : y (τ) = 0} ∈ R++. Evidently,
if τ∞ < ∞, then y ≡ 0 on (τ∞,∞), and J ′ < ∞. An
equivalent relationship between problem (43) and problem
(45) is provided in Theorem 2.

Theorem 2. Assume that problem (45) has an optimal solution
v = v∗ (τ) with the trajectory y = y∗ (τ), satisfying τ∗∞ ≜
argmin {τ ∈ (0,∞) : y∗ (τ) = 0} < ∞. If in problem (43),

xf4 − x0,4 ≥ −x0,1

M0

(
x3
0,1

M2
0

J ′∗ +M3τ
∗
∞

)
, (46)

then the optimal solution of problem (43) is as follows:

t∗∞ = −x0,1

M0
τ∗∞ ∈ (0,∞) , (47a)

t∗f =
xf4 − x0,4

M3
+

x4
0,1J

′∗

M3
0M3

, (47b)

where ∀t ∈ (0, t∗f ),

u∗ (t) = −M0v
∗
(
−M0

x0,1
t

)
, (47c)

x∗
1 (t) = x0,1y

∗
1

(
−M0

x0,1
t

)
, (47d)

x∗
2 (t) = −

x2
0,1

M0
y∗2

(
−M0

x0,1
t

)
, (47e)

x∗
3 (t) =

x3
0,1

M2
0

y∗3

(
−M0

x0,1
t

)
+M3, (47f)

x∗
4 (t) = −

x4
0,1

M3
0

∫ − M0
x0,1

t

0

y∗3 (τ) dτ +M3t+ x0,4. (47g)

Proof. Firstly, examine the feasibility of (47) in problem (43).
From (47), it is evident that ∀k = 2, 3, 4, dxk

dt = xk−1, and
dx1

dt = u. (47c) and (45e) imply (43f). (47f) and (45d) imply
(43e). (43c) and (43d) holds evidently.

Then, consider the optimality of (47) in problem (43).
Assume that ∃x = x̂ (t) is a feasible solution of problem
(43) with the terminal time t̂f < t∗f . According to Proposition
12,

∫ t̂f
0

(M3 − x3 (t)) dt <
∫ t∗f
0

(M3 − x∗
3 (t)) dt. Let

ŷ3 (τ) =


M2

0

x3
0,1

(
x̂3

(
−x0,1

M0
τ

)
−M3

)
, τ ≤ −M0

x0,1
t̂f ,

0, τ > −M0

x0,1
t̂f .

(48)
Then, the trajectory y = ŷ (τ) represented by ŷ3 (τ) is a
feasible solution of problem (45). Hence,

Ĵ ′ =

∫ ∞

0

ŷ3 (τ) dτ =

∫ M0
x0,1

t̂f

0

ŷ3 (τ) dτ

=
M3

0

x4
0,1

∫ t̂f

0

(M3 − x̂3 (t)) dt

<
M3

0

x4
0,1

∫ t∗f

0

(M3 − x∗
3 (t)) dt

=

∫ M0
x0,1

t∗f

0

y∗3 (τ) dτ =

∫ ∞

0

y∗3 (τ) dτ = J ′∗,

(49)

which contradicts the optimality of y∗. Therefore, (47) is the
optimal solution of problem (43).

Remark. In Theorem 2, τ∗∞ < ∞ represents an assumption.
However, it is allowed that τ∗∞ = ∞. In this case, the optimal
solution of problem (43) cannot be obtained by (47).

Theorem 2 proves that problem (45) is equivalent to
problem (43) under some conditions. In fact, (47) and (48)
establish the transformation relationship between the solutions
of problem (43) and problem (45). Once problem (45) is
solved totally, the optimal solution of problem (43) can also
be determined.

B. Costate Analysis of Problem (45)
To solve problem (45), the costate analysis of problem (45)

is performed in this section as preliminaries. Denote p (τ) =
(pk (τ))

3
k=1 as the costate vector of problem (45). p0 ≥ 0, and

(p0,p (τ)) ̸= 0. The Hamiltonian is

Ĥ (y (τ) , v (τ) , p0,p (τ) , ζ (τ) , τ)

=p0y3 + p1v + p2y1 + p3y2 − ζy3,
(50)

where ζ ≥ 0, ζy3 = 0. The Euler-Lagrange equations [31]
implies that ṗk = − ∂Ĥ

∂yk
, k = 1, 2, 3, i.e.,
ṗ1 = −p2,

ṗ2 = −p3,

ṗ3 = −p0 + ζ.

(51)

Note that ∂Ĥ
∂τ = 0; hence,

Ĥ (y (τ) , v (τ) , p0,p (τ) , ζ (τ) , τ) ≡ 0. (52)

PMP implies that

v (τ) ∈ argmin
|V |≤1

Ĥ (y (τ) , V, p0,p (τ) , ζ (τ) , τ) , (53)

i.e.,

v (τ) =


1, p1 (τ) < 0,

∗, p1 (τ) = 0,

−1, p1 (τ) > 0.

(54)

If y3 ≥ 0 switching between active and inactive at τ1, then
junction condition [34] occurs that

∃µ ≥ 0, p3
(
τ+1
)
− p3

(
τ−1
)
= µ. (55)

p1 and p2 keep continuous during the whole trajectory, while
p3 keep continuous except for junction time.

As presented in Proposition 13, the behavior of p is similar
to that of λ in Lemma 1.

Proposition 13. For the optimal solution of problem (45), the
following conclusions hold:

1) p1 ≡ 0 holds if and only if y3 ≡ 0.
2) v = −sgn (p1) holds almost everywhere. In other

words, a Bang-Singular-Bang control law holds almost
everywhere as follows:

v (τ) =


1, p1 (τ) < 0,

0, p1 (τ) = 0,

−1, p1 (τ) > 0.

(56)
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3) Problem (45) has a unique optimal solution.
4) If y3 > 0 for τ ∈ (τi−1, τi), then pk is a (4− k)-th

order polynomial of τ for k = 1, 2, 3. Furthermore, v
switching for at most 3 times for τ ∈ (τi−1, τi).

Proof. For Proposition 13-1, assume that for τ ∈ (τ1, τ2),
p1 ≡ 0 but y3 > 0. By (51), p ≡ 0, since ζ ≡ 0. (52) implies
that p0y3 ≡ 0; hence, p0 = 0, which leads to a contradiction
against (p0,p) ̸= 0. Therefore, if p1 ≡ 0, then y3 ≡ 0.

If y3 ≡ 0, then y ≡ 0 and v ≡ 0. According to (54), p1 ≡ 0.
Therefore, Proposition 13-1 holds.

Proposition 13-1 implies that if p1 ≡ 0, then v =
...
y 3 ≡ 0.

Hence, (56) holds almost everywhere. Proposition 13-2 holds.
For Proposition 13-3, assume that v∗1 and v∗2 are both

the optimal control of problem (45). Note that J ′ [v∗1 ] =

J ′ [v∗2 ] = J ′ [v∗3 ], where v∗3 =
3v∗

1+v∗
2

4 ; hence, v∗3 is also
an optimal control. Then, Proposition 13-2 holds for v∗k,
k = 1, 2, 3; hence, µ (Qk) = 0, where µ is the Lebesgue
measure on R, and Qk ≜ {τ > 0 : v∗k (τ) ̸∈ {0,±1}}. Denote
P ≜ {τ > 0 : v∗1 (τ) ̸= v∗2 (τ)}. Then, ∀τ ∈ P\(Q1 ∪Q2) ,
v∗3 (τ) ̸∈ {0,±1}; hence, P\(Q1 ∪Q2) ⊂ Q3. Therefore,

0 ≤ µ (P ) = µ (P )− µ (Q1)− µ (Q2)

≤µ (P\(Q1 ∪Q2) ) ≤ µ (Q3) = 0.
(57)

Hence, µ (P ) = 0. In other words, v∗1 = v∗2 almost every-
where. Proposition 13-3 holds.

Proposition 13-4 holds evidently due to (51).

Based on Proposition 13, problem (45) can be totally solved
in Section V-C.

C. Optimal Solution of Problem (45)

For the optimal solution of problem (45), denote τ0 = 0, and
∀i ∈ N, τi+1 = argmin {τ > τi : y3 (τ) = 0}. Then, {τi}∞i=0

increases monotonically. Denote τ∞ ≜ limi→∞ τi ∈ R++.
The optimal solution of problem (45) can be in the following
forms. (a) ∃N ∈ N∗, yN,1 = 0, but yN−1,1 > 0. In this
case, y ≡ 0 on (τN ,∞). In other words, ∀i ≥ N , yi,1 = 0,
and τi = τN . (b) ∀i ∈ N, yi,1 > 0. In this case, if τ∞ <
∞, then a chattering phenomenon occurs. If τ∞ = ∞, then
unconstrained arcs are connected by y3 = 0 and extend to
infinity.

To solve problem (45) recursively, denote J ′ [v; a] as the
objective value of problem (45) with the initial state ae1
conditioned with control v, and J ′∗ (a) ≜ infv J

′ [v; a]. In
other words, the optimal value of the original problem (45)
is J ′∗ = J ′∗ (1). Assume the optimal control of problem (45)
with initial state vector ae1 is v∗ (τ ; a), where the optimal
trajectory is y∗ (τ ; a). Then, a recursive relationship between
J ′∗ (a) and J ′∗ is provided in Proposition 14.

Proposition 14. ∀α > 0, the following conclusions hold:
1) v = v (τ) with yk = yk (τ), k = 1, 2, 3, is feasible under

the initial state vector e1, if and only if v′ = v
(
τ
α

)
with

y′k = αkyk
(
τ
α

)
, k = 1, 2, 3, is feasible under the initial

state vector αe1. Furthermore, J ′ [v′;α] = α4J ′ [v].
For the optimal solution, J ′∗ (α) = α4J ′∗, v∗ (τ ;α) =
v∗
(
τ
α

)
, and y∗k (τ ;α) = αky∗k

(
τ
α

)
, k = 1, 2, 3.

2) For the optimal solution of problem (45), 0 < y1,1 < 1.
∀i ∈ N∗, yi,1 = yi1,1. Furthermore, τ∞ = τ1

1−y1,1
, J ′∗ =

J′∗
1

1−y4
1,1

, where J ′∗
1 ≜

∫ τ1
0

x∗
3 (τ) dτ .

Proof. For Proposition 14-1, assume that v = v (τ) with yk =
yk (τ) is feasible under the initial state vector e1. Let v′ =
v
(
τ
α

)
and y′k = αkyk

(
τ
α

)
, k = 1, 2, 3. Then, ∀k = 2, 3,

ẏ′k = y′k−1, and ẏ′1 = v′. Evidently, y′3 ≥ 0 and |v′| ≤ 1 hold.
Therefore, v′ with y′ is feasible under the initial state vector
αe1. Furthermore,

J ′ [v′;α] =

∫ ∞

0

x′
3

( τ
α

)
dτ =

∫ ∞

0

α3x3

( τ
α

)
dτ

=α4

∫ ∞

0

x3 (τ) dτ = α4J ′ [v] .

(58)

The necessity of Proposition 14-1 holds. Similarly, the suffi-
ciency of Proposition 14-1 holds.

Therefore, J ′∗ = J ′ [v∗ (τ)] = α−4J ′ [v∗ ( τα) ;α] ≤
α−4J ′∗ (α). Similarly, J ′∗ (α) ≤ α4J ′∗. Therefore, J ′∗ (α) =
α4J ′∗. By Proposition 13-3, v∗ (τ ;α) = v∗

(
τ
α

)
is the unique

optimal control of problem (45) with the initial state vector
αe1, corresponding to the states y∗k (τ ;α) = αky∗k

(
τ
α

)
.

Therefore, Proposition 14-1 holds.
For the optimal solution of problem (45), y1,1 ≥ 0. Assume

that y1,1 = 0. In other words, y∗3 (τ) > 0 on (τ0, τ1),
and y (τ) ≡ 0 on τ ≥ τ1. According to Proposition 13-1,
p ≡ 0 for τ ∈ (τ1,∞). Since p1 and p2 are continuous,
p1 (τ1) = 0, and ṗ1 (τ1) = −p2 (τ1) = 0. Proposition 13-
4 implies that p1 (τ) = −p0

6 (τ − τ1)
2
(τ − τ̂), τ ∈ [0, τ1].

Therefore, v∗ switches for at most one time on (τ0, τ1).
Assume that v∗ (τ) = v0 for τ0 < τ < τ ′, and v∗ (τ) = −v0
for τ ′ < τ < τ1, where v0 ∈ {±1} and τ0 < τ ′ ≤ τ1. Then,

1 + v0 ((τ1 − τ0)− 2 (τ1 − τ ′)) = 0,

(τ1 − τ0) +
v0
2

(
(τ1 − τ0)

2 − 2 (τ1 − τ ′)
2
)
= 0,

1

2
(τ1 − τ0)

2
+

v0
6

(
(τ1 − τ0)

3 − 2 (τ1 − τ ′)
3
)
= 0.

(59)

However, (59) has no feasible solution. Therefore, y1,1 > 0.
According to Lemma 2, ∀i ∈ N∗, if yi,1 > 0, then the

trajectory for τ ≥ τi is the optimal trajectory of problem (45)
with the initial state vector yi,1e1. In other words, ∀τ > 0,
v∗ (τ + τi) = v∗ (τ ; yi,1), y∗ (τ + τi) = y∗ (τ ; yi,1). Further-
more,

∫∞
τi

y∗3 (τ) dτ = J ′∗ (yi,1). According to Proposition
14-1, 

τi − τi−1 = yi,1τ1,

yi,1 = y1,1yi−1,1,

J ′∗ = J ′∗ (y1,1) + J ′∗
1 .

(60)

Therefore, 0 < y1,1 < 1, and

yi,1 = yi1,1,

τi =

i∑
k=1

yk−1
1,1 τ1 =

1− yi1,1
1− y1,1

τ1,

τ∞ = lim
i→∞

τi =
τ1

1− y1,1
< ∞,

J ′∗ =
J ′∗
1

1− y41,1
.

(61)
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Among them, y1,1 ≥ 1 implies that J ′∗ = ∞, which leads to
a contradiction. Therefore, Proposition 14-2 holds.

Remark. Proposition 14-2 provides the recursive form of the
optimal solution. In fact, the assumption in Theorem 2 has
been proved by Proposition 14-2 that τ∞ < ∞. Therefore, the
optimal solution of problem (45) can be provided by (47).

For the convenience of discussion, denote y1,1 = α ∈ (0, 1)
in the following discussion.

Proposition 15. ∀i ∈ N∗, v∗ switches for 2 times on (τi−1, τi).

Proof. By Theorem 1-5, v∗ switches for at most 3 times
on (τi−1, τi). Assume v∗ switches for 3 times on (τ0, τ1).
Denote the switching time as β′

kτ1, k = 1, 2, 3, and 0 <
β′
1 < β′

2 < β′
3 < 1. By Proposition 14, ∀i ∈ N∗,

v∗ switches for 3 times on (τi−1, τi), where the switch-
ing time is τi−1 + β′

k (τi − τi−1), k = 1, 2, 3. According
to (56) and (51), ∀i ∈ N∗, τ ∈ (τi−1, τi), p1 (τ) =
−p0

6

∏3
k=1 (τ − τi−1 − β′

k (τi − τi−1)). p0 > 0 implies that
p1
(
τ+i
)
< 0 < p1

(
τ−i
)
. Since p1 is continuous, p1 (τi) = 0.

Hence, p1 (τi−1) = 0. In other words, p1 has at least 5
roots on [τi−1, τi], which contradicts against Proposition 13-4.
Therefore, v∗ switches for at most 2 times on (τi−1, τi).

Assume that v∗ switches for at most one time on (τ0, τ1).
Then, ∃0 < τ ′ ≤ τ1, s.t. v∗ = v0 on (0, τ1 − τ ′) and v∗ = −v0
on (τ1 − τ ′, τ1), where v0 ∈ {±1}. Then, it holds that

1 + v0 (τ1 − 2τ ′) = α,

τ1 +
v0
2

(
τ21 − 2τ ′2

)
= 0,

1

2
τ21 +

v0
6

(
τ31 − 2τ ′3

)
= 0.

(62)

(62) implies τ1 = τ ′ = 0, α = 1, which contradicts Proposi-
tion 14-2. Hence, v∗ switches for 2 times on (τi−1, τi).

Based on the above analysis, problem (45) can be fully
solved by Theorem 3.

Theorem 3. ∃0 < β1 < β2 < 1 < β3, s.t. α = y1,1 ∈ (0, 1)
and τ1 > 0 in the optimal solution of problem (45) satisfy the
following equation system:

(1− 2 (1− β1) + 2 (1− β2)) τ1 = 1− α, (63a)(
1− 2 (1− β1)

2
+ 2 (1− β2)

2
)
τ1 = 2, (63b)(

1− 2 (1− β1)
3
+ 2 (1− β2)

3
)
τ1 = 3, (63c)

2 (β1 + β2 + β3) +
(
α2 − 1

)∑
j<k

βjβk = 3, (63d)

β1 + β2 + β3 −
∑
j<k

βjβk − β1β2β3

(
α3 − 1

)
= 1. (63e)

Specifically, (63) has a unique feasible solution, i.e.,

α∗ = y1,1 ≈ 0.1660687, τ∗1 ≈ 4.2479105,

β∗
1 ≈ 0.4698574, β∗

2 ≈ 0.8716996, β∗
3 ≈ 1.0283610.

(64)

Furthermore, the chattering limit time is

τ∗∞ =
τ∗1

1− α∗ ≈ 5.0938372. (65)

∀i ∈ N∗, the optimal control in (τi−1, τi) is ∀β ∈ (0, 1),

v∗ ((1− β) τi−1 + βτi) =


−1, β ∈ (0, β1) ,

1, β ∈ (β1, β2) ,

−1, β ∈ (β2, 1) .

(66)

The corresponding costate vector is ∀τ ∈ (τi−1, τi),

p1 (τ) = −p0
6

3∏
k=1

(τ − (1− βk) τi−1 − βkτi) . (67)

Proof. According to Proposition 15, ∃0 < β1 < β2 < 1, s.t.
∀i ∈ N∗, v∗ switches at ((1− βk) τi−1 + βkτi), k = 1, 2.
By Proposition 13-4, p1 is a 3rd order polynomial. By (51),
∀i ∈ N∗, ∃β(i)

3 ̸∈ (0, 1), s.t. ∀τ ∈ (τi−1, τi), p1 is

p1,i (τ) = −p0
6

3∏
k=1

(
τ −

(
1− β

(i)
k

)
τi−1 − β

(i)
k τi

)
, (68)

where β
(i)
1 = β1 and β

(i)
2 = β2. Denote µi ≜ p3

(
τ+i
)
−

p3
(
τ−i
)
≥ 0. By (51), ∀τ ∈ (τi, τi+1),

p1,i+1 (τ)− p1,i (τ) =
µi

2
(τ − τi−1)

2
. (69)

Compare the coefficients of 1 and τ in (69), it holds that
2

3∑
k=1

β
(i)
k + α2

∑
j<k

β
(i+1)
j β

(i+1)
k −

∑
j<k

β
(i)
j β

(i)
k = 3,

3∑
k=1

β
(i)
k −

∑
j<k

β
(i)
j β

(i)
k − β1β2

(
β
(i)
3 − α3β

(i+1)
3

)
= 1.

(70)
Eliminate β

(i+1)
3 in (70), and it holds that ∀i ∈ N∗, β(i)

3 =
f2(β1,β2,α)
f1(β1,β2,α)

, where

f1 (β1, β2, α) =

2∑
k=1

βk (1− βk) (1− β3−k (1− α)) > 0.

(71)
Therefore, β(i)

3 is independent of i. Denote β
(i)
3 = β3, ∀i ∈

N∗. Then, (70) implies (63d) and (63e).
According to Proposition 13-2, (68) implies that ∃v0 ∈

{±1}, s.t. ∀i ∈ N∗, ∀β ∈ (0, 1),

v∗ ((1− β) τi−1 + βτi) =


v0, β ∈ (0, β1) ,

−v0, β ∈ (β1, β2) ,

v0, β ∈ (β2, 1) .

(72)

Note that y∗ (0) = e1 and y∗ (τ1) = αe1; hence,
1 + v0 (1− 2 (1− β1) + 2 (1− β2)) τ1 = α,

τ1 +
v0
2

(
1− 2 (1− β1)

2
+ 2 (1− β2)

2
)
τ21 = 0,

τ21
2

+
v0
6

(
1− 2 (1− β1)

3
+ 2 (1− β2)

3
)
τ31 = 0.

(73)

Eliminate v0 and τ1 in (73), and it holds that{
4β3

1 − 6β2
1 − 4β3

2 + 6β2
2 − 1 = 0,(

2β2
1 − 2β2

2 + 1
)
(α− 1)− (4β1 − 4β2 + 2)α = 0.

(74)

Solving (63d), (63e), and (74), the unique feasible solution
for α, β1, β2, and β3 is obtained in (64). Then, v0 =
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Fig. 3. Loss function J ′ (α) when choosing different chattering attenuation
rate α in problem (45).

−sgn (p1 (0
+)) = −1. Therefore, (73) implies (63a), (63b),

and (63c). The solution for τ1 can be solved by (63a)
and the value of α, β1, β2, and β3 in (64). (65) can be
implied by (64) and Proposition 14-2. Furthermore, µi ≈
1.4494594p0α

3i−3 > 0. Hence, Theorem 3 holds.

Remark. The optimality of the solved α∗ in (64) can be
verified in another way. ∀0 ≤ α < 1, let yi,1 = αi, and
solve the control v by (73), where y reaches αe1 at τ1.
Then, the trajectory and control have a similar fractal structure
to Proposition 14. Denote J ′

1 (α) =
∫ τ1
0

y3 (τ) dτ . Then,
J ′ (α) =

∫∞
0

y3 (τ) dτ =
J′
1(α)

1−α4 . As shown in Fig. 3, α∗ in
(64) achieves a minimal cost J ′ (α). The minimal cost supports
the optimality of the reasoned α∗ once again.

Remark. Our previous work [14] proposes a greedy-and-
conservative suboptimal method called MIM. If MIM is ap-
plied to problem (43), the corresponding y in problem (45)
first moves to 0 as fast as possible, and then moves along
y ≡ 0. In other words, MIM achieves a cost of J ′ (0) in
problem (45). Specifically,

J ′∗ = J ′ (α∗) ≈ 1.3452202, J ′ (0) ≈ 1.3467626. (75)

Hence, the relative error between the optimal trajectory and
the MIM-trajectory is only J′(0)−J′∗

J′∗ ≈ 0.11%. It is the
minute discrepancy that leads to the longstanding oversight of
the chattering phenomenon in time-optimal control for chain-
of-integrators system, despite the universal applications of
problem (1) in the industry.

Theorem 3 provides a fully analytical optimal solution for
problem (45). The optimal solution of problem (45) is shown
in Fig. 4. In Fig. 4(a-b), the state vector y∗, the costate vector
p∗, and the control v∗ chatter with a limit time point τ∗∞ ≈
5.094. Ĥ ≡ 0 and the Bang-Singular-Bang control law can
be observed. To further examine the behavior of the system
approaching τ∗∞, the time axes in Fig. 4(c-d) are in logarithmic
scales, while the amplitudes of y and p are multiplied by some
certain compensation factors. Then, both the state vector and
the costate vector exhibit strict periodicity in Fig. 4(c-d), which
can be reasoned by Proposition 14-2 and (67), respectively.

Fig. 4. Optimal solution of problem (45). (a) The optimal trajectory y∗ (τ)
and the optimal control v∗ (τ). (b) The optimal costate vector 1

p0
p∗ (τ).

(c-d) Enlargement of (a-b) during the chattering period. The abscissa is in
logarithmic scale with respect to time, i.e., − log10 (τ

∗
∞ − τ). ∀k = 1, 2, 3,

ŷ∗k (τ) = y∗k (τ)
(
1− τ

τ∗
∞

)−k
, and p̂∗k (τ) = p∗k (τ)

(
1− τ

τ∗
∞

)k−4
.

D. Optimal Solution for Problem (43)

Section V-A provides the equivalence between problem
(43) and problem (45) in Theorem 2, while Section V-B
and Section V-C successfully solve problem (45) strictly in
Theorem 3. Therefore, the optimal solution for problem (43)
can be directly obtained by Theorem 2.

Theorem 4. Apply the values in (64), (65), and (75). Assume
that in problem (43), xf4 − x0,4 ≥ −x0,1

M0

(
x3
0,1

M2
0
J ′∗ +M3τ

∗
∞

)
.

Then, a chattering phenomenon occurs in the optimal solution
of problem (43).

1) ∀i ∈ N, ti = −x0,1

M0
τ∗i = −x0,1(1−α∗i)

M0(1−α∗) τ∗1 is the junction
time of λ3. Then, x∗

1 (ti) = α∗ix0,1, x∗
2 (ti) = 0,

x∗
3 (ti) = M3, and x∗

4 (ti) = x∞,4−α∗4i (x∞,4 − x0,4).
Among them, t∗∞ = −x0,1

M0
τ∗∞ is the chattering limit time,

and x∞,4 = x∗
4 (t

∗
∞) = x0,4 − x0,1

M0

(
x3
0,1

M2
0
J ′∗ +M3τ

∗
∞

)
.

Specifically, x∗ (t∗∞) = (0, 0,M3, x∞,4).
2) ∀i ∈ N, the optimal control in (ti−1, ti) is ∀β ∈ (0, 1),

u∗ ((1− β) ti−1 + βti) =


M0, β ∈ (0, β1) ,

−M0, β ∈ (β1, β2) ,

M0, β ∈ (β2, 1) .

(76)

∀t ∈ (t∗∞, t∗f ), x∗
3 (t) ≡ M3, u∗ (t) ≡ 0, where t∗f =

t∗∞ +
xf4−x∞,4

M3
.
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Proof. Theorem 4 holds due to Theorems 2 and 3.

Theorem 5. In time-optimal control problem (1) for chain-of-
integrators system with state constraints, denote the order as
n and denote the state constraint inducing chattering as s.

1) Chattering phenomena do not occur when n ≤ 3 or
when n = 4 and |s| ≠ 3.

2) The case where n = 4 and |s| = 3 represents problems
of the lowest order that allow chattering. Theorem 4
provides a set of examples for chattering optimal control.

3) Chattering phenomena can occur when n ≥ 5.

Proof. Analysis in Section IV and Section V prove Theorem
5-1 and Theorem 5-2, respectively. For n ≥ 5, let s = 3
as the unique state constraint. x0,1:4 and xf,1:4 are the same
to problem (43), while x0,5:n is given arbitrarily. Let u∗ be
the optimal control of problem (43). Construct the terminal
state vector xf by x0 and u∗ directly. Then, u∗ is also the
optimal control of the above problem where n ≥ 5. Note that
u∗ chatters. Therefore, Theorem 5-3 holds.

Two feasible solutions for problem (43) should be com-
pared. The first one is the optimal trajectory given in 4, where

t∗∞ ≈ 5.0938
|x0,1|
M0

, t∗f ≈ xf4 − x0,4

M3
+ 1.3452

x4
0,1

M3
0M3

. (77)

The second one is the MIM-trajectory [14]. Let x moves from
x0 to x3 ≡ M3 as fast as possible. It can be calculated that

t̂∞ ≈ 4.3903
|x0,1|
M0

, t̂f ≈
xf4 − x0,4

M3
+ 1.3468

x4
0,1

M3
0M3

, (78)

where x1:3 reaches M3e3 at t̂∞, and x reaches xf at t̂f .
The MIM-trajectory reaches the maximum speed stage for
t∗∞ − t̂∞ ≈ 0.1424

|x0,1|
M0

earlier than the optimal trajectory.
However, the MIM-trajectory arrives at xf for t̂f − t∗f ≈(
1.5425× 10−3

) x4
0,1

M3
0M3

later than the optimal trajectory.
Moreover, the optimal trajectory and the MIM-trajectory

of a 4th-order position-to-position problem with full state
constraints are shown in Fig. 1(d) and (e), respectively.
Among them, the optimal trajectory is obtained through careful
derivation and costate analysis. The optimal terminal time is
t∗f ≈ 12.6645, while MIM’s terminal time is t̂f ≈ 12.6667,
achieving a relative error of 0.17%. It is noteworthy that
position-to-position snap-limited trajectories are universally
applied as a reference in ultra-precision wafer stages. The
chattering optimal trajectory can be applied in practice, since
the trajectory is sampled by the finite control frequency.

VI. CONCLUSION

This paper has set out to investigate chattering phenomena
in a classical and open problem (1), i.e., time-optimal control
for high-order chain-of-integrators systems with full state
constraints. However, there have existed neither proofs on non-
existence nor counterexamples to the chattering phenomenon
in the classical problem (1) so far. This paper established
a theoretical framework for the chattering phenomenon in
problem (1), pointing out that there exists at most one active
state constraint during a chattering period. An upper bound

on control’s switching times in an unconstrained arc during
chattering is determined, and the convergence of states and
costates at the chattering limit point is analyzed. This paper
proved the existence of the chattering phenomenon in 4th order
problems with velocity constraints in the presence of sufficient
separation between the initial and terminal positions, where
the decay rate in the time domain was precisely calculated as
α∗ ≈ 0.1660687. The conclusion can be applied to construct
4th order trajectories with full state constraints in strict time-
optimality. To the best of our knowledge, the first strictly time-
optimal 4th trajectory with full state constraints is provided
in this paper, noting that position-to-position snap-limited
trajectories with full state constraints are universally applied in
ultra-precision control in the industry. Furthermore, this paper
proves that chattering phenomena do not exist in other cases
of other n ≤ 4. In other words, 4th order problems with veloc-
ity constraints represent problems allowing chattering of the
lowest order. The above conclusions correct the longstanding
misconception in the industry regarding the time-optimality of
S-shaped trajectories with minimal switching times.
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