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ABSTRACT. We address the conjectures left by the recent article by Ferreira et al. titled

“Commuting maps and identities with inverses on alternative division rings.” We also

present an example showing the necessity of the conditions of the results that answer the

conjectures.
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1. INTRODUCTION

In 1987, Vukman [4] studied a result about Cauchy functional equations in associative

division rings, and he showed that if D is a noncommutative associative division ring with

characteristics different from 2 and f : D → D is an additive function satisfying:

(1) f(x) = −x2f(x−1)

for every x ∈ D×, where D× is the set of invertible elements of D, then f(x) = 0 for all

x ∈ D.

In 2024, Ferreira et al. [2] studied the functional equation (1) in alternative division

rings and proved the following.

Theorem 1.1. Let D be a noncommutative alternative division ring with characteristic

different from 2, and let f : D → D be an additive map satisfying the identity (1):

f(x) = −x2f(x−1)

for for every x ∈ D×. Then f(x) = 0 for all x ∈ D.

They also posed the following conjectures:

Conjecture 1.1. Is Theorem 1.1 true if D = O is a split-octonion algebra?

Conjecture 1.2. Let D be an alternative division ring and suppose f, g : D → D are

additive maps satisfying:

(2) f(x) + x2g(x−1) = 0

for all x ∈ D×. Then there exists a fixed element q ∈ D such that f(x) = xq and

g(x) = −xq for all x ∈ D.

Note that the articles [4] and [2] deal with the particular case of equation (2) where

f = g. The central focus of this work is to provide answers to these conjectures. Our

approach aims to characterize the additive mappings that preserve that identity, exploring

both theoretical aspects and practical implications.

The first author was supported by FAPESP number 2022/14579-0.
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We hope that this study will contribute not only to the understanding of functional equa-

tion theory but also to the advancement of knowledge in various areas of mathematics.

2. PRELIMINARIES

Let R be a ring (not necessarily associative or commutative) and consider the following

notational convention for its multiplication operation: that xy · z = (xy)z and x · yz =
x(yz) for x, y, z ∈ R, simply to reduce the number of necessary parentheses. We denote

the associator of R by (x, y, z) = xy · z − x · yz for x, y, z ∈ R.

A ring R is said to be alternative if (x, x, y) = 0 = (y, x, x) for all x, y ∈ R. One

easily sees that any associative ring is an alternative ring. It is also well-known that every

alternative ring satisfies the flexible identity (x, y, x) = 0, for all x, y ∈ R. Alternative

rings also satisfy the Moufang identities

(xax)y = x[a(xy)],

y(xax) = [(yx)a]x,

(xy)(ax) = x(ya)x

for all x, y, a ∈ R. If parentheses or the symbol · are not needed to write an expression,

we omit them.

In any ring R with 1, an element x is said to have an inverse x−1 if there is an element

x−1 in R satisfying xx−1 = x−1x = 1. The set of all invertible elements of R is denoted

R×. Just as in the associative case, inverses are unique in alternative rings. If every nonzero

element in an alternative ring R with 1 has an inverse, then R is called an alternative

division ring. If R is an alternative ring with 1, then a subset S ⊆ R is said to be a division

subring if S is a subring of R, 1 ∈ S and for every x ∈ S ∩R× we have x−1 ∈ S.

It is well known that, if R is an alternative division ring, then for every x, y ∈ R the

division subring generated by {x, y} is associative, as the following proposition.

Proposition 2.1. In an alternative ring with 1, the division subring generated by any two

elements is associative.

Proof. Let A be an alternative ring with 1. We will show that if (a, b, c) = 0 and a ∈ R×,

then (a−1, b, c) = 0. Indeed, we have:

(a−1, b, c) = (a−1, a−1(ab), c) = (a−1, ab, c)a−1,

but we have:

(a−1, ab, c) = −(b, aa−1, c) + b(a−1, a, c) + a−1(b, a, c) = 0,

so (a−1, b, c) = 0.

Let u, v ∈ A be two elements. Let Rk be the submodule generated by non-associative

words of the formw(a1, . . . , ar) where there exist k1, . . . , kr ≥ 1 such that k1+· · ·+kr ≤
k and ai ∈ {u, v} if ki = 1 and ai ∈ (Rki−1 ∩ R×)−1 if ki ≥ 2. Let S =

⋃

∞

k=1 Rk.

Then R1 ⊆ R2 ⊆ · · · and also S is a submodule. For x ∈ Rk and y ∈ Rl, then

x is a linear combination of wx(a1, . . . , ar) where there exist k1, . . . , ks, l1, . . . , ls ≥ 1
such that k1 + · · · + kr + l1 + · · · + ls ≤ k + l and ai ∈ {u, v} if ki = 1 and ai ∈
(Rki−1 ∩ R×)−1 if ki ≥ 2, and similarly for yj . Therefore xy is a linear combination of

words wx(a1, . . . , ar)wy(b1, . . . , bs) where there exist k1, . . . , ks, l1, . . . , ls ≥ 1 such that

k1 + · · ·+ kr + l1 + · · ·+ ls ≤ k+ l and ai ∈ {u, v} if ki = 1 and ai ∈ (Rki−1 ∩R×)−1

if ki ≥ 2, and similarly for bj . Hence xy ∈ Rk+l. Finally, if x ∈ Rk ∩ R×, then

x−1 ∈ (Rk ∩ R×)−1, so x−1 ∈ Rk+1. Also, it is easy to see that u, v ∈ R1. Therefore S

is the division subring generated by u and v.
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We will show by induction on d(x)+ d(y)+ d(z) that (x, y, z) = 0 for any x, y, z ∈ S,

where d(x) is the smallest k such that x ∈ Rk. If d(x) + d(y) + d(z) = 3, then d(x) =
d(y) = d(z) = 1, so x, y, and z are linear combinations of u and v, so (x, y, z) = 0.

Now if d(x)+ d(y)+ d(z) > 3, we can assume that x, y, and z are words wx(a1, . . . , ar),
wy(b1, . . . , bs), and wz(c1, . . . , ct) and that x1, . . . , xr, y1, . . . , ys, z1, . . . , zt ≥ 1 satisfy

x1 + · · ·+ xr ≤ d(x) and ai ∈ {u, v} if xi = 1 and ai ∈ (Rxi−1 ∩R×)−1 if xi ≥ 2, and

similarly for yj and zk. Since n = d(x) + d(y) + d(z), then d(x), d(y), d(z) < n, so by

the induction hypothesis, we can assume that wx(a1, . . . , ar) = (· · · (a1a2)a3 · · · )ar and

so on. We have two cases:

Case 1: If xr ≥ 2, then ar = a−1 for some a ∈ Rxr−1 ∩R×.

(1) If r = 1, then (x, y, z) = (a−1, y, z) = 0, because d(a) ≤ xr − 1 ≤ d(x)− 1 and

so (a, y, z) = 0.

(2) If r ≥ 2, let a = (· · · (a1a2)a3 · · · )ar−1, then:

(x, y, z) = (aa, y, z)

= −(ay, ar, z) + ar(a, y, z) + y(a, a, z),

but d(a) ≤ d(a1) + · · · + d(ar−1) ≤ x1 + · · · + xr−1 and d(ar) ≤ xr, so

d(a) < d(x), hence:

(x, y, z) = −(ay, ar, z)

= −u(a, bz, u) = 0,

since (ay, a, z) = 0 as d(a) ≤ xr − 1 < xr so d(ay) + d(a) + d(z) < n.

Case 2: If xr = ys = zt = 1, then ar, bs, ct ∈ {u, v}, so we can assume without loss

of generality that ar = bs = u, then:

(x, y, z) = (au, bu, z)

= −(au, bz, u) + u(au, b, z) + z(au, b, u)

= −(au, bz, u)

= −u(a, bz, u) = 0.

�

It is also pertinent to revisit the well-known identity attributed to Hua, an important

element for the development of this paper. Let R be an unital alternative ring and let a, b

be any two elements of R with a, b, ab− 1 ∈ R×. Then Hua’s identity holds:

a− (a−1 + (b−1 − a)−1)−1 = aba.

3. ALTERNTATIVE DIVISION RINGS

In this section, we present theorems that address the Conjecture 1.2.

Theorem 3.1. Let D satisfy one of the following properties:

a) D is a noncommutative alternative division ring with Char(D) 6= 2.

b) D is a perfect field with Char(D) = 2.

Suppose f, g : D → D are additive maps satisfying (2):

f(x) + x2g(x−1) = 0

for all x ∈ D×. Then there exists a fixed element q ∈ D such that f(x) = xq and

g(x) = −xq for all x ∈ D.
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Proof. We proceed with the proof of Theorem 3.1 by delineating several steps.

Step 1: Consider an unital alternative ring D, and let f, g : D → D be additive maps

satisfying (2) for all x ∈ D×. Choose a ∈ D such that a, a − 1 ∈ D×. By invoking

Hua’s identity and exploiting the associativity of the division subring generated by {a, x}
for every x ∈ D, we derive:

(3) a2 = a− (a−1 + (1− a)−1)−1

and consequently:

f(a2) = f(a− (a−1 + (1− a)−1)−1)

= f(a)− f((a−1 + (1− a)−1)−1)

(2)
= f(a) + (a−1 + (1− a)−1)−2g(a−1 + (1− a)−1)

= f(a) + a2(1 − a)2g(a−1 + (1 − a)−1)

= f(a) + a2(1 − a)2(g(a−1) + g((1− a)−1))

= f(a) + a2(1 − a)2g(a−1) + a2(1− a)2g((1− a)−1)

(2)
= f(a)− a2(1− a)2a−2f(a)− a2(1− a)2(1− a)−2f(1− a)

= f(a)− (1 − a)2f(a)− a2f(1− a)

= f(a)− (1 − a)2f(a)− a2(f(1)− f(a))

= f(a)− (1 − a)2f(a)− a2f(1) + a2f(a)

= (1 + a2 − (1− a)2)f(a)− a2f(1)

= 2af(a)− a2f(1),

which can be succinctly expressed as:

(4) f(a2) = 2af(a)− a2f(1).

Step 2: Assume D satisfies either (a) or (b), and let f, g : D → D be additive maps

satisfying (2) for all x ∈ D×. In this scenario, D qualifies as an alternative division ring.

Consequently, for any a ∈ D, if a 6= 0 and a 6= 1, then a ∈ D× and a − 1 ∈ D×,

allowing us to apply (4). Moreover, (4) remains valid for a = 0 or a = 1. Define h(x) =
f(x)− xf(1) for all x ∈ D. Then h : D → D is additive and satisfies:

(5) h(x2) = 2xh(x)

for every x ∈ D.

a) In case (a), leveraging the Bruck and Kleinfeld Theorem, D manifests as either

an associative division algebra or an octonion division algebra over its center. We

can adopt the proof strategy from the Main Theorem of [4] for the associative case

and Theorem 5.1 of [2] for the octonion case to establish h(x) = 0 for all x ∈ D.

b) In case (b), for every x ∈ D, there exists r ∈ D such that r2 = x, implying

h(x) = h(r2) = 2rh(r) = 0.

Consequently, in both scenarios, we infer:

(6) f(x) = xf(1)

for all x ∈ D. Thus, for every x 6= 0, by invoking (2) with x−1 instead of x, we deduce:

f(x−1) + x−2g(x) = 0,
4



which, in turn, yields:

(7) g(x) = −xf(1).

Equation (7) holds for x = 0 as well. �

Now, we will prove the necessity of the condition of perfectness in Theorem 3.1, case

(b), by illustrating that in the non-perfect field D = Z2(t) of rational functions with coef-

ficients in Z2, there exist numerous solutions (f, g) to the functional equation (2), where f

and g are additive, aside from the standard one.

Theorem 3.2. Let D = Z2(t) be the field of rational functions with coefficients in Z2. For

any A,B ∈ D, there is exactly one pair (f, g) consisting of additive functions f, g : D →
D that satisfy f(1) = A, f(t) = B and the identity (2):

f(x) + x2g(x−1) = 0

for every x ∈ D such that x 6= 0.

Proof. 1) Uniqueness: Let f, g : D → D be additive functions that satisfy f(1) = A,

f(t) = B and (2) for all x 6= 0. Then, for every a, b ∈ D such that ab 6= 0, 1, by Hua

identity and the fact that D is a field with Char(D) = 2:

a2b = a+ (a−1 + (b−1 + a)−1)−1

we have:

f(a2b) = f(a+ (a−1 + (b−1 + a)−1)−1)
= f(a) + f((a−1 + (b−1 + a)−1)−1)
(2)
= f(a) + (a−1 + (b−1 + a)−1)−2g(a−1 + (b−1 + a)−1)
= f(a) + (a2b+ a)2g(a−1 + (b−1 + a)−1)
= f(a) + (a2b+ a)2(g(a−1) + g((b−1 + a)−1))
= f(a) + (a2b+ a)2g(a−1) + (a2b+ a)2g((b−1 + a)−1)
(2)
= f(a) + (a2b+ a)2a−2f(a) + (a2b+ a)2(b−1 + a)−2f(b−1 + a)
= f(a) + (ab+ 1)2f(a) + a2b2(a+ b−1)2(b−1 + a)−2f(b−1 + a)
= f(a) + (a2b2 + 1)f(a) + a2b2f(b−1 + a)
= a2b2f(a) + a2b2(f(b−1) + f(a))
= a2b2f(a) + a2b2f(b−1) + a2b2f(a)
(2)
= a2b2f(a) + a2b2b−2g(b) + a2b2f(a)
= a2b2f(a) + a2g(b) + a2b2f(a)
= a2g(b),

that is:

(8) f(a2b) = a2g(b).

By f(0) = g(0) = 0 and (2), the above equation (8) is also true for a, b ∈ D such that

ab = 0 or ab = 1. So (8) holds for all a, b ∈ D. By (8) with a = 1, for all b ∈ D we have

f(b) = g(b). So f = g and for all a ∈ D we have:

(9) f(a2b) = a2f(b).

For every n ∈ Z, by (9) with a = t and b = tn, we have:

(10) f(tn+2) = t2f(tn).

Therefore, using induction in n and (10), for all n ∈ Z we have:

f(t2n) = t2nA, f(t2n+1) = t2nB.
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Also, if P (t) is a polynomial with coefficients in Z2 and p ∈ Z, then it is easy to see that:

(11) f(P (t2)t2p) = P (t2)t2pA, f(P (t2)t2p+1) = P (t2)t2pB

and also:

(12) P (t2) = P (t)2.

Every element of x ∈ D can be represented by the form:

x =
P (t2) +Q(t2)t

R(t2) + S(t2)t
,

where P (t), Q(t), R(t), S(t) are polynomials with coefficients in Z2, so, by representing:

P (t) =

p̂
∑

p=0

Ppt
p, Q(t) =

q̂
∑

q=0

Qqt
q,

where Pp, Qq ∈ Z2 we have:

f(x) = f

(

P (t2) +Q(t2)t

R(t2) + S(t2)t

)

=

p̂
∑

p=0

Ppf

(

t2p

R(t2) + S(t2)t

)

+

q̂
∑

q=0

Qqf

(

t2q+1

R(t2) + S(t2)t

)

(2)
=

p̂
∑

p=0

Ppt
4p

(R(t2) + S(t2)t)2
f

(

R(t2) + S(t2)t

t2p

)

+

q̂
∑

q=0

Qqt
4q+2

(R(t2) + S(t2)t)2
f

(

R(t2) + S(t2)t

t2q+1

)

=

p̂
∑

p=0

Ppt
4pf(R(t2)t−2p + S(t2)t−2p+1)

(R(t2) + S(t2)t)2
+

q̂
∑

q=0

Qqt
4q+2f(R(t2)t−2q−1 + S(t2)t−2q)

(R(t2) + S(t2)t)2

(11)
=

p̂
∑

p=0

Ppt
4p(R(t2)t−2pA+ S(t2)t−2pB)

(R(t2) + S(t2)t)2
+

q̂
∑

q=0

Qqt
4q+2(R(t2)t−2q−2B + S(t2)t−2qA)

(R(t2) + S(t2)t)2

=

p̂
∑

p=0

Ppt
2p(R(t2)A+ S(t2)B)

(R(t2) + S(t2)t)2
+

q̂
∑

q=0

Qqt
2q(R(t2)B + S(t2)t2A)

R(t2) + S(t2)t

=
P (t2)(R(t2)A+ S(t2)B)

(R(t2) + S(t2)t)2
+

Q(t2)(R(t2)B + S(t2)t2A)

(R(t2) + S(t2)t)2

=
P (t2)R(t2) +Q(t2)S(t2)t2

(R(t2) + S(t2)t)2
A+

P (t2)S(t2) +Q(t2)R(t2)

(R(t2) + S(t2)t)2
B

=

(

P (t)R(t) +Q(t)S(t)t

R(t2) + S(t2)t

)2

A+

(

P (t)S(t) +Q(t)R(t)

R(t2) + S(t2)t

)2

B,

therefore:

(13) f
(

P (t2)+Q(t2)t
R(t2)+S(t2)t

)

=
(

P (t)R(t)+Q(t)S(t)t
R(t2)+S(t2)t

)2

A+
(

P (t)S(t)+Q(t)R(t)
R(t2)+S(t2)t

)2

B

2) Existence: It remains now to show that for any A,B ∈ D there exists a function f :
D → D such that (13) holds for any polynomials P (t), Q(t), R(t), S(t) with coefficients

in Z2, and to show that in fact f is additive, f(1) = A, f(t) = B and, if g = f , then f and

g satisfy (2) for all x 6= 0. We will divide this task into steps.
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2,1) We will show that there exists a function f : D → D satisfying (13) for any

polynomials P (t), Q(t), R(t), S(t) with coefficients in Z2. In other words, we will show

that the function f as described in (13) is well defined.

Let P (t), P̂ (t), Q(t), Q̂(r), R(t), R̂(t), S(t), Ŝ(t) be polynomials such that:

P (t2) +Q(t2)t

R(t2) + S(t2)t
=

P̂ (t2) + Q̂(t2)t

R̂(t2) + Ŝ(t2)t

Then:

(P (t2) +Q(t2)t)(R̂(t2) + Ŝ(t2)t) = (P̂ (t2) + Q̂(t2)t)(R(t2) + S(t2)t)

Hence:

(P (t2)R̂(t2) +Q(t2)Ŝ(t2)t2) + (P (t2)Ŝ(t2) +Q(t2)R̂(t2))t

= (P̂ (t2)R(t2) + Q̂(t2)S(t2)t2) + (P̂ (t2)S(t2) + Q̂(t2)R(t2))t

Both sides of the above equality are polynomials over t, so we can compare their coeffi-

cients and obtain the following equalities:

(14) P (t)R̂(t) +Q(t)Ŝ(t)t = P̂ (t)R(t) + Q̂(t)S(t)t

(15) P (t)Ŝ(t) +Q(t)R̂(t) = P̂ (t)S(t) + Q̂(t)R(t)

Multiplying (14) by R(t)R̂(t) and by S(t)Ŝ(t)t, and multiplying (15) by R(t)Ŝ(t)t and

by S(t)R̂(t)t, we obtain respectively:

P (t)R(t)R̂(t)2 +Q(t)R(t)R̂(t)Ŝ(t)t = P̂ (t)R̂(t)R(t)2 + Q̂(t)R̂(t)R(t)S(t)t

P (t)S(t)R̂(t)Ŝ(t)t+Q(t)S(t)Ŝ(t)2t2 = P̂ (t)Ŝ(t)R(t)S(t)t + Q̂(t)Ŝ(t)S(t)2t2

P (t)R(t)Ŝ(t)2t+Q(t)R(t)R̂(t)Ŝ(t)t = P̂ (t)Ŝ(t)R(t)S(t)t + Q̂(t)Ŝ(t)R(t)2t

P (t)S(t)R̂(t)Ŝ(t)t+Q(t)S(t)R̂(t)2t = P̂ (t)R̂(t)S(t)2t+ Q̂(t)R̂(t)R(t)S(t)t

By summing up the above four equations, and using Char(D) = 2 and (12), we obtain:

(P (t)R(t) +Q(t)S(t)t)(R̂(t2) + Ŝ(t2)t) = (P̂ (t)R̂(t) + Q̂(t)Ŝ(t)t)(R(t2) + S(t2)t)

so that:

(16)
P (t)R(t) +Q(t)S(t)t

R(t2) + S(t2)t
=

P̂ (t)R̂(t) + Q̂(t)Ŝ(t)t

R̂(t2) + Ŝ(t2)t

Now, multiplying (14) by S(t)R̂(t) and by R(t)Ŝ(t), and multiplying (15) by S(t)Ŝ(t)t

and by R(t)R̂(t), we obtain respectively:

P (t)S(t)R̂(t)2 +Q(t)S(t)R̂(t)Ŝ(t)t = P̂ (t)R̂(t)R(t)S(t) + Q̂(t)R̂(t)S(t)2t

P (t)R(t)R̂(t)Ŝ(t) +Q(t)R(t)Ŝ(t)2t = P̂ (t)Ŝ(t)R(t)2 + Q̂(t)Ŝ(t)R(t)S(t)t

P (t)S(t)Ŝ(t)2t+Q(t)S(t)R̂(t)Ŝ(t)t = P̂ (t)Ŝ(t)S(t)2t+ Q̂(t)Ŝ(t)R(t)S(t)t

P (t)R(t)R̂(t)Ŝ(t) +Q(t)R(t)R̂(t)2 = P̂ (t)R̂(t)R(t)S(t) + Q̂(t)R̂(t)R(t)2

By adding the above four equations, and using Char(D) = 2 and (12), we have:

(P (t)S(t) +Q(t)R(t))(R̂(t2) + Ŝ(t2)t) = (P̂ (t)Ŝ(t) + Q̂(t)R̂(t))(R(t2) + S(t2)t)

so that:

(17)
P (t)S(t) +Q(t)R(t)

R(t2) + S(t2)t
=

P̂ (t)Ŝ(t) + Q̂(t)R̂(t)

R̂(t2) + Ŝ(t2)t
7



We now square both sides of (16) and multiply by A, square both sides of (17) and multiply

by B, and add the equations thus obtained, to obtain:
(

P (t)R(t) +Q(t)S(t)t

R(t2) + S(t2)t

)2

A+

(

P (t)S(t) +Q(t)R(t)

R(t2) + S(t2)t

)2

B

=

(

P̂ (t)R̂(t) + Q̂(t)Ŝ(t)t

R̂(t2) + Ŝ(t2)t

)2

A+

(

P̂ (t)Ŝ(t) + Q̂(t)R̂(t)

R̂(t2) + Ŝ(t2)t

)2

B

2,2) Let us show that f is additive. Let x, y ∈ D, then, by bringing the fractions to a

common denominator, we can have polynomials P (t), P̂ (t), Q(t), Q̂(t), R(t), S(t) such

that:

x =
P (t2) +Q(t2)t

R(t2) + S(t2)t
, y =

P̂ (t2) + Q̂(t2)t

R(t2) + S(t2)t
,

thus:

x+ y =
(P (t2) + P̂ (t2)) + (Q(t2) + Q̂(t2))t

R(t2) + S(t2)t

therefore, using the fact that x 7→ x2 is additive in fields of characteristic 2:

f(x+ y)
(13)
=

(

(P (t) + P̂ (t))R(t) + (Q(t) + Q̂(t))S(t)t

R(t2) + S(t2)t

)2

A

+

(

(P (t) + P̂ (t))S(t) + (Q(t) + Q̂(t))R(t)

R(t2) + S(t2)t

)2

B

=

(

P (t)R(t) +Q(t)S(t)t

R(t2) + S(t2)t

)2

A+

(

P (t)S(t) +Q(t)R(t)

R(t2) + S(t2)t

)2

B

+

(

P̂ (t)R(t) + Q̂(t)S(t)t

R̂(t2) + Ŝ(t2)t

)2

A+

(

P̂ (t)S(t) + Q̂(t)R(t)

R(t2) + S(t2)t

)2

B

(13)
= f(x) + f(y).

2,3) Let us show that f(1) = A and f(t) = B. Indeed, we have:

1 =
1 + 0t

1 + 0t

so that:

f(1) =

(

1 · 1 + 0 · 0t

1 + 0t

)2

A+

(

1 · 0 + 0 · 1

1 + 0t

)2

B = A

Also, we have:

t =
0 + 1t

1 + 0t
thereby:

f(t) =

(

0 · 1 + 1 · 0t

1 + 0t

)2

A+

(

0 · 0 + 1 · 1

1 + 0t

)2

B = B

2,4) Let us show that, if g = f , then (f, g) satisfy (2) for all x 6= 0. Let x 6= 0, then we

have polynomials P (t), Q(t), R(t), S(t) such that:

x =
P (t2) +Q(t2)t

R(t2) + S(t2)t
,
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hence:

x−1 =
R(t2) + S(t2)t

P (t2) +Q(t2)t
,

therefore:

x2f(x−1)
(13)
=

(

P (t2) +Q(t2)t

R(t2) + S(t2)t

)2
(

(

R(t)P (t) + S(t)Q(t)t

P (t2) +Q(t2)t

)2

A+

(

R(t)Q(t) + S(t)P (t)

P (t2) +R(t2)t

)2

B

)

=

(

P (t)R(t) +Q(t)S(t)t

R(t2) + S(t2)t

)2

A+

(

P (t)S(t) +Q(t)R(t)

R(t2) + S(t2)t

)2

B

(13)
= f(x),

so that, by Char(D) = 2, we obtain:

f(x) + x2f(x−1) = 0.

Therefore, if g = f , then (f, g) satisties (2) for all x 6= 0.

Conclusion: Thus, given any A,B ∈ D, we have proven both the uniqueness and

existence of the additive functions f, g : D → D satisfying (2) for every x 6= 0. Therefore,

the theorem is established. �

4. SPLIT OCTONION ALGEBRAS

In this section, we delve into investigating Conjecture 1.1, which questions whether

the outcome of Theorem 3.1 extends to split octonion algebras. However, before delving

into this inquiry, let’s revisit some key points, including definitions and crucial results,

concerning this particular class of algebras.

Definition 4.1. A composition algebra is an F-algebra C equipped with a nondegenerate

quadratic form N : C → F over F that satisfies N(xy) = N(x)N(y) for any x, y ∈ C.

The function N is referred to as the norm of C.

An unital composition algebra is also known as a Hurwitz algebra. It’s important to

differentiate between Hurwitz algebras that have every element invertible and those that

do not. If a composition algebra contains non-zero isotropic elements (non-invertible), or

equivalently, if it possesses a non-zero element with zero norm, it is termed split. Con-

versely, a composition algebra without such elements is termed non-split. Furthermore,

it’s worth noting that a Hurwitz algebra is split if and only if it is not a division algebra.

An important subsequent result concerning composition algebras can be found on page 19

in [3].

Theorem 4.1. There exists a unique (up to isomorphism) split Hurwitz algebra over F for

each dimension 2,4, and 8.

Theorem 4.1 states that split octonion algebras are unique, therefore we can fix an alge-

bra basis that is not dependent on the field F.

In 2024, Bray et al. [1] constructed the following basis for the split octonion algebra.

Let I = {±0,±1,±ω,±ω̄} and consider the set of symbols B = {ei}i∈I . We define mul-

tiplication on the elements of B according to the following table in Figure 1 and consider

the eight-dimensional non-associative F-algebra generated by B. In other words, we get:

i) e1eω = −eωe1 = e−ω̄;

ii) e1e0 = e−0e1 = e1;

iii) e−1e1 = −e0 and e0e0 = e0;
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and their images under negating all subscripts (including 0), and multiplying all subscripts

by ω, where ω2 = ω̄ and ωω̄ = 1. All other products of basis vectors are 0.

e−1 eω̄ eω e0 e−0 e−ω e−ω̄ e1
e−1 0 0 0 0 e−1 eω̄ −eω −e0
eω̄ 0 0 −e−1 eω̄ 0 0 −e−0 e−ω

eω 0 e−1 0 eω 0 −e−0 0 −e−ω̄

e0 e−1 0 0 e0 0 e−ω e−ω̄ 0
e−0 0 eω̄ eω 0 e−0 0 0 e1
e−ω −eω̄ 0 −e0 0 e−ω 0 e1 0
e−ω̄ eω −e0 0 0 e−ω̄ −e1 0 0
e1 −e−0 −e−ω e−ω̄ e1 0 0 0 0

FIGURE 1. Multiplicative table of Os

Note that the multiplicative identity is given by e0 + e−0 = 1. For an element x =
∑

i∈I λiei of this algebra we define a trace:

T (x) = λ0 + λ−0

and norm:

N(x) = λ−1λ1 + λ−ω̄λω̄ + λ−ωλω + λ−0λ0.

Then it is easy to see that:

x2 = T (x)x−N(x).

Thus, for x such that N(x) 6= 0, we have:

x−1 = N(x)−1(T (x)− x).

Now we will state the main answer to the Conjecture 1.1.

Theorem 4.2. Let D be a split octonion algebra over a field F, and suppose f, g : D → D

are additive maps satisfying the identity (2):

f(x) + x2g(x−1) = 0

for all x ∈ D×. Then there exists a fixed element q ∈ D such that f(x) = xq and

g(x) = −xq for all x ∈ D.

We will divide it into some cases. First we consider the case where Char(F) 6= 2.

Proof. Let h(x) = f(x)−xf(1). Then h is additive, h(1) = 0 and, by Step 1 of the proof

of Theorem 3.1, for all x ∈ D such that x ∈ D× and 1− x ∈ D× we have:

(18) h(x2) = 2xh(x).

Now we divide it into some steps.

Step 1: We will prove that h(αei) = 0 for every α ∈ F and i ∈ {±1,±ω,±ω̄}. Indeed,

let α ∈ F, i ∈ {±1,±ω,±ω̄} and:

x = e0 − e−0 + eiω − e−iω + αei.

Then:

1− x = 2e−0 − eiω + e−iω − αei.

Thus T (x) = 0, N(x) = −2 and N(1− x) = −1, so, by Char(F) 6= 2, (18) holds. But:

x2 = T (x)x−N(x) = 2.
10



Hence by (18) we have h(2) = 2xh(x). But h(1) = 0, Char(F) 6= 2 and x ∈ D×, so

h(x) = 0, in other words:

(19) h(e0 − e−0 + eiω − e−iω + αei) = 0.

The above equation holds for all α ∈ F, in particular:

(20) h(e0 − e−0 + eiω − e−iω) = 0.

Therefore, for any α ∈ F, we have (19) and (20), so we conclude that h(αei) = 0.

Step 2: We will prove that h(ei) = 0 for i ∈ {±0}. Indeed, by (20) and Step 1 we

obtain h(e0) − h(e−0) = 0. Also h(1) = 0, so we have h(e0) + h(e−0) = 0. Because

Char(F) 6= 2, we obtain h(e0) = h(e−0) = 0.

Step 3: We will prove that h(α) = 0 for any α ∈ F. Indeed h(0) = 0, and let

α ∈ F \ {0} and:

x = e0 + αe1 + e−1.

Then:

1− x = e−0 − αe1 − e−1.

Thus T (x) = 1 and N(x) = N(1− x) = α, so (18) holds. But:

x2 = T (x)x−N(x) = x− α.

Hence, by (18), we have h(x − α) = 2xh(x), but by Steps 1 and 2 we have h(x) = 0, so

we obtain h(α) = 0.

Step 4: We will prove that h(αei) = 0 for all α ∈ F and i ∈ {±0}. Indeed let α ∈ F

and:

x = αe0 − αe−0 + (α2 + 1)e1 + e−1.

Then:

1− x = −(α− 1)e0 + (α+ 1)e−0 − (α2 + 1)e1 − e1.

Thus T (x) = 0, N(x) = 1 and N(1− x) = 2, so, by Char(F) 6= 2, (18) holds. But:

x2 = T (x)x−N(x) = −1.

Hence, by (18), we have h(−1) = 2xh(x). But h(1) = 0, Char(F) 6= 2 and x ∈ D×,

so h(x) = 0. Thus by Step 1 we obtain h(αe0) − h(αe−0) = 0. Also by Step 3 we have

h(αe0) + h(αe−0) = 0. Because Char(F) 6= 2, we obtain h(αe0) = h(αe−0) = 0.

Step 5: We will prove that f(x) = xf(1) for all x ∈ D. Indeed, for every element

x ∈ D is of the form x =
∑

i∈I λiei, so:

h(x) = h

(

∑

i∈I

λiei

)

=
∑

i∈I

h(λiei) = 0.

In other words, for every x ∈ D we have h(x) = 0, so f(x) = xf(1).
Step 6: We will conclude the proof. Indeed, for every x ∈ D×, by (2) with x−1 rather

than x, we obtain:

f(x−1) + x−2g(x) = 0,

we get:

g(x) + x2f(x−1) = 0.

This is (2) with f and g interchanged, so we can prove a result for g analogous to Step 5,

namely that g(x) = xg(1) for all x ∈ D. By (2) with x = 1, we have f(1) + g(1) = 0, so

that g(1) = −f(1), therefore we can let q = f(1). �

Now we consider the case Char(F) = 2.
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Proof. Let h(x) = f(x) + xf(1) and k(x) = g(x) + xg(1). Then the functions h, k are

additive and, by (2) with x = 1, so that f(1) + g(1) = 0, the functions h, k satisfy the

equation:

(21) h(x) + x2k(x−1) = 0

for all x ∈ D×. Also h(1) = k(1) = 0 and, by Step 1 of the proof of Theorem 3.1, for all

x ∈ D such that x ∈ D× and x+ 1 ∈ D× we have:

(22) h(x2) = 0.

Now we divide it into some steps.

Step 1: We will prove that h(αei) = 0 for every α ∈ F and i ∈ {±1,±ω,±ω̄}. Indeed,

let α ∈ F, i ∈ {±1,±ω,±ω̄} and:

x = e0 + eiω + e−iω + αei.

Then:

x+ 1 = e−0 + eiω + e−iω + αei.

Thus T (x) = 1 and N(x) = N(x+ 1) = 1, so (22) holds. But:

x2 = T (x)x+N(x) = x+ 1.

Hence, by (22), we have h(x+ 1) = 0, but h(1) = 0, so h(x) = 0, in other words:

(23) h(e0 + eiω + e−iω + αei) = 0.

The above equation holds for any α ∈ F, in particular:

(24) h(e0 + eiω + e−iω) = 0.

Therefore, for any α ∈ F, we have (23) and (24), so h(αei) = 0.

Step 2: We will prove that h(ei) = 0 for i ∈ {±0}. Indeed, by (24) and Step 1 we have

h(e0) = 0. Also h(1) = 0, so we have h(e0) + h(e−0) = 0. Therefore h(e−0) = 0.

Step 3: We will prove that h(α) = 0 for all α ∈ F. Indeed h(0) = 0, and let α ∈ F\{0}
and:

x = e0 + αe1 + e−1.

Then:

x+ 1 = e−0 + αe1 + e−1.

Thus T (x) = 1 and N(x) = N(x+ 1) = α, so (22) holds. But:

x2 = T (x)x+N(x) = x+ α.

Hence, by (22) we have h(x + α) = 0, but by Steps 1 and 2, we have h(x) = 0, so we

obtain h(α) = 0.

Step 4: For every x ∈ D×, then by (21) with x−1 in place of x we have:

h(x−1) + x−2k(x) = 0,

so we obtain:

k(x) + x2h(x−1) = 0.

This is (21) with h and k interchanged, so we can prove results for k that are analogous to

Steps 1 to 3.

Step 5: We will prove that h(αei) = k(αei) = 0 for all α ∈ F and i ∈ {±0}. By

Steps 2 and 4, we have h(αei) = k(αei) = 0 for α ∈ {0, 1} and i ∈ {±0}. Now let

α ∈ F \ {0, 1}, β ∈ F \ {0}, i ∈ {±0} and:

x = αei + βe1 + β−1e−1.
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Then T (x) = α and N(x) = 1, so x ∈ D× and:

x−1 = N(x)−1(T (x) + x) = αe−i + βe1 + β−1e−1,

x2 = T (x)x+N(x) = (α2 + 1)ei + e−i + αβe1 + αβ−1e−1.

By (21), we have h(x) = x2k(x−1), but by Steps 1 and 4 we have h(x) = h(αei) and

k(x−1) = k(αe−i), so:

(25) h(αei) = ((α2 + 1)ei + e−i + αβe1 + αβ−1e−1)k(αe−i).

In particular, applying the (25) for β = α and for β = α−1, we obtain:

h(αei) = ((α2 + 1)ei + e−i + α2e1 + e−1)k(αe−i),

h(αei) = ((α2 + 1)ei + e−i + e1 + α2e−1)k(αe−i).

By summing the above two equations, we obtain:

0 = ((α2 + 1)e1 + (α2 + 1)e−1)k(αe−i)

But:

N((α2 + 1)e1 + (α2 + 1)e−1) = (α2 + 1)2 = (α+ 1)4 6= 0.

Therefore k(αe−i) = 0. Now by (25) we have h(αei) = 0.

Step 6: We will conclude the proof. Let l ∈ {h, k}. For every element x ∈ D, then x

is of the form x =
∑

i∈I λiei, so:

l(x) = l

(

∑

i∈I

λiei

)

=
∑

i∈I

l(λiei) = 0.

In other words, for every x ∈ D we have l(x) = 0, so f(x) = xf(1) and g(x) = xg(1)
for all x ∈ D. Now take q = f(1) and remember that f(1) + g(1) = 0. �
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