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On some classes of Saphar type operators II

Ayoub Ghorbel and Snežana Č. Živković-Zlatanović

Abstract. The purpose of this paper is to explore additional properties
of left Drazin invertible, essentially left Drazin invertible, right Drazin
invertible, and essentially right Drazin invertible operators on Banach
spaces, building upon the groundwork laid in [8] and [19]. Specifically,
we propose alternative definitions for these operators and investigate
their behavior in powers. Furthermore, we employ a specific operator
decomposition to characterize these operators, providing a deeper un-
derstanding of their structure and properties. The operators we study
are distinguished from other operators bearing the same name in ex-
isting literature, see [1], [9]. By employing more refined definitions, we
uncover a broader range of properties for these operators, setting them
apart from their counterparts in the literature.
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1. Introduction

Let X be an infinite-dimensional complex Banach space and let B(X) be the
algebra of all linear bounded operators on X . For T ∈ B(X), let N (T ) de-
notes its kernel and R(T ) denotes its range, while a(T ) (resp., d(T ), ae(T ),
de(T )) denotes the ascent (resp., the descent, the essential ascent, the essen-
tial descent). If M and N are two closed T -invariant subspaces of X such
that X = M ⊕N , then we write T = TM ⊕ TN and say that T is completely
reduced by the pair (M,N), denoting this by (M,N) ∈ Red(T ).

Recall now that an operator T ∈ B(X) is called Drazin invertible if there
exist a nonnegative integer k and a (unique) bounded operator S such that
ST = TS, STS = S, ST k+1 = T k. The smallest k for which the definition is
valid is called the index of T .

http://arxiv.org/abs/2403.17981v1
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It is well known that Drazin invertible operators are a generalization of
invertible operators and that they can be characterized in different ways. For
instance, we have an equivalence between the following statements:

• T is Drazin invertible.
• a(T ) = d(T ) < ∞.
• There exist a pair (M,N) ∈ Red(T ) such that TM is invertible and TN

is nilpotent.

The last characterization is called the Kato decomposition of Drazin invert-
ible operators. In addition to that, Drazin invertible operators can be also
characterized in the following way:

Theorem 1.1. [12] Let T ∈ B(X). Then, the following two statements are
equivalent:

(i) T is Drazin invertible.
(ii) There exist operators S,R ∈ B(X) such that:

(a) T = S +R and SR = RS = 0.
(b) S is Drazin invertible with index 0 or 1.
(c) R is nilpotent.

Set

R1 = {T ∈ B(X) : a(T ) < ∞, R(T n) is closed for every n ≥ a(T)},

R2 = {T ∈ B(X) : d(T ) < ∞, R(T n) is closed for every n ≥ d(T)},

R3 = {T ∈ B(X) : ae(T ) < ∞, R(T n) is closed for every n ≥ ae(T)},

R4 = {T ∈ B(X) : de(T ) < ∞, R(T n) is closed for every n ≥ de(T)}.

It is well known that a bounded linear operator T acting on a Hilbert
space T belongs to R1 (resp., R2, R3, R4) if and only if it can be decomposed
into a direct sum of a nilpotent operator and a left invertible, (resp., right
invertible, left Fredholm, right Fredholm) operator [4, Theorem 3.12]. In [19]
it was proved that this is not valid in the general Banach space setting.
Namely, the class of bounded linear operators on a Banach space which are
characterized by the property that they can be decomposed into a direct
sum of a nilpotent operator and a left invertible (resp., right invertible, left
Fredholm, right Fredholm) operator can be a proper subset of the class R1

(resp., R2, R3, R4). For a bounded linear operators T acting on a Banach
space which belongs to the class R1 (resp., R2, R3, R4) to be represented as a
direct sum of a nilpotent operator and a left invertible (resp., right invertible,
left Fredholm, right Fredholm) operator it is necessary and sufficient that T
is of Saphar type, i.e. that the subspaces N (T ) ∩ R(T dis(T )) and R(T ) +
N (T dis(T )) are topologically complemented, where dis(T ) is the degree of
stable iteration of T (see [19, Theorems 4.13, 4.15, Corolarries 4.23. 4.24],
[8, Theorems 3.2,3.7]). Even though operators from the class R1 (resp., R2,
R3, R4) were previously known in other literature as left Drazin invertible
(resp., right Drazin inverible, essentially left Drazin invertible, essentially
right Drazin invertible) operators, we refer to them as upper Drazin invertible
(resp. lower Drazin invertible, essentially upper Drazin invertible, essentially
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lower Drazin invertible). We observed that the name left Drazin invertible
(resp., right Drazin inverible, essentially left Drazin invertible, essentially
right Drazin invertible) operators is more appropriate for operators that can
be represented as a direct sum of a nilpotent operator and a left invertible
(resp., right invertible, left Fredholm, right Fredholm) operator [8], [19].

The notion of Drazin invertibility has been relaxed in [8] by introducing
the class of left Drazin invertible operators and the class of right Drazin
invertible operators.

Definition 1.2. An operator T ∈ B(X) is called left Drazin invertible if p :=
a(T ) < ∞ and R(T )+N (T p) is topologically complemented, while T ∈ B(X)
is called right Drazin invertible if q := d(T ) < ∞ and N (T ) ∩ R(T q) is
topologically complemented.

Note that an operator T ∈ B(X) is Drazin invertible if and only if it
is left and right Drazin invertible. Also, note that the class of left Drazin
invertible operators subsumes the class of left invertible operators and that
the class of right Drazin invertible operators subsumes that of right invertible
operators. It turns out that left and right Drazin invertible operators possess
rich properties, the most important of which is, similar to the case of Drazin
invertible operators, the property of Kato decomposition.

Theorem 1.3. [8] Let T ∈ B(X). Then T is left (right) Drazin invertible if
and only if there exist a pair (M,N) ∈ Red(T ) such that TM is left (right)
invertible and TN is nilpotent.

More general classes of left and right Drazin invertible operators, which
are the classes of essentially left Drazin invertible and essentially right Drazin
invertible operators, have been introduced in [19] as follows:

Definition 1.4. An operator T ∈ B(X) is said to be essentially left Drazin
invertible if ae(T ) < ∞ and the subspace R(T ) +N (T dis(T )) is topologically
complemented, while T ∈ B(X) is said to be essentially right Drazin invertible
if de(T ) < ∞ and N (T ) ∩ R(T dis(T )) is topologically complemented, where
dis(T ) is the degree of stable iteration of T .

Similar to left (resp. right) Drazin invertible operators, essentially left
(resp. right) Drazin invertible operators can be characterized by the property
of Kato decomposition, namely, they can be decomposed into a direct sum
of a left (resp. right) Fredholm operator and a nilpotent one [19].

In this paper, we aim at developing additional properties of left Drazin
invertible, essentially left Drazin invertible, right Drazin invertible and es-
sentially right Drazin invertible operators on Banach spaces. The paper is
organized as follows. Section 2 contains some definitions and preliminary
results. In section 3, we prove that T ∈ B(X) is essentially left (resp. essen-
tially right) Drazin invertible if and only if ae(T ) < ∞ (resp., de(T ) < ∞)
and R(T n) and N (T n) are topologically complemented for every n ≥ ae(T )
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(resp., n ≥ de(T )). In that way the difference between essentially upper (resp.
essentially lower) Drazin invertible operators and essentially left (resp. essen-
tially right) Drazin invertible operators is more noticeable. Also we show
that T ∈ B(X) is left (resp. right, essentially left, essentially right) Drazin
invertible if and only if T is upper (resp. lower, essentially upper, essentially
lower) Drazin invertible and T can be decomposed into a direct sum of a
Saphar operator and a meromorphic operator. Furthermore, if d(T ) < ∞
(resp., de(T ) < ∞) for T ∈ B(X), we prove that T is right Drazin invertible
(resp. essentially right Drazin invertible) if and only if R(T n) and N (T n+1)
are topologically complemented in X for some n ≥ d(T ) (resp. n ≥ de(T )).
In section 4 the behavior of powers of (essentially) left Drazin invertible
and (essentially) right Drazin invertible operators are examined. Section 5
contains the corresponding results to Theorem 1.1 for left Drazin invertible
(resp., right Drazin inverible, essentially left Drazin, essentially right Drazin
invertible) operators. Finally, section 6 is devoted to investigating adjoints
of operators of Saphar type, and as a consequence, those of (essentially) left
Drazin invertible and (essentially) right Drazin invertible operators.

2. Definitions and preliminary results

Let X be an infinite-dimensional complex Banach space. We denote by X ′

the dual of X , and by T ′ the dual of T ∈ B(X). Here N (N0) denotes the set
of all positive (non-negative) integers, and C denotes the set of all complex
numbers. Recall the definitions of the ascent a(T ) and the descent d(T ) of
T : we say that T has finite ascent if the chain N (T 0) ⊆ N (T ) ⊆ N (T 2)...
becomes constant after a finite number of steps. The smallest n ∈ N0 such
thatN (T n) = N (T n+1) is defined to be a(T ). The descent is defined similarly
for the chain R(T 0) ⊇ R(T ) ⊇ R(T 2).... We define the infimum of the empty
set to be ∞. For T ∈ B(X) and n ∈ N0 we set αn(T ) = dim(N (T ) ∩
R(T n)) and βn(T ) = codim(R(T ) + N (T n)). The smallest integer n such
that αn(T ) < ∞ is defined to be the essential ascent ae(T ) of T , while the
smallest integer n such that βn(T ) < ∞ is defined to be the essential descent
de(T ) of T . If there is d ∈ N0 for which the sequence (N (T ) ∩ R(T n)) is
constant for n ≥ d, then T is said to have uniform descent for n ≥ d. For
T ∈ B(X) the degree of stable iteration dis(T ) is defined by:

dis(T ) = inf{n ∈ N0 : m ≥ n,m ∈ N =⇒ N (T ) ∩R(T n) = N (T ) ∩R(Tm)}.

An operator T ∈ B(X) is said to be quasi-Fredholm of degree d if there exists
a d ∈ N0 such that dis(T ) = d and R(T n) is closed for each n ≥ d. An
operator T ∈ B(X) is Kato if R(T ) is closed and N (T ) ⊂ R(T n) for every
n ∈ N0. We recall that T ∈ B(X) is Kato if and only if T is quasi-Fredholm
of degree 0.

An operator T ∈ B(X) is called upper (resp. lower) semi-Fredholm,
or T ∈ Φ+(X) (resp. T ∈ Φ−(X)) if α(T ) := dimN (T ) < ∞ and R(T )
is closed (resp. β(T ) := codimR(T ) < ∞), and it is said to be relatively
regular if R(T ) and N (T ) are topologically complemented subspaces of X .
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An operator T ∈ B(X) is called left (resp. right) Fredholm, or T ∈ Φl(X)
(resp. T ∈ Φr(X)) if it is relatively regular and upper (resp. lower) semi-
Fredholm.

If T ∈ B(X) is a relatively regular Kato operator, then we say that T
is a Saphar operator. The degree of a nilpotent operator T is the smallest
d ∈ N0 such that T d = 0. Let d ∈ N0. An operator T ∈ B(X) is said
to be of Saphar type of degree d if there exists a pair (M,N) ∈ Red(T )
such that TM is Saphar and TN is nilpotent of degree d. In that case, since
dis(TN ) = a(TN ) = d(TN ) = d and dis(TM ) = 0, it follows that dis(T ) =
max{dis(TM ), dis(TN )} = d. We recall that T ∈ B(X) is of Saphar type of
degree d if and only if it is a quasi-Fredholm operator with dis(T ) = d and the
subspaces R(T )+N (T d) and N (T )∩R(T d) are topologically complemented
[19, Theorem 4.2], [7, Theorem 4.1]. An operator T ∈ B(X) is said to admit
a generalized Saphar decomposition if there exists a pair (M,N) ∈ Red(T )
such that TM is Saphar and TN is quasinilpotent [6].

An operator T ∈ B(X) is meromorphic if its non-zero spectral points
are poles of its resolvent. We shall say T ∈ B(X) admits a generalized Saphar-
meromorphic decomposition if there exists a pair (M,N) ∈ Red(T ) such that
TM is Saphar and TN is meromorphic.

Let F , G and H be subspaces of X . We will copiously use the following
modular law:

if F ⊆ H , then (F +G) ∩H = F +G ∩H .

We shall recall the following algebraic isomorphisms as they are crucial for
our work.

Lemma 2.1. [10] For all k, i ∈ N, one has:

(i)
N (T i+k)

N (T i)
≃ N (T k) ∩R(T i).

(ii)
R(T i)

R(T i+k)
≃

X

R(T k) +N (T i)
.

Lemma 2.2. For all n ∈ N, one has:

(i) a(T ) ≤ na(T n).
(ii) d(T ) ≤ nd(T n).

We shall now recall Lemma 2.3 from [8].

Lemma 2.3. Let M and N be closed in X such that X = M ⊕ N . Let F
be a subspace of M and G be a subspace of N . Then, F ⊕G is topologically
complemented in X if and only if F is topologically complemented in M and
G is topologically complemented in N .

Lemma 2.4. Let M,N be subspaces of X such that M is topologically com-
plemented and N is finite-dimensional. Then M +N is a topologically com-
plemented subspace of X.

Proof. It follows from [17, Lemma 2.6]. �
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Lemma 2.5. [19] Let M be a topologically complemented subspace of X and
let N be a closed subspace of X such that codimN < ∞. Then M ∩ N is
topologically complemented in X.

Lemma 2.6. [19] Let M be complemented subspace of X and let M1 be a
closed subspace of X such that M ⊂ M1. Then M is complemented in M1.

Lemma 2.7. [19] For T ∈ B(X) let there exists a pair (M,N) ∈ Red(T ).
Then T is Saphar if and only if TM and TN are Saphar.

Proposition 2.8. Let T ∈ B(X). The following statements are equivalent:

(i) T is essentially left Drazin invertible.
(ii) ae(T ) < ∞ and N (T ) ∩ R(T n) and R(T ) + N (T n) are topologically

complemented for every n ≥ ae(T ).

Proof. (i)=⇒(ii): Let T be essentially left Drazin invertible. Then from the
equivalence (i)⇐⇒(iii) in [19, Theorem 4.11] it follows that R(T )+N (T n) is
topologically complemented for every n ≥ ae(T ). Since dim(N (T )∩R(T n)) =
αn(T ) < ∞ for every n ≥ ae(T ), we conclude that N (T )∩R(T n) is topolog-
ically complemented in X for every n ≥ ae(T ).

(ii)=⇒(i): It follows from the equivalence (i)⇐⇒(iii) in [19, Theorem
4.11]. �

Proposition 2.9. Let T ∈ B(X). The following statements are equivalent:

(i) T is essentially right Drazin invertible.
(ii) de(T ) < ∞ and N (T ) ∩ R(T n) and R(T ) + N (T n) are topologically

complemented for every n ≥ de(T ).

Proof. (i)=⇒(ii): Suppose that T is essentially right Drazin invertible. Then
from the equivalence (i)⇐⇒(iii) in [19, Theorem 4.12] it follows that N (T )∩
R(T n) is topologically complemented for every n ≥ de(T ). According to
[19, Proposition 4.10] we have that R(T n) is closed for every n ≥ de(T ).
Hence T−n(R(T n+1)) = R(T ) + N (T n) is closed for every n ≥ de(T ). As
codim(R(T ) +N (T n)) = βn(T ) < ∞ for every n ≥ de(T ), we conclude that
R(T ) +N (T n) is topologically complemented in X for every n ≥ de(T ).

(ii)=⇒(i): It follows from the equivalence (i)⇐⇒(iii) in [19, Theorem
4.12]. �

3. Equivalent definitions of (essentially) left Drazin invertible
and (essentially) right Drazin invertible operators

The following theorem provides necessary and sufficient conditions for an
upper (resp. lower, essentially upper, essentially lower) Drazin invertible op-
erator to be left (resp. lower, essentially upper, essentially lower) Drazin in-
vertible.

Theorem 3.1. Let T ∈ B(X) is an upper (resp. lower, essentially upper,
essentially lower) Drazin invertible operator. Then the following conditions
are equivalent:
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(i) T is left (resp. right, essentially left, essentially right) Drazin invertible.
(ii) T is of Saphar type.
(iii) T admits a generalized Saphar decomposition.
(iv) T admits a generalized Saphar-meromorphic decomposition.

Proof. (i)=⇒(ii) Suppose that T is left Drazin invertible. Then according to
[19, Corollary 4.23] it follows that T is of Saphar type.

(ii)=⇒(i) Let T be of Saphar type. Since T is upper Drazin invertible,
it follows that a(T ) < ∞. Now from [19, Corollary 4.23] we conclude that T
is left Drazin invertible.

(ii)=⇒(iii)=⇒(iv) It is clear.

(iv)=⇒(ii) Suppose that T admits a generalized Saphar-meromorphic
decomposition. Then there exists a pair (M,N) ∈ Red(T ) such that TM is
Saphar and TN is meromorphic. It follows that TN −λIN is Drazin invertible
for every λ ∈ C, λ 6= 0, and hence TN −λIN is upper Drazin invertible for ev-
ery λ 6= 0. Since T is upper Drazin invertible, we have that TN is upper Drazin
invertible. Therefore, {λ ∈ C : TN −λIN is not upper Drazin invertible} = ∅,
which according to [9, Corollary 3.15] implies that the Drazin spectrum of
TN is empty. Thus TN is Drazin invertible, and hence there exists a pair
(N1, N2) ∈ Red(TN) such that TN1

is invertible and TN2
is nilpotent. Apply-

ing Lemma 2.7 we obtain that TM ⊕ TN1
is Saphar. Consequently, T is of

Saphar type.

The rest of the assertions can be proved similarly. �

Therefore, an operator T ∈ B(X) is left (resp. right, essentially left,
essentially right) Drazin invertible if and only if T is upper (resp. lower, es-
sentially upper, essentially lower) Drazin invertible and admits a generalized
Saphar-meromorphic decomposition.

There exists a bounded linear operator T acting on a Banach space that
is bounded below (resp., surjective) with not complemented range (resp., null-
space) [5, Example 1.1]. This operator is upper (resp., lower) Drazin invert-
ible, and hence essentially upper (resp., essentially lower) Drazin invertible.
Also, this operator is of Kato type, but it is not of Saphar type (see [19, p.
170]), and hence according to Theorem 3.1 it does not admit a generalized
Saphar decomposition nor a generalized Saphar-meromorphic decomposition.
This example shows that for an upper (resp. lower, essentially upper, essen-
tially lower) Drazin invertible operator to be left (resp. right, essentially left,
essentially right) Drazin invertible it is not enough to be of Kato type. Also
this example shows that the condition that T admits a generalized Saphar-
meromorphic decomposition in the previous assertion can not be omitted.

By using Theorem 1.3, we have given in [8] an equivalent definition of
left Drazin invertible operators [8, Theorem 3.3]. We will show that the con-
verse implication in [8, Theorem 3.3] is merely a consequence of the following
lemma.
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Lemma 3.2. [7] Let T ∈ B(X) be such that N (T ) is topologically comple-
mented. If M is topologically complemented and M ⊆ R(T ), then T−1(M) is
topologically complemented.

Theorem 3.3. Let T ∈ B(X). The following statements are equivalent:

(i) T is left Drazin invertible.
(ii) a(T ) < ∞ and N (T n) and R(T n) are topologically complemented for

every n ≥ a(T ).
(iii) a(T ) < ∞ and there exists n ≥ a(T ) such that N (T n) and R(T n+1) are

topologically complemented.

Proof. (i)=⇒(ii) Suppose that T is left Drazin invertible. By Theorem 1.3
there exist closed T -invariant subspaces M and N such that X = M ⊕ N
and T = TM ⊕ TN where TM is left invertible and TN is nilpotent of degree
a(T ). For every n ≥ a(T ) we have that T n = T n

M ⊕ 0N , and so N (T n) =
N (T n

M )⊕N = N which is topologically complemented and R(T n) = R(T n
M ).

Since T n
M is left invertible it follows that R(T n

M ) is topologically comple-
mented in M . Applying Lemma 2.3 we conclude that R(T n) are topologically
complemented in X .

(ii)=⇒(iii): It is obvious.
(iii)=⇒(i): Assume that a(T ) < ∞, and N (T n) and R(T n+1) are topo-

logically complemented for some n ≥ a(T ). Since R(T ) + N (T n) =
T−n(R(T n+1)) and R(T n+1) ⊆ R(T n), from Lemma 3.2 it follows that
R(T )+N (T a(T )) = R(T )+N (T n) is topologically complemented. Therefore,
T is left Drazin invertible. �

Similar to the case of left Drazin invertible operators, we may come up
with an alternative definition of right Drazin invertible operators. This was
not done in [8] since at the time, the following lemma was not discovered yet.

Lemma 3.4. [7] Let T ∈ B(X) be such that R(T ) is topologically comple-
mented. If M is topologically complemented and N (T ) ⊆ M , then T (M) is
topologically complemented.

Theorem 3.5. Let T ∈ B(X). The following statements are equivalent:

(i) T is right Drazin invertible.
(ii) d(T ) < ∞ and N (T n) and R(T n) are topologically complemented for

every n ≥ d(T ).
(iii) d(T ) < ∞ and there exists n ≥ d(T ) such that N (T n+1) and R(T n) are

topologically complemented.

Proof. (i)=⇒(ii): If T is right Drazin invertible, then by Theorem 1.3, there
exist closed T -invariant subspaces M and N such that X = M ⊕ N and
T = TM ⊕ TN where TM is right invertible and T q

N = 0 where q := d(T ).
It follows that T n = T n

M ⊕ 0 for every n ≥ q. Hence, R(T n) = M which is
topologically complemented and N (T n) = N (T n

M ) ⊕ N . Since T n
M is right

invertible, N (T n
M ) is topologically complemented in M , so from Lemma 2.3

it follows that N (T n) is topologically complemented in X .
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(ii)=⇒(iii): It is clear.
(iii)=⇒(i): Assume that d(T ) < ∞ and that N (T n+1) and R(T n) are

topologically complemented for some n ≥ d(T ). Notice that T n(N (T n+1)) =
N (T )∩R(T n) = N (T )∩R(T d(T )). Since N (T n) ⊆ N (T n+1), it follows from
Lemma 3.4 that N (T ) ∩R(T d(T )) is topologically complemented. �

Our upcoming work heavily relies on the subsequent two lemmas.

Lemma 3.6. Let T ∈ B(X) and M be a paracomplete subspace (i.e. range of
a bounded operator) of X such that M ∩N (T ) is topologically complemented.
If T (M) is topologically complemented, then so is M .

Proof. Let N and G be closed subspaces of X such that T (M)⊕N = X and
(M ∩N (T ))⊕G = X . We claim that M is topologically complemented in X
by G ∩ T−1(N). Indeed, first we have:

M +G ∩ T−1(N) = M +M ∩N (T ) +G ∩ T−1(N)

= M + (M ∩ N (T ) +G) ∩ T−1(N)

= M +X ∩ T−1(N)

= M + T−1(N).

On the other hand, since T (M) ⊂ R(T ), one has:

T−1(T (M) +N) = T−1(T (M)) + T−1(N).

But

T−1(T (M)) = M +N (T ).

Thus,

X = T−1(X)

= T−1(T (M) +N)

= M +N (T ) + T−1(N)

= M + T−1(N).

Consequently,

M +G ∩ T−1(N) = X .

Now, if x ∈ M ∩ (G ∩ T−1(N)), then T (x) ∈ T (M) ∩N = {0} so that
x ∈ N (T ). Therefore, since M ∩G ∩ N (T ) = {0}, it follows that x = 0, and
whence X = M ⊕ (G ∩ T−1(N)). Now to finish the proof, since G ∩ T−1(N)
is closed, we only need to prove that M is closed. Towards this, we will apply
some results from Chapter II in [13]. Since M and N (T ) are paracomplete
and since T−1(T (M)) = M +N (T ) and M ∩N (T ) are closed, it follows from
[13, Proposition 2.1.1] that M is closed too. �

Lemma 3.7. Let T ∈ B(X) and M be paracomplete such that M + R(T ) is
topologically complemented. If T−1(M) is topologically complemented, then
so is M .
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Proof. Let N and H be closed such that T−1(M)⊕N = X and (M+R(T ))⊕
H = X . We claim that M is topologically complemented in X by T (N)⊕H .
Indeed, first, one has

T (T−1(M) +N) = TT−1(M) + T (N)

= M ∩R(T ) + T (N).

Hence

M ∩R(T ) + T (N) = R(T )

Since M +R(T ) +H = X , it follows that

M + (T (N)⊕H) = M +M ∩R(T ) + T (N) +H

= M +R(T ) +H

= X.

On the other hand, if x ∈ M ∩ (T (N) ⊕ H), then x = Tn + h for some
n ∈ N and h ∈ H . Hence, h = x − Tn so that h ∈ (M +R(T )) ∩H = {0}.
Therefore, n ∈ T−1(M) ∩N = {0} which implies that x = 0. Summing up,
M⊕(T (N)⊕H) = X . We shall lastly prove that M and T (N)⊕H are closed.
But this is a consequence of [13, Proposition 2.1.1] since M and T (N) ⊕H
are paracomplete (CH. II [13]) and M + (T (N)⊕H) and M ∩ (T (N)⊕H)
are closed. �

Similar to left and right Drazin invertible operators, essentially left and
right Drazin invertible operators can be equivalently defined in the following
manner.

Theorem 3.8. Let T ∈ B(X). The following statements are equivalent:

(i) T is essentially left Drazin invertible.
(ii) ae(T ) < ∞ and N (T n) and R(T n) are topologically complemented for

every n ≥ ae(T ).
(iii) ae(T ) < ∞ and there exists n ≥ ae(T ) such that N (T n) and R(T n+1)

are topologically complemented.

Proof. (i)=⇒(ii): Suppose that T is essentially left Drazin invertible. Then
ae(T ) ≤ dis(T ) < ∞. From the proof of the implication (iv)=⇒(v) in [19,
Theorem 4.13] it follows that there exist closed T -invariant subspaces M and
N such that X = M ⊕N and T = TM ⊕ TN where TM is left Fredholm and
T d
N = 0 for d := dis(T ). For every n ≥ d we have that T n = T n

M ⊕ 0N , and
so R(T n) = R(T n

M ) and N (T n) = N (T n
M ) ⊕ N . Since T n

M is left Fredholm
it follows that R(T n

M ) and N (T n
M ) are topologically complemented in M .

Applying Lemma 2.3, we conclude that N (T n) and R(T n) are topologically
complemented in X for every n ≥ d.

If ae(T ) = d, then we have that N (T n) and R(T n) are topologically
complemented for every n ≥ ae(T ). Suppose that ae(T ) < d. Then ae(T ) ≤
d−1 and hence according to Proposition 2.8 the subspace N (T )∩R(T d−1) is
topologically complemented. SinceR(T d−1) is paracomplete and T (R(T d−1))
= R(T d) is topologically complemented, from Lemma 3.6, it follows that
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R(T d−1) is topologically complemented. By repeating this method we can
conclude that R(T n) is complemented for every n ≥ ae(T ). On the other
side, by Proposition 2.8, we have that R(T )+N (T d−1) is topologically com-
plemented. As N (T d−1) is paracomplete and since T−1(N (T d−1)) = N (T d)
is topologically complemented, Lemma 3.7 ensures that N (T d−1) is topolo-
gically complemented. By repeating this method we can conclude thatN (T n)
is complemented for every n ≥ ae(T ).

(ii)=⇒(iii): It is obvious.
(iii)=⇒(i): It follows from [19, Theorem 4.13]. �

Theorem 3.9. Let T ∈ B(X). The following statements are equivalent:

(i) T is essentially right Drazin invertible.
(ii) de(T ) < ∞ and N (T n) and R(T n) are topologically complemented for

every n ≥ de(T ).
(iii) de(T ) < ∞ and there exists n ≥ de(T ) such that N (T n+1) and R(T n)

are topologically complemented.

Proof. (i)=⇒(ii): From [19, Theorem 4.15] and Lemma 2.3, similarly to the
proof of the implication (i)=⇒(ii) in Theorem 3.8 we conclude that N (T n)
and R(T n) are topologically complemented for every n ≥ dis(T ). Further
by using Poposition 2.9, Lemma 3.6, Lemma 3.7 and the same method as
in the proof of Theorem 3.8, we can conclude that N (T n) and R(T n) are
topologically complemented for every n ≥ de(T ).

(ii)=⇒(iii): It is obvious.
(iii)=⇒(i): Suppose that de(T ) < ∞ and let N (T n+1) and R(T n) be

topologically complemented for some n ≥ de(T ). As in the proof of Theo-
rem 3.5, applying Lemma 3.4 we obtain that N (T ) ∩R(T n) is topologically
complemented. Using the equivalence (i)⇐⇒(iv) in [19, Theorem 4.12] we
conclude that T is essentially right Drazin invertible. �

4. Powers of (essentially) left Drazin invertible and
(essentially) right Drazin invertible operators

In this section, we will be interested in investigating the behaviour of powers
of left (resp. right) and essentially left (resp. essentially right) Drazin invert-
ible operators. Towards this, we shall begin with the following proposition.

Proposition 4.1. Let T ∈ B(X).

(i) If T is (essentially) left Drazin invertible, then T n is (essentially) left
Drazin invertible for all n ∈ N.

(ii) If T is (essentially) right Drazin invertible, then T n is (essentially) right
Drazin invertible for all n ∈ N.

Proof. (i) If T is (essentially) left Drazin invertible, then by Theorem 1.3
([19, Theorem 4.13]), there exist closed T -invariant subspaces M and N of
X such that X = M ⊕N and T = TM ⊕ TN where TM is left invertible (left
Fredholm) and TN is nilpotent. For any n ∈ N, we have T n = T n

M ⊕ T n
N . But
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T n
M is left invertible (left Fredholm) and T n

N is nilpotent. Thus, T n is left
Drazin invertible, again by Theorem 1.3 ([19, Theorem 4.13]).

(ii) This can be proved in a way similar to part (i). �

What if Tm is a left or an essentially left Drazin invertible operator
for some m ∈ N, what do we expect for T ? We answer this question in the
subsequent theorems.

Theorem 4.2. Let T ∈ B(X). If Tm is left Drazin invertible for some m ∈ N,
then T is left Drazin invertible.

Proof. Assume that Tm is left Drazin invertible for some m ∈ N. Let d :=
a(Tm). From Lemma 2.2 (i) it follows that p := a(T ) ≤ md. According to
the equivalence (i)⇐⇒(iii) in Theorem 3.3, to prove that T is left Drazin
invertible it suffices to prove that N (Tmd) and R(Tmd+1) are topologically
complemented.

Since Tm is left Drazin invertible, from the equivalence (i)⇐⇒(ii) in
Theorem 3.3 it follows that N ((Tm)d) = N (Tmd) and R((Tm)d+1) =
R(Tmd+m) are topologically complemented. Notice that Tm−1(R(Tmd+1)) =
R(Tmd+m). Also, since a(T ) ≤ md, we know from Lemma 2.1 (i) that
N (Tm−1) ∩ R(Tmd+1) = {0}. On the other hand, R(Tmd+1) is paracom-
plete. So an application of Lemma 3.6 gives that R(Tmd+1) is topologically
complemented and the proof is completed. �

Theorem 4.3. Let T ∈ B(X). If Tm is essentially left Drazin invertible for
some m ∈ N, then T is essentially left Drazin invertible.

Proof. Let Tm be essentially left Drazin invertible for somem ∈ N. Then d :=
ae(T

m) < ∞. From the inequality αmn(T ) ≤ αn(T
m), n ∈ N [16, p. 137], we

have that ae(T ) ≤ mae(T
m) = md. According to the equivalence (i)⇐⇒(iii)

in Theorem 3.8, to prove that T is essentially left Drazin invertible it suffices
to prove that N (Tmd) and R(Tmd+1) are topologically complemented.

As Tm is essentially left Drazin invertible, from the equivalence (i)⇐⇒
(ii) in Theorem 3.8 it follows that N ((Tm)d) = N (Tmd) and R((Tm)d+1) =
R(Tmd+m) are topologically complemented. We have that

dim(N (Tm) ∩R(Tmd)) = αd(T
m) < ∞,

and hence dimT (N (Tm) ∩ R(Tmd)) < ∞. Since T (N (Tm) ∩ R(Tmd)) =
N (Tm−1) ∩ R(Tmd+1), we obtain that N (Tm−1) ∩ R(Tmd+1) is topologi-
cally complemented. As R(Tmd+1) is paracomplete and Tm−1(R(Tmd+1)) =
R(Tmd+m) is topologically complemented, from Lemma 3.6 it follows that
R(Tmd+1) is topologically complemented. �

By combining Proposition 4.1 (i) and Theorems 4.2 and 4.3, the follow-
ing result arises.

Theorem 4.4. For T ∈ B(X), the following statements are equivalent:

(i) T is (essentially) left Drazin invertible.
(ii) T n is (essentially) left Drazin invertible for all n ∈ N.
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(iii) T n is (essentially) left Drazin invertible for some n ∈ N.

Now, we switch the focus to right and essentially right Drazin invertible
operators.

Theorem 4.5. Let T ∈ B(X). If Tm is right Drazin invertible for some m ∈ N,
then T is right Drazin invertible.

Proof. Assume that Tm is right Drazin invertible for some m ∈ N. Let d :=
d(Tm). From Lemma 2.2 (ii) it follows that d(T ) ≤ md. According to the
equivalence (i)⇐⇒(iii) in Theorem 3.5, in order to prove that T is right Drazin
invertible, it suffices to prove that N (Tmd+1) and R(Tmd) are topologically
complemented.

Since Tm is right Drazin invertible, from the equivalence (i)⇐⇒(ii) in
Theorem 3.5 it follows that N ((Tm)d+1) = N (Tmd+m) and R((Tm)d) =
R(Tmd) are topologically complemented. Notice that T−(m−1)(N (Tmd+1)) =
N (Tmd+m). Also, since d(T ) ≤ md, we know from Lemma 2.1 (ii) that
R(Tm−1) + N (Tmd+1) = X . As the subspace N (Tmd+1) is paracomplete,
an application of Lemma 3.7 gives that N (Tmd+1) is topologically comple-
mented and the proof is completed. �

Theorem 4.6. Let T ∈ B(X). If Tm is essentially right Drazin invertible for
some m ∈ N, then T is essentially right Drazin invertible.

Proof. Let Tm be essentially right Drazin invertible for some m ∈ N. Then
d := de(T

m) < ∞. From [16, Lemma 3] it follows that de(T ) ≤ mde(T
m) =

md. According to the equivalence (i)⇐⇒(iii) in Theorem 3.9, to prove that T
is essentially right Drazin invertible it suffices to prove that N (Tmd+1) and
R(Tmd) are topologically complemented.

As Tm is essentially right Drazin invertible, according to the equivalence
(i)⇐⇒(ii) in Theorem 3.9 we obtain that N ((Tm)d+1) = N (Tmd+d) and
R((Tm)d) = R(Tmd) are topologically complemented. Since

codim(R(Tm) +N (Tmd)) = βd(T
m) < ∞,

we have that codimT−1(R(Tm) + N (Tmd)) < ∞. From [16, Lemma 12] it
follows that R(Tm) +N (Tmd) is closed and hence T−1(R(Tm) + N (Tmd))
is closed. Since T−1(R(Tm) + N (Tmd)) = R(Tm−1) + N (Tmd+1), we get
that R(Tm−1) +N (Tmd+1) is topologically complemented. As N (Tmd+1) is
paracomplete and T−(m−1)(N (Tmd+1)) = N (Tmd+m) is topologically com-
plemented, Lemma 3.7 ensures thatN (Tmd+1) is topologically complemented
and the proof is completed. �

As a consequence of Proposition 4.1 (ii) and Theorems 4.5 and 4.6, one
can draw the conclusion that:

Theorem 4.7. For T ∈ B(X), the following statements are equivalent:

(i) T is (essentially) right Drazin invertible.
(ii) T n is (essentially) right Drazin invertible for all n ∈ N.
(iii) T n is (essentially) right Drazin invertible for some n ∈ N.
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5. Another decomposition of (essentially) left Drazin invertible
and (essentially) right Drazin invertible operators

The purpose in this section is to prove a corresponding result to Theorem 1.1
for (essentially) left Drazin invertible and (essentially) right Drazin invertible
operators. Towards this, we begin by proving such a result for operators of
Saphar type. This result complements [7, Theorem 5.2].

Theorem 5.1. Let T ∈ B(X). The following statements are equivalent:

(i) T is of Saphar type.
(ii) There exist operators S,R ∈ B(X) such that T = S+R, SR = RS = 0,

S is of Saphar type, dis(S) ≤ 1 and R is nilpotent.
(iii) There exist operators S,R ∈ B(X) such that T = S+R, SR = RS = 0,

S is of Saphar type and R is nilpotent.

Proof. (i)=⇒(ii): It is proved in [7, Theorem 5.2].
(ii)=⇒(iii) is trivial.
(iii)=⇒(i): Suppose that there exist operators S,R ∈ B(X) such that

T = S+R and SR = RS = 0, S is of Saphar type and R is nilpotent of some
degree d. As RS = 0, we get that

N (T ) ∩R(Sn) = N (S) ∩R(Sn) for all n ∈ N.

Since SR = RS = 0, it follows that T n = Sn for all n > d, and so for all
n > d, it holds:

N (T ) ∩R(T n) = N (T ) ∩R(Sn)

= N (S) ∩R(Sn).

Let r = max{d, dis(S)}. Then for all n ≥ r, we have that

N (T ) ∩R(T n) = N (S) ∩R(Sdis(S)).

Therefore, T has uniform descent for n ≥ r and N (T )∩R(T r) is topologically
complemented.

We shall prove that R(T ) +N (T n) = R(S) +N (Sn) for all n ≥ d. Let
y ∈ R(T )+N (T n). Then y = T (x)+z where z ∈ N (T n). As T n = Sn we have
that y = (S +R)(x) + z = S(x) +R(x) + z which belongs to R(S) +N (Sn).
Thus R(T ) + N (T n) ⊆ R(S) + N (Sn). Now, the converse inclusion can
be demonstrated in the same way. Consequently, R(T ) + N (T r) = R(S) +
N (Sdis(S)) and hence R(T )+N (T r) is topologically complemented. Applying
[19, Theorem 4.2] we conclude that T is of Saphar type. �

Theorem 5.2. Let T ∈ B(X). The following statements are equivalent:

(i) T is left Drazin invertible.
(ii) There exist operators S,R ∈ B(X) such that:

(a) T = S +R and SR = RS = 0,
(b) S is left Drazin invertible with ascent 0 or 1,
(c) R is nilpotent.

(iii) There exist operators S,R ∈ B(X) such that:
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(a) T = S +R and SR = RS = 0,
(b) S is left Drazin invertible,
(c) R is nilpotent.

Proof. (i) ⇒ (ii) Suppose that T is left Drazin invertible. Then a(T ) < ∞.
From [19, Corollary 4.23] it follows that T is of Saphar type. According
to Theorem 5.1 there exist operators S,R ∈ B(X) such that T = S + R,
SR = RS = 0, S is of Saphar type, dis(S) ≤ 1 and R is nilpotent. Since
TR = RT , from [11, Theorem 2.2] it follows that a(S) < ∞. As dis(S) = a(S)
we conclude that a(S) ≤ 1. Using [19, Corollary 4.23] we get that S is left
Drazin invertible.

(ii) ⇒ (iii) It is obvious.
(iii) ⇒ (i) Assume now that there exist operators S,R ∈ B(X) such

that T = S + R and SR = RS = 0, S is left Drazin invertible and R is
nilpotent. Then S is of Saphar type according to [19, Corollary 4.23]. Now
from the equivalence (iii)⇐⇒(i) in Theorem 5.1 it follows that T is of Saphar
type, while from [11, Theorem 2.2] it follows that a(T ) < ∞. Using [19,
Corollary 4.23] we obtain that T is left Drazin invertible. �

Theorem 5.3. Let T ∈ B(X). The following statements are equivalent:

(i) T is right Drazin invertible.
(ii) There exist operators S,R ∈ B(X) such that:

(a) T = S +R and SR = RS = 0,
(b) S is right Drazin invertible with descent 0 or 1,
(c) R is nilpotent.

(iii) There exist operators S,R ∈ B(X) such that:
(a) T = S +R and SR = RS = 0,
(b) S is right Drazin invertible,
(c) R is nilpotent.

Proof. It may be proved by using [19, Corollary 4.24], Theorem 5.1 and [11,
Theorem 2.2] in a similar way to Theorem 5.2. �

The goal now is to prove a corresponding result to Theorem 5.1 for
essentially left Drazin invertible and essentially right Drazin invertible oper-
ators.

Theorem 5.4. Let T ∈ B(X). The following two statements are equivalent:

(i) T is essentially left Drazin invertible.
(ii) There exist operators S,R ∈ B(X) such that:

(a) T = S +R and SR = RS = 0,
(b) S is essentially left Drazin invertible with essential ascent 0 or 1,
(c) R is nilpotent.

(iii) There exist operators S,R ∈ B(X) such that:
(a) T = S +R and SR = RS = 0,
(b) S is essentially left Drazin invertible,
(c) R is nilpotent.
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Proof. (i) ⇒ (ii) Suppose that T is essentially left Drazin invertible. From
[19, Theorem 4.13] it follows that there exist closed T -invariant subspaces
M and N of X such that X = M ⊕ N and T = TM ⊕ TN where TM is left
Fredholm and T p

N = 0 where p = dis(T ). Let S = TM ⊕0N and R = 0M ⊕TN .
Then S +R = T , SR = RS = 0 and Rp = 0.

As N (S) = N (TM )⊕N and R(S) = R(TM ) ⊂ M , we have that

N (S) ∩R(S) = (N (TM ) +N) ∩R(TM ) ⊂ (N (TM ) +N) ∩M

= N (TM ) + (N ∩M) = N (TM )

so that dim(N (S) ∩R(S)) ≤ dim(N (TM ) < ∞. Consequently, ae(S) ≤ 1.
Further, we have:

R(S) +N (S) = R(TM ) +N (TM ) +N. (5.1)

Since TM s left Fredholm, we have that R(TM ) is topologically complemented
in M and that dimN (TM ) < ∞. Lemma 2.4 ensures that R(TM )+N (TM ) is
topologically complemented in M . Now from (5.1) and Lemma 2.3 it follows
that R(S)+N (S) is topologically complemented in X . Using the equivalence
(i)⇐⇒(iv) in [19, Theorem 4.11] we conclude that S is essentially left Drazin
invertible.

(ii) ⇒ (iii) It is clear.
(iii) ⇒ (i) Suppose that there exist operators S,R ∈ B(X) such that

T = S + R and SR = RS = 0, S is essentially left Drazin invertible and
R is nilpotent. Then S is of Saphar type according to [19, Theorem 4.13].
Theorem 5.1 ensures that T is of Saphar type. From [3, Proposition 3.1] it
follows that ae(T ) < ∞. Using the equivalence (i)⇐⇒(iv) in [19, Theorem
4.13] we get that T is essentially left Drazin invertible. �

Remark 5.5. The implication (i) ⇒ (ii) in Theorem 5.4 can be also proved
by using Theorem 5.1 and [3, Proposition 3.1] analogously to the proof of
the implication (i) ⇒ (ii) in Theorem 5.2. Namely, from the fact that T is
essentially left Drazin invertible it follows that ae(T ) < ∞ and T is of Saphar
type according to [19, Theorem 4.13]. Theorem 5.1 ensures that there exist
operators S,R ∈ B(X) such that T = S + R, SR = RS = 0, S is of Saphar
type, dis(S) ≤ 1 and R is nilpotent. Since TR = RT , from [3, Proposition 3.1]
it follows that ae(S) < ∞. As ae(S) ≤ dis(S) we conclude that ae(S) ≤ 1.
Using [19, Theorem 4.13] we get that S is essentially left Drazin invertible.

Theorem 5.6. Let T ∈ B(X). The following statements are equivalent:

(i) T is essentially right Drazin invertible.
(ii) There exist operators S,R ∈ B(X) such that:

(a) T = S +R and SR = RS = 0,
(b) S is essentially right Drazin invertible with essential descent 0 or

1,
(c) R is nilpotent.

(iii) There exist operators S,R ∈ B(X) such that:
(a) T = S +R and SR = RS = 0,
(b) S is essentially right Drazin invertible,
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(c) R is nilpotent.

Proof. (i) ⇒ (ii) Suppose that T is essentially right Drazin invertible. From
the proof of the implication (iv)=⇒(v) in [19, Theorem 4.15] it follows that
there exist closed T -invariant subspacesM and N of X such that X = M⊕N
and T = TM ⊕TN where TM is right Fredholm and T p

N = 0 where p = dis(T ).
Let define bounded operators S and R to be: S = TM⊕0N and R = 0M⊕TN .
Then S +R = T , SR = RS = 0, Rp = 0 and

N (S) +R(S) = (N (TM ) +R(TM )) +N. (5.2)

Since TM is right Fredholm it follows that dim(M/R(TM )) < ∞, and so
dim(M/(N (TM )+R(TM )) < ∞. Now from (5.2) we obtain that codim(N (S)+
R(S)) < ∞, and so de(S) ≤ 1. Since R(S) = R(TM ) is closed in M , it follows
that R(S) is closed in X .

We have that

R(S) ∩ N (S) = R(TM ) ∩ (N (TM ) +N) = R(TM ) ∩ N (TM ). (5.3)

Since N (TM ) is topologically complemented in M and dim(M/R(TM )) <
∞, from Lemma 2.5 it follows that R(TM ) ∩ N (TM ) is topologically com-
plemented in M . From (5.3) according to Lemma 2.3 we conclude that
R(S) ∩ N (S) is topologically complemented in X . Using the equivalence
(i)⇐⇒(iv) in [19, Theorem 4.12] we obtain that S is essentially right Drazin
invertible.

(ii) ⇒ (iii) It is clear.
(iii) ⇒ (i) It can be proved by using [19, Theorem 4.15], Theorem 5.1

and [2, Theorem 3.1] similarly to the proof of the implication (iii) ⇒ (i) in
Theorem 5.4. �

Remark 5.7. The implication (i) ⇒ (ii) in Theorem 5.6 can be also proved by
using [19, Theorem 4.15], Theorem 5.1 and [2, Theorem 3.1], analogously to
the proof for essentially left Drazin invertible operators presented in Remark
5.5.

6. Adjoint of (essentially) left Drazin invertible and
(essentially) right Drazin invertible operators

In this section, we study the adjoint of (essentially) left Drazin invertible
and (essentially) right Drazin invertible operators. To this end, we begin by
investigating the adjoint of an operator of Saphar type.

Proposition 6.1. Let T ∈ B(X) be of Saphar type of degree d. Then T ′ is of
Saphar type of degree d.

Proof. From [7, Theorem 4.4] it follows that there exists a projection P ∈
B(X), such that TP = PT , T + P is Saphar and TP is nilpotent. Then
P ′ ∈ B(X ′) is a projection, (TP )′ = T ′P ′ = P ′T ′ is nilpotent. Since T +P is
Kato, from [15, Corollary 12.4] it follows that (T +P )′ = T ′+P ′ is Kato, and
since T+P is relatively regular, we have that T ′+P ′ is relatively regular. Thus
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T ′ + P ′ is Saphar. From [14, Lemma 4] it follows that dis(T ′) = dis(T ) = d.
Again using [7, Theorem 4.4] we conclude that T ′ is of Saphar type of degree
d. �

For M ⊂ X the annihilator of M is defined by

M⊥ = {f ∈ X ′ : f(x) = 0 for all x ∈ M}.

Corollary 6.2. Let T ∈ B(X). Then the following implications hold:

(i) T is left Drazin invertible =⇒ T ′ is right Drazin invertible.
(ii) T is right Drazin invertible =⇒ T ′ is left Drazin invertible.
(iii) T is essentially left Drazin invertible =⇒ T ′ is essentially right Drazin

invertible.
(iv) T is essentially right Drazin invertible =⇒ T ′ is essentially left Drazin

invertible.

Proof. (i) Let T be left Drazin invertible. From the equivalence (i)⇐⇒(ii) in
[19, Corollary 4.23] it follows that T is of Saphar type and a(T ) < ∞. Hence
T is quasi-Fredholm with dis(T ) = a(T ), and so R(T n) is closed for every
n ≥ a(T ). Then, according to the proof of [18, Lemma 2.12] we have that
d(T ′) = a(T ) < ∞. From Proposition 6.1, it follows that T ′ is of Saphar type.
Applying the equivalence (i)⇐⇒(ii) in [19, Corollary 4.23] we conclude that
T ′ is right Drazin invertible.

(ii) This can be proved by using [19, Corollaries 4.23 and 4.24] and
Proposition 6.1 in a similar way to part (i).

(iii) Suppose that T is essentially left Drazin invertible. Then from the
equivalence (i)⇐⇒(iv) in [19, Theorem 4.13] it follows that T is of Saphar type
and ae(T ) < ∞. Let d = ae(T ). Then αd(T ) < ∞ and R(T n) is closed for
every n ≥ d. From Lemma 2.1 and [18, Lemma 2.2] it follows that αd(T ) =

dimN (T d+1)/N (T d) = dimN (T d)⊥/N (T d+1)⊥ = dimR(T ′d)/R(T ′d+1
) =

βd(T
′), and hence de(T

′) ≤ d. Since T ′ is of Saphar type according to Propo-
sition 6.1, from [19, Theorem 4.15] it follows that T ′ is essentially right Drazin
invertible.

(iv) This can be proved in a similar way to part (iii). �
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