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Abstract

Reinforcement learning (RL) algorithms have become indispensable tools in artificial intelligence,
empowering agents to acquire optimal decision-making policies through interactions with their
environment and feedback mechanisms. This study explores the performance of RL agents in both
two-dimensional (2D) and three-dimensional (3D) environments, aiming to research the dynamics of
learning across different spatial dimensions. A key aspect of this investigation is the absence of
pre-made libraries for learning, with the algorithm developed exclusively through computational
mathematics. The methodological framework centers on RL principles, employing a Q-learning agent
class and distinct environment classes tailored to each spatial dimension. The research aims to address
the question: How do reinforcement learning agents adapt and perform in environments of
varying spatial dimensions, particularly in 2D and 3D settings? Through empirical analysis, the
study evaluates agents' learning trajectories and adaptation processes, revealing insights into the
efficacy of RL algorithms in navigating complex, multi-dimensional spaces. Reflections on the
findings prompt considerations for future research, particularly in understanding the dynamics of
learning in higher-dimensional environments.

1. Introduction

Reinforcement learning (RL) algorithms have emerged as important tools in the realm
of artificial intelligence, enabling agents to learn optimal decision-making policies through
interaction with their environment and feedback mechanisms (Barto, 1997; Sutton & Barto,
1998; François-Lavet et al., 2018; Henderson et al., 2018; Li, 2018; Zhao et al., 2023). The
versatility of RL extends to various spatial contexts, ranging from two-dimensional (2D)
planes to three-dimensional (3D) spaces, each presenting unique challenges and opportunities
for learning and adaptation (Lin et al., 2020; Kulathunga, 2022).

In this paper, we embark on an exploration of the performance of RL agents operating
within both 2D and 3D environments, aiming to elucidate the dynamics of learning across
different spatial dimensions. As a central aspect to this paper, no pre-made libraries were used
for learning modeling. That is, an algorithm was created exclusively with mathematical
modeling, free of libraries at the center of the learning code.
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The methodological framework employed in this study is grounded in the principles of
RL, emphasizing the implementation of components for training and evaluating agents in
diverse spatial settings. Central to this framework is the utilization of a Q-learning agent class,
designed to facilitate learning and decision-making processes within the specified
environments. This class encapsulates essential functionalities, including the management of
Q-values, action selection employing an epsilon-greedy policy, and Q-value updates guided
by the principles of Q-learning. Additionally, distinct environment classes tailored to the
spatial dimensions are delineated, furnishing methods for environment initialization, reward
assignment, and agent movement constraints.

The aim of this research is to investigate the performance of reinforcement learning
agents in both two-dimensional (2D) and three-dimensional (3D) environments. By
examining the agents' learning trajectories and adaptation processes across different spatial
dimensions, we seek to elucidate the dynamics of learning, multi-dimensional settings. So, the
research question is: How do reinforcement learning agents adapt and perform in
environments of varying spatial dimensions, particularly in 2D and 3D settings?

In the 2D scenario, navigation unfolds within a flat plane, facilitated by an
Environment class equipped with methods for environment setup, position validation, and
reward determination. Conversely, in the 3D context, the exploration extends into a
volumetric space, enabled by an Environment3D class that accommodates movement in three
dimensions while ensuring adherence to environmental boundaries. Complementing these
components is the train_agent function, instrumental in training RL agents over multiple
episodes, monitoring rewards and steps per episode to gauge learning progress.

Through an examination of the agents' performance across training episodes, we
unravel the trajectory of learning and adaptation within both 2D and 3D environments. In the
2D setting, characterized by a plane with dimensions of 50 units each, the agent demonstrates
a discernible refinement in its navigational capabilities over the course of training.
Transitioning to the 3D scenario, encompassing a volumetric space with dimensions mirroring
the 2D environment, the agent encounters heightened complexity attributable to the additional
dimensionality. Nonetheless, the agent's capacity to attain the goal with remarkable efficiency
underscores the efficacy of RL algorithms in navigating complex, multi-dimensional spaces.

Subsequently, a succinct exposition on materials and methods delineates the
algorithm's intricacies, emphasizing its implementation devoid of learning libraries and reliant
solely on computational mathematics. Following this, the presentation of results unfolds
through the lens of both two-dimensional (2D) and three-dimensional (3D) perspectives.
Lastly, reflections and prospective avenues for future research are expounded upon,
illuminating pivotal facets and identifying areas warranting further exploration.

2. Materials and methods

The study employed a comprehensive approach to investigate the performance of
reinforcement learning agents in both two-dimensional (2D) and three-dimensional (3D)



environments. The methodology involved the implementation of key components for training
and evaluating the agents' behavior. Central to this was the utilization of a Q-learning agent
class, meticulously designed to facilitate learning and decision-making processes within the
specified environments. This class encapsulated crucial functionalities, including the
management of Q-values, action selection based on an epsilon-greedy policy, and the
updating of Q-values following the Q-learning update rule. Moreover, the study delineated
distinct environment classes tailored to the spatial dimensions, incorporating methods for
environment initialization, reward determination, and agent movement constraints.

For the 2D scenario, an Environment class enabled navigation within a plane, whereas
for the 3D context, an Environment3D class facilitated movement in three-dimensional space.
Additionally, the study outlined a function, train_agent, instrumental in training the
reinforcement learning agent over multiple episodes, tracking rewards and steps per episode
to assess learning progress. This methodological framework provided a robust foundation for
examining the agents' adaptation and performance within diverse spatial contexts, shedding
light on the efficacy of reinforcement learning algorithms in complex environments.

Table 01. Approaches and codes

Approach description Code description

Both 2D and 3D:

This code defines a Q-learning agent
class used for reinforcement learning
tasks. Upon initialization, the agent is
configured with parameters such as
the number of possible actions,
learning rate, discount factor, and
exploration rate (epsilon). The
Q-learning agent maintains a Q-table
to store Q-values for state-action
pairs. The get_q_value method
retrieves the Q-value for a given
state-action pair. The choose_action
method implements an
epsilon-greedy policy to select
actions, balancing exploration and
exploitation. The update_q_value
method updates Q-values based on
the observed reward and the
transition to the next state, following
the Q-learning update rule. Overall,
this class encapsulates the essential
functionalities required for a
Q-learning agent to interact with an
environment, learn from experiences,
and improve its policy over time.

class QLearningAgent:
def __init__(self, num_actions,

learning_rate=0.1, discount_factor=0.9,
epsilon=0.1):

self.num_actions = num_actions
self.learning_rate = learning_rate
self.discount_factor = discount_factor
self.epsilon = epsilon
self.q_table = {}

def get_q_value(self, state, action):
return self.q_table.get((state,

action), 0.0)

def choose_action(self, state):
if random.random() < self.epsilon:

return random.randint(0,
self.num_actions - 1)

else:
best_action = None
best_q_value = float('-inf')
for action in

range(self.num_actions):
q_value =

self.get_q_value(state, action)
if q_value > best_q_value:

best_q_value = q_value
best_action = action

return best_action

def update_q_value(self, state, action,
reward, next_state):

best_next_action =



Approach description Code description

max([self.get_q_value(next_state, next_action)
for next_action in range(self.num_actions)])

td_target = reward +
self.discount_factor * best_next_action

td_delta = td_target -
self.get_q_value(state, action)

self.q_table[(state, action)] =
self.get_q_value(state, action) +
self.learning_rate * td_delta

Both 2D and 3D:

This function train_agent is
responsible for training a
reinforcement learning agent within a
given environment over a specified
number of episodes, with a limit on
the maximum number of steps per
episode. During training, it tracks the
rewards and the number of steps
taken per episode. It iterates over
each episode, initializing the state to
the environment's starting point and
then enters a loop to interact with the
environment until the episode ends.
Within each episode, the agent selects
an action based on its policy,
executes the action in the
environment, observes the resulting
state and reward, and updates its
Q-values accordingly using the
Q-learning update rule. The function
terminates the episode if the agent
reaches the goal state or if the
maximum number of steps is reached.
After each episode, it records the
total reward obtained and the number
of steps taken. Finally, it returns the
lists of rewards and steps per episode,
providing insights into the agent's
learning progress over the process.

def train_agent(agent, env, num_episodes,
max_steps):

rewards_per_episode = []
steps_per_episode = []
for episode in range(num_episodes):

state = env.start
total_reward = 0
num_steps = 0
while True:

action = agent.choose_action(state)
next_state = env.take_action(state,

action)
reward = env.get_reward(next_state)
agent.update_q_value(state, action,

reward, next_state)
total_reward += reward
num_steps += 1
state = next_state
if next_state == env.goal or

num_steps == max_steps:

rewards_per_episode.append(total_reward)

steps_per_episode.append(num_steps)
print(f"Episode {episode + 1}:

Total Reward = {total_reward}, Total Steps =
{num_steps}")

break
return rewards_per_episode,

steps_per_episode

2D Approach:

This code defines an Environment
class representing a 2D environment
for a reinforcement learning task. It
includes methods to initialize the
environment with its dimensions,
starting point, and goal location. The
is_valid_position method checks
whether a given position is within the
boundaries of the environment. The
get_reward method returns a reward
of 1.0 if the agent reaches the goal
state; otherwise, it returns a reward of
0.0. The take_action method updates

class Environment:
def __init__(self, width, height, start,

goal):
self.width = width
self.height = height
self.start = start
self.goal = goal

def is_valid_position(self, x, y):
return 0 <= x < self.width and 0 <= y <

self.height

def get_reward(self, state):
if state == self.goal:

return 1.0



Approach description Code description

the agent's position based on the
chosen action, considering movement
in four directions: up, down, left, and
right, ensuring the new position
remains within the boundaries.

else:
return 0.0

def take_action(self, state, action):
x, y = state
if action == 0: # up

y += 1
elif action == 1: # down

y -= 1
elif action == 2: # left

x -= 1
elif action == 3: # right

x += 1
if self.is_valid_position(x, y):

return (x, y)
else:

return state

3D Approach:

This code defines an Environment3D
class representing a 3D environment
for a reinforcement learning task. It
initializes the environment with its
dimensions, including width, height,
and depth, as well as the starting
point and goal location. The
is_valid_position method checks
whether a given position is within the
boundaries of the 3D environment.
Similar to the 2D version, the
get_reward method returns a reward
of 1.0 if the agent reaches the goal
state; otherwise, it returns a reward of
0.0. The take_action method updates
the agent's position based on the
chosen action, allowing movement in
six directions: up, down, left, right,
forward, and backward, ensuring the
new position remains within the 3D
environment boundaries.

class Environment3D:
def __init__(self, width, height, depth,

start, goal):
self.width = width
self.height = height
self.depth = depth
self.start = start
self.goal = goal

def is_valid_position(self, x, y, z):
return 0 <= x < self.width and 0 <= y <

self.height and 0 <= z < self.depth

def get_reward(self, state):
if state == self.goal:

return 1.0
else:

return 0.0

def take_action(self, state, action):
x, y, z = state
if action == 0: # up

y += 1
elif action == 1: # down

y -= 1
elif action == 2: # left

x -= 1
elif action == 3: # right

x += 1
elif action == 4: # forward

z += 1
elif action == 5: # backward

z -= 1
if self.is_valid_position(x, y, z):

return (x, y, z)
else:

return state

Source: Own elaboration (2024).



3. Exploring the results

In this exploration of reinforcement learning, we delve into the dynamics of both
two-dimensional (2D) and three-dimensional (3D) environments. Each setting presents unique
challenges and learning opportunities for an agent navigating towards a predefined goal.
Initially, we scrutinize the parameters and setup of a 2D environment, delineating the
dimensions, start and goal positions, and the agent's action space. Subsequently, we transition
to a 3D scenario, where we elaborate on the analogous parameters tailored to this spatial
dimension. Through an analysis of the agent's performance across training episodes, we
unravel the progression of learning and adaptation, witnessing the refinement of
decision-making processes and the emergence of efficient navigation strategies.

3.1. Two-Dimensional Environment

For the 2D parameters configuration, the width and height represent the dimensions of
the 2D environment, set to 50 units each. The start position denotes the initial location of the
agent, positioned at coordinates (0, 0), while the goal position specifies the target destination,
situated at coordinates (49, 49). The num_actions parameter indicates the number of possible
actions the agent can take, which is set to 4, representing directions (up, down, left, right).

The num_episodes parameter determines the number of episodes the agent will
undergo during training, defined as 500 episodes. The max_steps parameter sets the
maximum number of steps the agent can take within a single episode, limited to 20,000 steps.
The learning_rate and discount_factor parameters control the learning behavior of the agent,
both set to 0.5, while epsilon defines the exploration rate of the agent's policy, set to 0.2,
balancing between exploration and exploitation strategies.

width = 50
height = 50
start = (0, 0)
goal = (49, 49)
num_actions = 4
num_episodes = 500
max_steps = 20000
learning_rate = 0.5
discount_factor = 0.5
epsilon = 0.2

The agent's performance reveals a notable refinement throughout the training process.
Initially, in episodes like Episode 1, the agent required an extensive number of steps to attain
a reward (20,000 steps). As the training advanced, however, the agent exhibited a gradual
enhancement in its ability to navigate the environment more effectively. This progression
becomes evident in episodes like Episode 10, where the agent achieved the reward in
significantly fewer steps compared to its earlier attempts (~8,500 steps).



As training continued, the agent consistently demonstrated improved performance,
accomplishing rewards with relatively fewer steps, as observed in Episode 55 and subsequent
episodes (~130 steps). This trend persisted throughout the training duration, with the agent
consistently achieving rewards with decreasing step counts while maintaining a high success
rate. By the concluding episodes, such as Episode 500, the agent consistently attained the
reward with notably reduced step counts (precisely 107 steps), indicating its mastery of an
efficient policy for navigating the environment. In summary, the agent's advancement over the
training period underscores its capacity to learn from experience and optimize its
decision-making process to achieve the desired goal more efficiently.

Figure 01. Cumulative Reward and Steps - 2D

Source: Own elaboration (2024).

As noted, there is a stabilization of learning when we reach ~ Episode 65, resulting in
an agent trajectory referring to the following Figure:



Figure 02. Path Found - 2D

Source: Own elaboration (2024).

3.2. Three-Dimensional Environment

In the 3D scenario, the parameters are configured as follows: the width, height, and
depth specify the dimensions of the 3D environment, each set to 50 units. The start position
denotes the initial location of the agent, situated at coordinates (0, 0, 0), while the goal
position indicates the target destination, positioned at coordinates (49, 49, 49). The
num_actions parameter represents the number of possible actions the agent can take, set to 6,
allowing movement in six directions (up, down, left, right, forward, backward).

The num_episodes parameter determines the total number of episodes for agent
training, set to 5,000 episodes. The max_steps parameter limits the maximum number of steps
the agent can take within an episode, capped at 20,000 steps. Both the learning_rate and
discount_factor parameters control the learning behavior, set to 0.5, while epsilon defines the
exploration rate of the agent's policy, set to 0.2, maintaining a balance between exploration
and exploitation strategies in the learning process.



width = 50
height = 50
depth = 50
start = (0, 0, 0)
goal = (49, 49, 49)
num_actions = 6
num_episodes = 5000
max_steps = 20000
learning_rate = 0.5
discount_factor = 0.5
epsilon = 0.2

Initially, in Episode 1, the agent required a relatively high number of steps, totaling
20,000, without achieving a reward. However, as the training progressed, the agent's
performance improved noticeably. This trend continued throughout the training process, with
the agent consistently demonstrating enhanced efficiency in reaching the goal while
minimizing the number of steps required.

By Episode ~1,000, the agent consistently achieved rewards with fewer steps,
demonstrating its mastery of the task. The latter half of the training period saw the agent
achieving rewards with remarkable efficiency, as evidenced by Episode ~1,500, where the
agent required only ~200 steps to attain the reward. This trend continued until the final
episode, Episode 5,000, where the agent accomplished the task in just 163 steps, highlighting
its optimal decision-making capability and mastery of the environment. This exemplifies the
effectiveness of the reinforcement learning algorithm in enabling the agent to learn from
experience and optimize its behavior to achieve the desired goal efficiently.

Figure 03. Cumulative Reward and Steps - 3D

Source: Own elaboration (2024).



As noted, there is a stabilization of learning when we reach ~ Episode 1450, resulting
in an agent trajectory referring to the following Figure:

Figure 04. Path Found - 3D

Source: Own elaboration (2024).

4. Reflections and future work

After conducting a thorough analysis of the Q-Learning algorithm's performance in
both 2D and 3D environments, we maintained consistency in parameters, with the primary
difference being the presence or absence of the Z-axis.

In the 2D setting, the environment was defined with dimensions of 50 x 50 (Width x
Height), starting at position (0, 0) and ending at position (49, 49). The agent had four possible
actions, and episodes were limited to a maximum of 20,000 steps. We utilized a learning rate
of 0.5, a discount factor of 0.5, and an exploration rate (Epsilon) of 0.2.

For the 3D scenario, we introduced an additional dimension, resulting in a 50 x 50 x
50 (Width x Height x Depth) environment. Despite the consistent start and goal positions, the



number of possible actions increased to six to accommodate the additional dimensionality -
all other parameters remained unchanged from the 2D scenario.

Upon evaluating the learning curves of the agent in both environments, empirical
insights surfaced. Despite the seemingly minor modification in dimensionality, the impact was
substantial. Notably, achieving learning stabilization in the 3D environment necessitated a
significantly greater number of episodes compared to the 2D counterpart. Specifically, there
was an approximate disparity of ~ 65 episodes for the 2D setting, while the 3D scenario
required roughly ~ 1450 episodes until stabilization. This empirical observation sheds light
on the considerable challenge posed by the introduction of an additional dimension and
prompts further inquiry into the dynamics of learning in higher-dimensional spaces.

Moreover, it's crucial to note that the difference between 65 episodes and 1450
episodes is approximately 22-fold, indicating that transitioning from the 2D to the 3D
environment demands approximately 22 times more episodes for learning to stabilize.
This stark contrast underscores the substantial increase in computational effort and time
required when extending the learning framework from two dimensions to three.

In conclusion, this study does not aim to introduce any novel methodological
innovations but rather focuses on the practical application of reinforcement learning (RL)
concepts in 2D and 3D environments. Notably, while the study adhered to established RL
principles and methodologies, it underscores the computational challenges inherent in scaling
RL algorithms to higher-dimensional spaces. Moving forward, further investigation into the
dynamics of learning in multi-dimensional environments and the development of strategies to
mitigate computational complexities represent promising avenues for future research.
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