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1 Introduction

Currently, as a consequence of the rapid digitization of social-economic data, characterizing indi-
vidual heterogeneity has become crucial in the optimal allocation of scarce resources. Consider,
for instance, the medical treatment assignment problem when doctors adopt different therapeutic
approaches to different patients; the pretrial bail problem when judges decide where defendants
will await trial; the college admission problem when committees assign students to various edu-
cational programs. In order to address the heterogeneity inherent in such problems, where the
potential effects of a treatment on an outcome vary among individuals, personalized allocation is
more of a necessity than just an option.

Based on past experimental or observational data, the core objective of a typical allocation
problem is to find an allocation strategy that can perform well in the future. To achieve this goal,
at least based on experience, an effective approach of decision making is to rely on information
provided by prediction algorithms. (Kleinberg et al., 2018; Agrawal et al., 2019; Babina et al.,
2024). In empirical applications, a common practice is to form a nonrandom treatment rule using
an indicator function, in which a first step regression estimate of individual level treatment effect
is plugged-in and benchmarked against certain decision thresholds. In this case, mathematically,
optimal allocation is treated as a weighted classification problem.

A plug-in strategy is based on a population solution to the optimal allocation problem. For a
joint distribution of tX,Y u, Y “ pYj , j “ 0, . . . , Jq, consider the social welfare potential function

γ pλ, g p¨qq :“ max
ϕPΦ

E

«

ÿ

j

λjϕj pXqYj

ff

“ max
ϕPΦ

E

«

ÿ

j

λjϕj pXq gj pXq

ff

, (1)

where Φ is the set of multi-critical functions, i.e. ϕ “ pϕj , j “ 0, . . . , Jq, ϕj : Ω Ñ R, with pΩ, F, µq

being a Borel probability space, such that ϕj P L8 pµq , 0 ď ϕj ď 1,@j P t0, . . . , Ju, and such that
řJ
j“0 ϕj pxq ” 1 for all x P Ω; g p¨q “ tgj p¨q , j “ 0, . . . , Ju and gj pxq “ E pYj |X “ xq. Under very

general conditions, the problem posed in (1) admits an intuitive solution where the jth-category
receives all allocation when E pλjYj |Xq is uniquely the largest. In other words,

ϕj pXq “

$

’

’

’

&

’

’

’

%

1, if E pλjYj |Xq ą E pλlYl|Xq , @l ‰ j,

0, if E pλjYj |Xq ă E pλlYl|Xq , Dl ‰ j.

(2)

If there exists some l such that E pλjYj |Xq “ E pλlYl|Xq, then ϕ p¨q can be divided among all the
maximal indexes.

In this paper, we are interested in differentiating γ pλ, gq functionally with respect to both λ and
g p¨q. The solution of such problem can help answering the core problem of the statistical treatment
rule literature, i.e. establishing probabilistic regret guarantees for treatment rules obtained from
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empirical data, as considered by Manski (2004) and the subsequent works. The regret there is
defined as the difference between the social welfare potential and the expected utility achieved by
an estimated decision rule. Our approach can also provide answers for multiple other problems
of interdisciplinary interest. For instance, we will derive asymptotic distributions for the binary
optimal allocation subject to one resource constraint and the receiver operating characteristic
(ROC) curve.

Our paper is an attempt to synthesize the methodology and perspective of several strands
of literature. Hereafter, the core nature of issues, as will be readily apparent, comes from the
statistical treatment rule literature. A widely-known surprising phenomenon in the plug-in classi-
fication literature is that the second step classification is simpler than the first step regression, in
the sense that the former usually converges faster than the latter (Devroye et al., 1996; Audibert
and Tsybakov, 2007). Built on seminar works Chen et al. (2003) and Chernozhukov et al. (2018b)
on method of moments allowing nonsmoothness, especially the latter, our paper can provide sets
of conditions to support

?
n and faster convergence rates of both the regret and other objective

of interest. It will be shown that our differentiation results allow for asymptotic analysis under
settings for both classical empirical processes and recent advances in double / debiased machine
learning (Chernozhukov et al., 2018a, 2022).

To get some intuition of our approach, consider the finite dimensional derivatives of γ pλ, gq

with respect to λ when J “ 1. Assume that Ptλ1g1 pXq “ λ0g0 pXqu “ 0. Then we can write,

γ pλ0, λ1, gq “ E r1 pλ0g0 pXq ą λ1g1 pXqqλ0g0 pXqs ` E r1 pλ1g1 pXq ą λ0g0 pXqqλ1g1 pXqs . (3)

Formally, given the definition of γ pλ0, λ1, gq, we expect that

Bγ pλ0, λ1, gq

Bλ0
“ E r1 pλ0g0 pXq ą λ1g1 pXqq g0 pXqs ,

Bγ pλ0, λ1, gq

Bλ1
“ E r1 pλ1g1 pXq ą λ0g0 pXqq g1 pXqs .

A rigorous proof of the above is by direct calculation of the limit. It is not hard to see that the
terms of major difficulties are

lim
hÑ0

E r1 ppλ0 ` hq g0 pXq ą λ1g1 pXqq ´ 1 pλ0g0 pXq ą λ1g1 pXqqλ0g0 pXqs

h
and

lim
hÑ0

E r1 pλ1g1 pXq ą pλ0 ` hq g0 pXqq ´ 1 pλ1g1 pXq ą λ0g0 pXqqλ1g1 pXqs

h
.

(4)

We will see later in section 3 that under mild conditions, the two terms in (4) both converge to
the same integral on the level set (i.e. fiber) tx : λ0g0 pxq “ λ1g1 pxqu with opposing signs, so that
they cancel out. As a consequence, the desired partial derivatives exist and take the displayed
simple form.
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Our approach in section 3 is greatly inspired by the integration on manifold approach in
Chernozhukov et al. (2018b). In particular, we reapproach and generalize their results based on
the concept of Hausdorff measure and powerful integration formulas, i.e. area and coarea formulas
from geometric measure theory. By precise calculation, we manage to show that the Hadamard
derivative of γ pλ, gq contains terms that are integrals under certain Hausdorff measure. The
Hadamard differentiability results are derived under mild primitive conditions, which differentiates
us from previous works relying on differentibility or pathwise differentibility assumptions. See for
example Sherman (1993) and Luedtke and van der Laan (2016a).

Returning to the general multivariate setting, the social welfare potential function in (1) is not
only subadditive but also positive homogeneous of degree one with respect to both λ and g p¨q,
respectively, which implies that γ pλ, g p¨qq is convex in g p¨q given λ and is convex in λ given g p¨q.
For example,

γ
`

λ, αg ` p1 ´ αq g1
˘

“ max
ϕPΦ

E

«

J
ÿ

j“0

λjϕj pXq
`

αgj pXq ` p1 ´ αq g1j pXq
˘

ff

ď max
ϕPΦ

E

«

J
ÿ

j“0

αλjϕj pXq gj pXq

ff

` max
ϕPΦ

E

«

J
ÿ

j“0

p1 ´ αqλjϕj pXq g1j pXq

ff

“ αγ pλ, gq ` p1 ´ αq γ
`

λ, g1
˘

.

However, γ pλ, gq is not necessarily jointly convex in pλ, gq. We can not be assured that

γ
`

αλ` p1 ´ αqλ1, αg ` p1 ´ αq g1
˘

ď αγ pλ, gq ` p1 ´ αq γ
`

λ1, g1
˘

.

Interestingly, the above simple observations seem to have gone completely unnoticed by the existing
literature. In section 4, we apply deep results from geometric functional analysis, in particular
those by Stegall (1978), Preiss (1990) and Lindenstrauss and Preiss (2003), to show that under
nearly no assumptions, the social welfare potential function γ pλ, gq is Fréchet differentiable on a
generic set.

The surprising Fréchet differentiability property inpires us to reconsider the first order ap-
proximation of γ pλ, gq. Section 4 shows that the primitive conditions in section 3 can also be
used to support the faster convergence rate in classical classification literature. See for example
Audibert and Tsybakov (2007) among others. Further, the same methodology can be combined
with recent double / debiased machine learning approach (Chernozhukov et al., 2018a, 2022) to
speed up the estimation of γ pλ, gq. The roles of the regularity conditions clarified in this paper
are fully demonstrated when they collaborate in tandem with the insights from the corresponding
previous literature.
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Statistical Inference of Optimal Allocations I

2 Literature

The construction of optimal decision rules from experimental or observational data have been
considered by both the classical and recent literature in multidisciplines. Different terminology
have been used, such as treatment allocation, policy learning in econometrics and individual
treatment rule (ITR) in statistics. A large body of the literature, including Manski (2004), Qian
and Murphy (2011), Zhao et al. (2012), Swaminathan and Joachims (2015), Zhou et al. (2017),
Kitagawa and Tetenov (2018), Rai (2018), Luedtke and Chambaz (2020), Athey and Wager (2021),
Mbakop and Tabord-Meehan (2021), Zhou et al. (2023) and Ben-Michael et al. (2024), among
others, study in details this problem in an empirical risk minimization (ERM) framework. The
basic objective there is to provide probabilistic bound for

R
´

ϕ̂, ϕ˚
¯

“ EX,Y

«

ÿ

j

ϕ˚j pXqYj

ff

´ EX,Y

«

ÿ

j

ϕ̂j pXqYj

ff

,

for ϕ̂ P argmax
ϕPΦ0

ÿ

i

xϕ pXiq , F pXi, Di, Yiqy,

where ϕ˚ solves the population optimization program of (1). The function F pX,D, Y q usually
takes the inverse propensity weighting (IPW) or doubly robust (DR) form (see for example Kita-
gawa and Tetenov (2018) and Athey and Wager (2021)), and Φ0 Ă Φ is not too complex in an
entropy sense.

The difficulty involved in the optimal allocation problem is due to the indicator function in
the population solution which is hard to handle (Qian and Murphy, 2011). Our solution of such
a problem built on a divergent literature motivated by very different purposes. To address the
restoration of monotonicity in conditional quantile estimation, the functional derivative of the
sorting operator in the univariate case is studied by Chernozhukov et al. (2010). The analysis of
the sorting operator is then extended to the multivariate cases by Chernozhukov et al. (2018b)
using calculus on manifold techniques. Kim and Pollard (1990) also hinted at a rudimentary form
of calculus on manifold in the derivation of the large sample properties of cube root consistent
estimators. Sasaki (2015) incorporated the tools based on the Hausdorff measure developed in
fluid mechanics to characterize the information content of quantile partial derivatives for general
structural functions.

The optimal allocation problem has also been discussed under a plethora of different but closely
related settings. Examples include asymptotically minimax optimal decision under the limits of
experiments framework (Hirano and Porter, 2009), optimal decision under minimax regret (Stoye,
2009; Tetenov, 2012; Ben-Michael et al., 2024), uniform confidence interval (Armstrong and Shen,
2023), allocation with spillover effects (Kitagawa and Wang, 2023a,b) and binary constrained
optimal allocation (Bhattacharya and Dupas, 2012; Luedtke and van der Laan, 2016a). Our
general functional Hadamard derivative results in subsection 3.3 are applicable for solving the

5



Feng and Hong

last problem above. This problem is also closely relevant to the receiver operating characteristic
(ROC) curve widely used in biostatistics and computer science. A previous literature that has
studied the inference of the ROC curves, including Hsieh and Turnbull (1996), Lloyd (1998), Li et
al. (1999), Hall et al. (2004) and Bertail et al. (2008), did not account for the estimation error in
the sample propensity score. An exception is Luckett et al. (2021), where the authors derive the
uniform asymptotic results for estimated ROC curve when the classification is done by a support
vector machine (SVM). Unlike the studies above, we derive the asymptotic properties of the ROC
curves obtained by plugging-in the propensity score estimators, which is consistent with the usage
of predictive classifiers in various disciplines.

The methodology in this paper also has intriguing connection with the faster convergence
phenomenon in the classification literature (Devroye et al., 1996; Audibert and Tsybakov, 2007).
Consider, especially, the margin assumption (MA) evoked by works including Tsybakov (2004),
Audibert and Tsybakov (2007) and Boucheron et al. (2005), i.e.

P t|p pXq ´ c| ă tu ď Ctα

for fixed c and some constant C ą 0 and α ě 0. Our conditions in section 3 directly imply the
marginal assumption with α ě 1. This observation can be further combined with the recent double
/ debiased machine learning approach (Chernozhukov et al., 2018a, 2022) to form a relatively
primitive level, plug-in and non empirical process complement of the optimal allocation literature.

3 Hadamard differentiability

Following the seminal research of Chernozhukov et al. (2018b), we consider (3) as a functional
mapping from pλ, g p¨qq to γ pλ, g p¨qq, and are interested in the differential change in γ pλ, g p¨qq

induced by a marginal change in pλ, g p¨qq. More precisely, we rigorously derive the Hadamard
derivative of γ pλ, g p¨qq with respect to pλ, g p¨qq, which justifies and generalizes the calculations in
(4). In this section, we assume that the underlying distribution of X, denoted as µ, is absolutely
continuous with respect to Ln, the n-dimensional Lebesgue measure. Then we write

E

«

J
ÿ

j“0

λjϕj pXq gj pXq

ff

“

J
ÿ

j“0

ż

λjϕj pxq gj pxq dµ pxq “

J
ÿ

j“0

ż

λjϕj pxq gj pxq f pxq dLnx.

where f pxq is the density function. Typically, the optimizing policy function takes the form of
ϕj pxq “

ś

l‰j 1 pλjgj pxq ą λlgl pxqq . For simplicity, if we abbreviate λjgj pxq as gj pxq, then the
main object that we are going turns out to be

ż

gj pxq f pxq
ź

l‰j

1 pgj pxq ą gl pxqq dLnx

6
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which can be further generalized to a form of the following sorting operator (as defined by Cher-
nozhukov et al. (2018b)),

ż

gj pxq f pxq
ź

l

1 phl pxq ą cq dLnx, (5)

where the number of terms in the product should be less than n, the dimension of X.

3.1 Hausdorff measure and integration formulas

The following discussions are based on standard references by Federer (1969) and Evans and
Garzepy (2015). In order to rigorously present surface integral in Chernozhukov et al. (2018b),
this section first aims to define extrinsically the intuitive notion of length, area, and volume. For
this purpose, the Carathéodory criterion is used to construct a measure space from a σ-subadditive
set function (outer measure) on power set of RN . More specifically, we introduce Hausdorff’s
construction, which does not require any local parameterization on these sets. Therefore no
regularity assumption is needed.

Definition 3.1.1. (Outer measure) For a set O, an outer measure is a function

µ˚ : 2O Ñ r0,8s such that

(a) µ˚ pHq “ 0.

(b) For arbitrary subsets A,B, A Ă B Ă O, µ˚ pAq ď µ˚ pBq.

(c) For arbitrary subsets B1, B2, . . . of O,

µ˚

˜

8
ď

i“1

Bi

¸

ď

8
ÿ

i“1

µ˚ pBiq .

If an outer measure µ˚ is defined on a metric space pO, dq and satisfies

d pA,Bq ą 0 ñ µ˚ pAYBq “ µ˚ pAq ` µ˚ pBq , @A,B Ă O.

Then µ˚ is called a metric outer measure.

In this paper, we use a series of metric outer measure with the following specific construction,
called Hausdorff outer measure.

Definition 3.1.2. (Hausdorff outer measure) Let d be the metric on O. For arbitrary subset
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E Ă O, define its diameter as diam E “ supx1,x2PE d px1, x2q ,diam H “ 0. Let

αk “
π

k
2

Γ
`

k
2 ` 1

˘ , k P N “ t0, 1, . . .u,

where Γ p¨q is the gamma function. For arbitrary E Ă O, and for δ ą 0, define

H˚k,δ pEq “ inf

#

ÿ

jě1

αk

ˆ

diam Bj
2

˙k

: E Ă
ď

jě1

Bj ,diam Bj ď δ

+

.

The k-dimensional Hausdorff outer measure of E is defined as H˚k pEq “ limδÓ0H˚k,δ pEq, and can
be verified to be a metric outer measure on the metric space pO, dq.

Definition 3.1.3. (Hausdorff measure) Let k P N, Mk “ Mk pOq is the σ-algebra generated
by H˚k by the Carathéodory criterion (See Theorem T.1.1). Then the restriction of H˚k to Mk,
Hk “ H˚k |Mk

is called Hausdorff measure on Mk.

In Rk, H˚k “ L˚k, Hk “ Lk, where L˚k denotes the Lebesgue outer measure and Lk denotes the
Lebesgue measure on Rk. H˚0 pEq measures the cardinality of the set E:

H˚0 pEq “ H0 pEq “

$

’

’

’

&

’

’

’

%

number of element in E, E is empty or finite,

`8, E is infinite.

In this application, we focus on the Hausdorff measure defined on Euclidean spaces Rk.

Definition 3.1.4. (Jacobian) For k P t1, 2, . . . , nu, define the Jacobian at x as

Jf pxq “

$

’

’

’

&

’

’

’

%

c

det
´

∇f pxq
T ∇f pxq

¯

, f : E Ă Rk ÞÑ Rn,
c

det
´

∇f pxq∇f pxq
T
¯

, f : E Ă Rn ÞÑ Rk.

The following Theorem 3.1.1 for change of variable generalizes the conventional integration
change of variable formula for invertible mapping to allow for non-invertible mapping and an
increase in dimension.

Theorem 3.1.1. Area formula
Let E Ă Rk be an open set, k P t1, 2, . . . , nu, ψ : E ÞÑ Rn be a C1 or Lipschitz function. Then for

8
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all measurable S Ă E,
ż

S
Jψ pxq dLkx “

ż

ψpSq
H0

`

S X ψ´1 pyq
˘

dHky. (6)

If a measurable function f : S ÞÑ R is nonnegative or if the left hand side of (7) is finite, then the
following equality holds,

ż

S
f pxq Jψ pxq dLkx “

ż

ψpSq

«

ż

SXψ´1pyq
f pxq dH0x

ff

dHky. (7)

Furthermore, the next curving Fubini-Tonelli theorem allows for slicing among curving surfaces
and mapping from a higher dimension to a lower dimension.

Theorem 3.1.2. Coarea formula
Let E Ă Rn be an open set, k P t1, 2, . . . , nu, φ : E ÞÑ Rk be a C1 or Lipschitz function, then for
all measurable S Ă E,

ż

S
Jφ pxq dLnx “

ż

Rk

Hn´k

`

S X φ´1 pyq
˘

dHky. (8)

If a measurable function f : S ÞÑ R is nonnegative or if the left hand side of (9) is finite, then the
following equality holds,

ż

S
f pxq Jφ pxq dLnx “

ż

Rk

«

ż

SXφ´1pyq
f pxq dHn´kx

ff

dHky. (9)

Remark 3.1.1. (7) and (9) are direct corollaries of (6) and (8), respectively, by a standard simple
function approximation of measurable functions. (7), (9) and the classical Rn ÞÑ Rn change of
variables formula, can be collectively written in a unified formula:

ż

S
f pxq Jφ pxq dLnx “

ż

Rm

«

ż

SXφ´1pyq
f pxq dHmaxtn´m,0ux

ff

dHmintn,muy.

To the best of our knowledge, a result similar to Theorem 3.1.1 was first published in Federer
(1944). The coarea formula in the form of (9) was first published in Federer (1959), one of the
most important papers by Federer. Results similar to Theorem 3.1.2 were presented earlier by
Aleksandr Semyonovich Kronrod, Herbert Federer, Laurence Chisholm Young (L.C.Young), Ennio
De Giorgi and maybe even others. The statements of the area and coarea formulas in Theorems
3.1.1 and 3.1.2 are closer to Federer (1969) and the more readable Evans and Garzepy (2015).
Roughly speaking, generalizations of both Theorem 3.1.1 and Theorem 3.1.2 can still work when
the Euclidean spaces therein are replaced by certain kind of surface, e.g. Riemannian manifolds

9
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and rectifiable sets of Euclidean spaces. See 3.2.20-3.2.22 and 3.2.46 in Federer (1969) for classical
developments. In technical addendum T, we provide readable proofs to both Theorem 3.1.1 and
Theorem 3.1.2 together with a complete set of preliminary results needed in their derivation.

Definition 3.1.5. (Critical and regular point and value) Let n,m P t1, 2, . . .u, E Ă Rn be an open
set, f : E ÞÑ Rm be a C1 function. A point x P E is called a critical point if Jf pxq “ 0; otherwise
x is called a regular point. If c “ f pxq for some critical point x, then c is called a critical value;
otherwise c is called a regular value. For simplicity, in the main text we only consider regular
value c P f pEq.

The area and coarea formulas in Theorems 3.1.1 and 3.1.2 are closely related to another
important result called Morse-Sard Theorem, which essentially states that the set of critical values
is a null set. See for example Theorem T.1.10. Corollary T.3.2, which follows directly from
Theorem 3.1.1, is indeed Theorem T.1.10 when n “ m. In economics, one of the most well-known
applications of the Sard type theorem is Debreu (1970) which established that except for a null
set of economies, every economy has a finite set of equilibria. For a relatively simple derivation of
the Morse-Sard theorem, see Figalli (2008). The basic ideas in Figalli (2008) is to make use of the
Morrey inequality, which is then combined with Whitney extension theorem T.1.3 to prove the
Morse-Sard theorem in a stronger Sobolev sense, which implies the Cr case. Evans and Garzepy
(2015) shows in detail how to use the coarea formula (9) to develop the Morrey inequality.

3.2 Hadamard derivatives of the sorting operator

In this section, we introduce our mathematics results on the Hadamard differentiability of the
sorting operator in (5), where we intend to compute

lim
tÑ0

1

t

„
ż

pgj pxq ` tGj pxqq f pxq 1 ph pxq ` tH pxq ą cq dLnx´

ż

gj pxq f pxq 1 ph pxq ą cq dLnx
ȷ

.

It should be clear that the main term that needs to be accounted for is

lim
tÑ0

1

t

„
ż

gj pxq f pxq 1 ph pxq ` tH pxq ą cq dLnx´

ż

gj pxq f pxq 1 ph pxq ą cq dLnx
ȷ

.

Therefore we focus on the following simplified form of the sorting operator (with respect to the
Lebesgue measure):

F ph, cq :“

ż

hpxqąc
f pxq dLnx “

ż

1 ph pxq ą cq f pxq dLnx, (10)

where, without loss of generality, the gj pxq f pxq term is replaced by f pxq above.
First, consider a special case of the sorting operator where h pxq is a scalar function, where

10
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the directions of differentiation are limited to 1. Let h be a C1 or Lipschitz function, with
}∇h pxq } ą 0,Ln a.e. x. Suppose also that f is a integrable (nonnegative measurable) function.
Then by the coarea formula Theorem 3.1.2,

ż

hpxqąc
f pxq dLnx “

ż 8

c

«

ż

h´1pc1q

f pxq

}∇h pxq}
dHn´1x

ff

dL1c
1.

Further, if ess inf }∇h pxq} ą 0, and f is integrable, then

d

dc

˜

ż

hpxqąc
f pxq dLnx

¸

“ ´

ż

h´1pcq

f pxq

}∇h pxq}
dHn´1x

for L1 a.e. c, by the Lebesgue differentiation theorem, where the derivative is conventionally
defined. The right hand side above is also a derivative in the distributional (weak) sense.

Definition 3.2.1. (Hadamard differentiability) Let X and Y be normed spaces equipped with
norms } ¨ }X and } ¨ }Y . Consider the map ϕ : Xϕ Ă X Ñ Y. Then ϕ is called Hadamard
differentiable at θ P Xϕ tangentially to X0 Ă X , if there is a continuous linear map ϕ1θ : X0 Ñ Y
such that:

›

›

›

›

ϕ pθ ` tnxnq ´ ϕ pθq

tn
´ ϕ1θ pxq

›

›

›

›

Y
Ñ 0, for all tn Ñ 0 and xn Ñ x, (11)

as n Ñ 8, where txnu Ă X , x P X0, and θ ` tnxn P Xϕ for n large enough.

Remark 3.2.1.

1. When X0 is a linear subspace, by Fang and Santos (2019) Proposition 2.1, tn Ñ 0 can be
replaced by by tn Ó 0 in the definition of Hadamard differentiability without loss of generality.

2. The derivative ϕ1h that satisfies equation (11) is necessarily positively homogeneous of degree
one but not necessarily continuous or linear. See Shapiro (1990).

To verify Hadamard differentiability and the corresponding derivative of the sorting operator,
we need to calculate

lim
nÑ8

1

tn

ż

r1 ph pxq ` tnHn pxq ą cq ´ 1 ph pxq ą cqs f pxq dLnx,

where Hn Ñ H and tn Ó 0 as n Ñ 8. Intuitively, this limit should be closely related to a
type of integral along the surface tx : h pxq “ cu. The concept of Hausdorff measure Hk (see
definition 3.1.3) essentially defines area of surface of k-dimensional volume in n-dimensional space,
k P t1, . . . , nu. The important insight of Chernozhukov et al. (2018b) is represented by the integral

11
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under Hn´1.
Let E Ă Rn be an open set, k P t1, 2, . . . , nu, h : E ÞÑ Rk be a C1 function, f : E ÞÑ R be

a continuous function. Let C pEq denote the space of continuous functions on E equipped with
the sup-norm, and Cb pEq that of bounded continuous functions. We need the following technical
assumptions about h and f .

Assumption 3.2.1. The function f is continuous with compact support Kf Ă E.

Assumption 3.2.2. The support Kf consists of only regular points of the function h.

Assumption 3.2.1 guarantees that Kf X tx : h pxq “ c1u is close to Kf X tx : h pxq “ cu when
c1 is close to c. It can be replaced by alternative conditions, such as those in Assumption 3.2.11.
The purpose of the Assumption 3.2.2 is to guarantee that h is regular in a neighborhood of Kf in
order to apply the implicit function theorem.

Assumption 3.2.11. For all c P h pEq, there exists a neighborhood Nc of c such that

ď

c1PNc

h´1 pc1q Ă E

and is bounded. The function f is continuous.

Theorem 3.2.1. Let h : E Ñ Rk be a C1 function, E an open subset of Rn, k P t1, 2, . . . , nu.
Consider (10). Let Assumption 3.2.1 (or 3.2.11) and Assumption 3.2.2 hold. Let D Ă h pEq be a
compact subset. Then, the map F ph, cq : C pEq Ñ R is Hadamard differentiable uniformly on D
at h tangentially to C pEq (Cb pEq under Assumption 3.2.11). The derivative is given by

F 1h,c pH, 0q “
ÿ

i

ż

yąτ␣ipcq

«

ż

h´1pc1risq

Hi pxq f pxq

Jh pxq
dHn´kx

ff

dLk´1y,

where τ␣i pcq denotes the Rk Ñ Rk´1 coordinate projection except the i-th coordinate, c1 ris is the
k-dimensional vector such that τ␣i pc1 risq “ y and τi pc1 risq “ ci.

The most common application of Theorem 3.2.1 is when k “ 1, which is listed separably below
as Theorem 3.2.2 with even weaker conditions.

Assumption 3.2.21. Dc P h pEq such that Kf X h´1 pcq consists of only regular points of h.

Theorem 3.2.2. Consider when k “ 1, i.e. when h is a scalar-valued function. Let Assumption
3.2.1 (or 3.2.11) and Assumption 3.2.21 hold. Then, there exists a bounded closed interval D Ă

12
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h pEq, c P D, such that the map F ph, cq : C pEq Ñ R is Hadamard differentiable uniformly on D
at h tangentially to C pEq (Cb pEq under Assumption 3.2.11). The derivative is given by

F 1h,c pH, 0q “

ż

h´1pcq

H pxq f pxq

}∇h pxq}
dHn´1x. (12)

Embedded in the proof of Theorem 3.2.2 is the continuity of the derivative of the sorting
operator, expressed in the following lemma, which also handle the case when k ą 1.

Proposition 3.2.3. Under the conditions in Theorem 3.2.1 or Theorem 3.2.2

ż

h´1pcq

f pxq

Jh pxq
dHn´kx

is continuous on h pEq or D.

Proofs of Theorems 3.2.1, Theorem 3.2.2 and Proposition 3.2.3. We will prove these
three results in several parts. Before proceeding to the more general case of k ą 1 in Theorem
3.2.1, we first prove a pointwise version of Theorem 3.2.2 for the special case when k “ 1. Propo-
sition 3.2.3 can be proved by a similar derivation in passing. We finalize by demonstrating the
uniformity of convergence. The following proof is derived under Assumption 3.2.1.

part 1 First consider Theorem 3.2.2.
step 1 We claim that there exists an η ą 0 small enough such that for all c1 with |c1 ´ c| ă η, we
can get change of variable formulas simultaneously. Consider

Ψ
`

x11, . . . , x
1
n, c

1
˘

– h
`

x11, . . . , x
1
n

˘

´ c1.

Without loss of generality, we may assume that ∇x1Ψ px1, . . . , xn, cq is full rank. Then by the im-
plict function theorem (see for example Theorem T.1.9), there exists an open set Bx1 ˆBx2,...,xn,c Ă

U Ă Rn`1, where U is a neighborhood of px1, . . . , xn, cq, such that for some positive vectors α, β,

Bx1 “
␣

x11 P R : |x11 ´ x1| ă α
(

Bx2,...,xn,c “
␣`

x12, . . . , x
1
n, c

1
˘

P Rn : |
`

x12, . . . , x
1
n, c

1
˘

´ px2, . . . , xn, cq | ă β
(

,

and a C1 implicit function ξ p¨q defined on Bx2,...,xn,c such that

Ψ
`

x11, . . . , x
1
n, c

1
˘

“ 0 ô
`

x11
˘

“ ξ
`

x12, . . . , x
1
n, c

1
˘

for all px11, . . . , x
1
n, c

1q P Bx1 ˆ Bx2,...,xn,c. For all x P h´1 pcq X Kf , we can find intervals like
Bx1 ˆ Bx2,...,xn,c in the above. The implicit function theorem may not be always about the

13
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first dimension. However, an implicit function for some x1m,m P t1, . . . , nu always exists by
the regular point assumption 3.2.21. By the compactness of h´1 pcq X Kf , there exists a finite
open cover denoted as tBju –

␣

Bxj,1 ˆBxj,2,...,xj,n
(

of h´1 pcq X Kf . Now, we claim that there
exists η ą 0, such that for all c1 satisfying |c1 ´ c| ă η, h´1 pc1q X Kf Ă

Ť

j Bj . This claim is
proven by contradiction. Suppose

Ť

j Bj will not cover h´1 pc1q X Kf for some c1 ‰ c, such that
|c1 ´ c| ă η where η is arbitrarily chosen. In other words, @η ą 0, Dc1, |c1 ´ c| ă η, such that
h´1 pc1q XKf Ć

Ť

j Bj . Then there exists a sequence tpxi, ciqu
8
i“1 such that

xi P h´1 pciq XKf , xi R
ď

j

Bj .

By the compactness of h´1 pra, bsq X Kf and the Bolzano-Weierstrass theorem, there exists a
convergent subsequence txilu

8
l“1 such that limlÑ8 h pxilq “ c and thus limlÑ8 xil P h´1 pcq Ă

Ť

j Bj . Therefore, xil P
Ť

j Bj for all sufficiently large l, which is a contradiction.
step 2 To calculate the change of variables formula analytically, consider

ψBj

`

x1j,2, . . . , x
1
j,n, c

1
˘

“
`

ξBj

`

x1j,2, . . . , x
1
j,n, c

1
˘

, x1j,2, . . . , x
1
j,n

˘T
,

where
´

x1j,2, . . . , x
1
j,n

¯

are used by the implicit function theorem to obtain the local explicit function
ξBj p¨q for x1j,1. Then, by the generalized matrix determinant lemma (for clarity the subscript j is
omitted), as used by Chernozhukov et al. (2018b),

JψBj

`

x12,...,n, c
1
˘

“ det

¨

˚

˚

˚

˝

¨

˝

˜

„

Bh

Bx1

ȷ´1

∇x2,...,nh

¸T

, In´1

˛

‚

¨

˚

˚

˚

˝

”

Bh
Bx1

ı´1
∇x2,...,nh

In´1

˛

‹

‹

‹

‚

˛

‹

‹

‹

‚

1
2

“ det

¨

˝In´1 `

˜

„

Bh

Bx1

ȷ´1

∇x2,...,nh

¸T ˜
„

Bh

Bx1

ȷ´1

∇x2,...,nh

¸

˛

‚

1
2

“

¨

˝det pIn´1qdet

¨

˝I1 `

˜

„

Bh

Bx1

ȷ´1

∇x2,...,nh

¸

In´1

˜

„

Bh

Bx1

ȷ´1

∇x2,...,nh

¸T
˛

‚

˛

‚

1
2

“

˜

det

˜

„

Bh

Bx1

ȷ „

Bh

Bx1

ȷT

`
`

∇x2,...,nh
˘ `

∇x2,...,nh
˘T

¸¸
1
2
ˇ

ˇ

ˇ

ˇ

ˇ

det

˜

„

Bh

Bx1

ȷ´1
¸ˇ

ˇ

ˇ

ˇ

ˇ

“

´

det
´

p∇hq p∇hq
T
¯¯

1
2

ˇ

ˇ

ˇ

ˇ

ˇ

det

˜

„

Bh

Bx1

ȷ´1
¸ˇ

ˇ

ˇ

ˇ

ˇ

“ Jh

ˇ

ˇ

ˇ

ˇ

ˇ

det

˜

„

Bh

Bx1

ȷ´1
¸ˇ

ˇ

ˇ

ˇ

ˇ

.
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In the above, for simplicity, we omit the point at which the derivatives are calculated, where

Bh

Bx1
“

B

Bx1
h
`

ξBj

`

x12,...,n, c
1
˘

, x12, . . . , x
1
n

˘

and

∇x2,...,nh “ ∇x2,...,nh
`

ξBj

`

x12,...,n, c
1
˘

, x12, . . . , x
1
n

˘

.

step 3 Consider a sequence tn Ó 0. First let Hn ” H for all n. By definition of Hadamard
differentiability, we need to calculate

lim
nÑ8

1

tn

„
ż

1 ph pxq ` tnH pxq ą cq f pxq dLnx´

ż

1 ph pxq ą cq f pxq dLnx
ȷ

.

By coarea formula Theorem 3.1.2,

1

tn

„
ż

1 ph pxq ` tnH pxq ą cq f pxq dLnx´

ż

1 ph pxq ą cq f pxq dLnx
ȷ

“
1

tn

ż

«

ż

h´1pc1qXKf

p1 pc1 ` tnH pxq ą cq ´ 1 pc1 ą cqq f pxq

Jh pxq
dHn´1x

ff

dL1c
1

“

ż c`tnM

c´tnM

«

1

tn

ż

h´1pc1qXKf

p1 pc1 ` tnH pxq ą cq ´ 1 pc1 ą cqq f pxq

Jh pxq
dHn´1x

ff

dL1c
1,

where M “ maxxPKf
|H pxq | ă `8. Then, we can apply the area formula Theorem 3.1.1 to

calculate, for each j,

1

tn

ż

«

ż

h´1pc1qXBjXKf

r1 pc1 ` tnH pxq ą cq ´ 1 pc1 ą cqs f pxq

Jh pxq
dHn´1x

ff

dL1c
1

“
1

tn

ż

»

–

ż

Bxj,2,...,xj,n

“

1
`

c1 ` tnH
`

ψBj px2,...,n, c
1q
˘

ą c
˘

´ 1 pc1 ą cq
‰

f
`

ψBj px2,...,n, c
1q
˘

ˇ

ˇ

ˇ
det

´

B
Bx1

h
`

ψBj px2,...,n, c1q
˘

¯ˇ

ˇ

ˇ

dLn´1x

fi

fl dL1c
1.

Next by the Fubini-Tonelli theorem, the above is equal to

ż

Bxj,2,...,xj,n

»

–

1

tn

ż

“

1
`

c1 ` tnH
`

ψBj px2,...,n, c
1q
˘

ą c
˘

´ 1 pc1 ą cq
‰

f
`

ψBj px2,...,n, c
1q
˘

ˇ

ˇ

ˇ
det

´

B
Bx1

h
`

ψBj px2,...,n, c1q
˘

¯ˇ

ˇ

ˇ

dL1c
1

fi

fl dLn´1x.

Since

1

tn

ż

“

1
`

c1 ` tnH
`

ψBj

`

x2,...,n, c
1
˘˘

ą c
˘

´ 1
`

c1 ą c
˘‰

dL1c
1

“
1

tn

ż c`tnM

c´tnM

“

1
`

c1 ` tnH
`

ψBj

`

x2,...,n, c
1
˘˘

ą c
˘

´ 1
`

c1 ą c
˘‰

dL1c
1 Ñ H

`

ψBj px2,...,n, cq
˘

,

by the dominated convergence theorem (DCT) and with the help of the partition of unity theorem
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T.1.11 (as in Chernozhukov et al. (2018b)), and by the area formula again, we get

lim
nÑ8

1

tn

ż

r1 ph pxq ` tnH pxq ą cq ´ 1 ph pxq ą cqs f pxq dLnx “

ż

h´1pcq

H pxq f pxq

Jh pxq
dHn´1x.

step 4 Now consider functionsH pxq`ζ, for arbitrary ζ ą 0. Since by assumption supxPE |Hn pxq´

H pxq | Ñ 0, for all ζ ą 0, for sufficiently large n, H pxq ` ζ ą Hn pxq for all x. Therefore,

lim sup
nÑ8

F ph` tnHn, cq ´ F ph, cq

tn
ď lim
nÑ8

F ph` tn pH ` ζq , cq ´ F ph, cq

tn

“

ż

h´1pcq

pH pxq ` ζq f pxq

Jh pxq
dHn´1x.

Similarly,

lim inf
nÑ8

F ph` tnHn, cq ´ F ph, cq

tn
ě lim
nÑ8

F ph` tn pH ´ ζq , cq ´ F ph, cq

tn

“

ż

h´1pcq

pH pxq ´ ζq f pxq

Jh pxq
dHn´1x.

By the Hölder inequality (integration by Hausdorff measure is also in the Lebesgue sense):

ż

h´1pcq

|H pxq ´H 1 pxq| f pxq

Jh pxq
dHn´1x ď sup

xPE
|H pxq ´H 1 pxq |

ż

h´1pcq

ˇ

ˇ

ˇ

ˇ

f pxq

Jh pxq

ˇ

ˇ

ˇ

ˇ

dHn´1x.

Now by the arbitrariness of ζ,

lim
nÑ8

F ph` tnHn, cq ´ F ph, cq

tn
“

ż

h´1pcq

H pxq f pxq

Jh pxq
dHn´1x.

step 5 Now we can also prove Proposition 3.2.3. Note that the above proof techniques of step
1 to step 3, including the area formula, partition of unity, and generalized matrix determinant
lemma, all work for k ą 1. As a result, the proof is essentially a reconstruction of the proof of
Theorem 3.2.2. Here, we only need to point out that

lim
c1Ñc

ż

Bxj,2,...,xj,n

f
`

ψBj px2,...,n, c
1q
˘

ˇ

ˇ

ˇ
det

´

B
Bx1

h
`

ψBj px2,...,n, c1q
˘

¯ˇ

ˇ

ˇ

dLn´1x

“

ż

Bxj,2,...,xj,n

f
`

ψBj px2,...,n, cq
˘

ˇ

ˇ

ˇ
det

´

B
Bx1

h
`

ψBj px2,...,n, cq
˘

¯ˇ

ˇ

ˇ

dLn´1x.

part 2 For k ą 1, we still have, by the coarea formula

F ph, cq “

ż

hpxqąc
f pxq dLnx “

ż

c1ąc

«

ż

h´1pc1q

f pxq

Jh pxq
dHn´k

ff

dLkc1.
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So for all n large enough

1

tn

ż

r1 ph pxq ` tnHn pxq ą cq ´ 1 ph pxq ą cqs f pxq dLnx

“
1

tn

ż

«

ż

h´1pc1qXKf

r1 pc1 ` tnHn pxq ą cq ´ 1 pc1 ą cqs f pxq

Jh pxq
dHn´kx

ff

dLkc1.

By the telescoping identity of higher order expansion,

k
ź

i“1

a1i ´

k
ź

i“1

ai “

k
ÿ

i“1

`

a1i ´ ai
˘

ź

l‰i

al `
ÿ

i‰j

`

a1i ´ ai
˘ `

a1j ´ aj
˘

ź

l‰i,l‰j

al ` ¨ ¨ ¨ `

k
ź

i“1

`

a1i ´ ai
˘

,

using a proof procedure similar to that of Theorem 3.2.2, the first order term of the difference
becomes

ÿ

i

1

tn

ż

«

ż

h´1pc1qXKf

r1 pc1i ` tnHn,i pxq ą ciq ´ 1 pc1i ą ciqs
ś

l‰i 1 pc1l ą clq f pxq

Jh pxq
dHn´kx

ff

dLkc1

“
ÿ

i

ÿ

li

ż

yąτ␣ipcq

ż

B␣li

dLn´kxdLk´1y

»

–

ż

”

1
´

c1i ` tnHn,i

´

ψBli
px, c1q

¯

ą ci

¯

´ 1 pc1i ą ciq
ı

f
´

ψBli
px, c1q

¯

ρ
´

ψBli
px, c1q

¯

ˇ

ˇ

ˇ
det

´

B
Bxli

h
´

ψBli
px, c1q

¯¯
ˇ

ˇ

ˇ

1

tn
dL1c

1
i

fi

fl .

where ρ
´

ψBli
px, c1q

¯

is the partition of unity, and xli denotes that xli is picked for locally explicit
function for change of variables by the implicit function theorem. We also note that in the above
y “ τ␣i pc1q, and c1i “ τi pc1q and we use the fact that

1
`

c1 ` tnHn pxq ą c
˘

“

k
ź

i“1

1
`

c1i ` tnHn,i pxq ą ci
˘

and 1
`

c1 ą c
˘

“

k
ź

i“1

1
`

c1i ą ci
˘

.

Then by DCT and the area formula again, we obtain the limit of the first order difference as

ÿ

i

ż

«

ż

h´1pc1risq

Hi pxq f pxq

Jh pxq
dHn´kx

ff

dLk´1y.

The convergence of the first order term also implies that the second and higher order terms of the
difference should vanish eventually.
part 3 By part 1 and part 2, we only need to consider the k “ 1 case since the k ą 1 case is
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similar. Let tcnu8n“1 be a sequence such that limnÑ8 cn “ c. Consider

lim
nÑ8

1

tn
rF ph` tnHn, cnq ´ F ph, cnqs

“ lim
nÑ8

1

tn

ż

r1 ph pxq ` tnHn pxq ą cnq ´ 1 ph pxq ą cnqs f pxq dLnx.

The proof in part 1 shows that we need to calculate, for M “ supxPKf
|H pxq |,

1

tn

ż c`tnM`|c´cn|

c´tnM´|c´cn|

“

1
`

c1 ` tnH
`

ψBj

`

¨, c1
˘˘

ą cn
˘

´ 1
`

c1 ą cn
˘‰

dL1c
1.

Note that

1

tn

ż

“

1
`

c1 ` tnA` c´ cn ą c
˘

´ 1
`

c1 ` c´ cn ą c
˘‰

dL1c
1 “ A.

we can obtain

lim
nÑ8

1

tn

ż c`tnM`|c´cn|

c´tnM´|c´cn|

“

1
`

c1 ` tnH
`

ψBj

`

¨, c1
˘˘

ą cn
˘

´ 1
`

c1 ą cn
˘‰

dL1c
1 “ H

`

ψBj p¨, cq
˘

by simple upper and lower bound of H
`

ψBj p¨, c1q
˘

on rc´ tnM ´ |c´ cn|, c` tnM ` |c´ cn|s. So
we obtain, following the idea in Chernozhukov et al. (2018b), that the limit in the calculation
of the Hadamard derivative actually converges continuously. By Lemma T.1.12, we get that the
Hadamard derivative can be taken in a uniform sense. In other words, let D Ă h pEq , then we
have

lim
nÑ8

sup
cPD

ˇ

ˇ

ˇ

ˇ

ˇ

1

tn

ż

r1 ph pxq ` tnHn pxq ą cq ´ 1 ph pxq ą cqs f pxq dLnx´

ż

h´1pcq

H pxq f pxq

Jh pxq
dHn´1x

ˇ

ˇ

ˇ

ˇ

ˇ

“ 0.

This finishes the proof of Theorem 3.2.1.

3.3 Binary treatment allocation and the ROC curve

In this subsection, we derive asymptotic pointwise and uniform distributions for binary treatment
allocation value function under a resource constraint and for the estimated ROC curve. Here, using
Hadamard differentiability results from subsection 3.2, we can directly analyze the plug-in two-
step estimator of the value function for the constraint optimal allocation problems. Our strategy
is concise. The functional delta methods alone (see for example van der Vaart and Wellner (2023)
and Fang and Santos (2019)) are sufficient to obtain asymptotic results. The discussions in this
subsection are conducted under the classical empirical process theory in the Hoffman-Jørgensen-
Dudley sense. A most applicable result in this subsection is a computationally feasible delta
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method for bootstrap in probability consistency of the plug-in two-step ROC estimator which is
commonly used in computer science and other fields.

Alternative theories can also be developed under other settings from different perspectives.
In subsection 4.3, we visit the recent double/debiased machine learning methodology for uncon-
strained multi-classification problems. Double/debiased method under resource constraints can
also be developed. We also note that the results in this subsection and in subsection 4.3 can
be further improved to demonstrate semiparametric efficiency, which is analyzed in a follow-up
manuscript Feng et al. (2024).

In binary applications of optimal constrained treatment allocation, we consider

max
ϕPΦ

E rY1ϕ pXq ` Y0 p1 ´ ϕ pXqqs ,

s.t. E rZ1ϕ pXq ` Z0 p1 ´ ϕ pXqqs ď α,

where Φ is the set of critical functions when J “ 1. Obviously, the problem above is equivalent to

max
ϕPΦ

E rpY1 ´ Y0qϕ pXq ` Y0s ,

s.t. E rpZ1 ´ Z0qϕ pXq ` Z0s ď α.
(13)

We will use the definition in (13) hereafter. By the classical Neyman-Pearson lemma (see, for
example Theorem 3.2.1 in Lehmann and Romano (2022)), for α allowing feasible ϕ, the solution
of the population optimization problem (13) exists and satisfies

ϕ pxq “

$

’

’

’

&

’

’

’

%

1, when pg1 pxq ´ g0 pxqq ą k pc1 pxq ´ c0 pxqq ,

0, when pg1 pxq ´ g0 pxqq ă k pc1 pxq ´ c0 pxqq ,

for some constant k, where g1 pxq “ E pY1|X “ xq, g0 pxq “ E pY0|X “ xq, c1 pxq “ E pZ1|X “ xq

and c0 pxq “ E pZ0|X “ xq. When the fiber tx : pg1 pxq ´ g0 pxqq “ k pc1 pxq ´ c0 pxqqu is of zero
probability mass, we can express the constraint and the value function of (13) as

α pkq “ Q rpz1 ´ z0q 1 ppg1 pxq ´ g0 pxqq ą k pc1 pxq ´ c0 pxqqq ` z0s ď α,

β pkq “ Q rpy1 ´ y0q 1 ppg1 pxq ´ g0 pxqq ą k pc1 pxq ´ c0 pxqqq ` y0s .
(14)

Here, we adopt a functional notation where pY1, Y0, Z1, Z0, Xq „ Q and X „ µ. The Hadamard
differentiability results established in subsection 3.2 allow us to derive asymptotic distribution of
the sorting operator expression in (14) by the functional delta method. Denote ℓ8 pEq as the set
of bounded real-valued functions on a set E. We need the following assumptions to validate a
functional delta method. We largely adopt the styles in Chernozhukov et al. (2018b).
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Assumption 3.3.1. The random variables pY1, Y0, Z1, Z0, Xq „ Q, X „ µ, where µ is absolutely
continuous with respect to the dim pXq-dimensional Lebesgue measure. The density µ1 is continuous
on an open set E Ă RdimpXq and suppµ1 “ Kµ1 Ă E. pY1, Y0, Z1, Z0q is bounded and Z1 ě Z0.

Assumption 3.3.2. The estimators pĝ0 pxq , ĝ1 pxq , ĉ0 pxq , ĉ1 pxqq
T satisfy

rn

´

pĝ0 pxq , ĝ1 pxq , ĉ0 pxq , ĉ1 pxqq
T

´ pg‹0 pxq , g‹1 pxq , c‹0 pxq , c‹1 pxqq
T
¯

ù H in ℓ pEq
4,

where rn Ñ 8 as n Ñ 8, H is separable and its support is included in C pEq
4.

Assumption 3.3.3. The population limits satisfy pg‹0 p¨q , g‹1 p¨q , c‹0 p¨q , c‹1 p¨qq P C1 pEq
4, c‹1 pxq ą

c‹0 pxq, and 0 is a regular value of

∆‹ px; kq :“ pg‹1 pxq ´ g‹0 pxqq ´ k pc‹1 pxq ´ c‹0 pxqq ,

for all k P D, D Ă R a bounded closed interval.

Assumption 3.3.4. Let pg‹0 pxq , g‹1 pxq , c‹0 pxq , c‹1 pxqq
T

P G and pĝ0 pxq , ĝ1 pxq , ĉ0 pxq , ĉ1 pxqq
T

P G
with outer probability tends to 1, where G Ă C pEq

4. The function class

F :“
␣

1
``

g11 pxq ´ g10 pxq
˘

ą k
`

c11 pxq ´ c10 pxq
˘˘

:
`

g10 p¨q , g11 p¨q , c10 p¨q , c11 p¨q
˘

P G, k P D
(

is Donsker, and the estimators and the empirical process converge jointly, .i.e.

tn

»

—

—

—

—

—

—

—

—

—

—

—

—

–

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

ĝ0 pxq

ĝ1 pxq

ĉ0 pxq

ĉ1 pxq

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

´

¨

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˚

˝

g‹0 pxq

g‹1 pxq

c‹0 pxq

c‹1 pxq

˛

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‹

‚

,Qn ´Q

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

ù pt∆H, tQQq in C pEq
4

ˆ ℓ8 pFq .

In the above, tn “ mintrn,
?
nu and limnÑ8

tn
rn

“ t∆ P r0, 1s, limnÑ8
tn?
n

“ tQ P r0, 1s.

Theorem 3.3.1. Let Assumptions 3.3.1 to 3.3.4 hold. Assume that there exists a constant ϵ ą 0,
such that

ż

∆‹px;kq“0

pc1 pxq ´ c0 pxqq pc‹1 pxq ´ c‹0 pxqqµ1 pxq

}∇∆‹ px; kq }
dHn´1x ą ϵ
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for all k P D. Then, as a stochastic process on compact Λ1 Ĺ
˝

Λ, Λ :“ Q rpz1 ´ z0q 1 p∆ px;Dq ą 0qs,

tn

´

β
´

Qn, ∆̂, α
¯

´ β pQ,∆‹, αq

¯

ù

#

tQQ rpy1 ´ y0q 1 p∆‹ px; k pQ,∆‹, αqq ą 0q ` y0s

` t∆

«

ż

∆‹px;kpQ,∆‹,αqq“0

pg1 pxq ´ g0 pxqq pH1 ´ H0qµ1 pxq

}∇∆‹ px; k pQ,∆‹, αqq }
dHn´1x

´

ż

∆‹px;kpQ,∆‹,αqq“0

pg1 pxq ´ g0 pxqq pH3 ´ H2qµ1 pxq

}∇∆‹ px; k pQ,∆‹, αqq }
dHn´1x

ff+

´
fβ pQ,∆‹, k pQ,∆‹, αqq

fα pQ,∆‹, k pQ,∆‹, αqq

#

tQQ rpz1 ´ z0q 1 p∆‹ px; k pQ,∆‹, αq ą 0qq ` z0s

` t∆

«

ż

∆‹px;kpQ,∆‹,αqq“0

pc1 pxq ´ c0 pxqq pH1 ´ H0qµ1 pxq

}∇∆‹ px; k pQ,∆‹, αqq }
dHn´1x

´

ż

∆‹px;kpQ,∆‹,αqq“0

pc1 pxq ´ c0 pxqq pH3 ´ H2qµ1 pxq

}∇∆‹ px; k pQ,∆‹, αqq }
dHn´1x

ff+

,

(15)

where pH0,H1,H2,H3q
T

“ H;

fβ pQ,∆‹, kq :“
dβ pQ,∆‹, kq

dk
“ ´

ż

∆‹px;kq“0

pg1 pxq ´ g0 pxqq pc‹1 pxq ´ c‹0 pxqqµ1 pxq

}∇∆‹ px; kq }
dHn´1x,

fα pQ,∆‹, kq :“
dα pQ,∆‹, kq

dk
“ ´

ż

∆‹px;kq“0

pc1 pxq ´ c0 pxqq pc‹1 pxq ´ c‹0 pxqqµ1 pxq

}∇∆‹ px; kq }
dHn´1x.

The notation ∆ (∆̂,∆‹) denotes pg0 p¨q , g1 p¨q , c0 p¨q , c1 p¨qq (their estimators and the estimators’
limits), and

β pQ,∆, αq :“ β pQ,∆, k pQ,∆, αqq “ Q rpy1 ´ y0q 1 p∆ px; k pQ,∆, αqq ą 0q ` y0s ,

α pQ,∆, kq :“ Q rpz1 ´ z0q 1 p∆ px; kq ą 0q ` z0s ,

k pQ,∆, αq “ inf tk P R : α pQ,∆, kq ď αu.

Proof of Theorem 3.3.1. Note that under Assumption 3.3.1 and Assumption 3.3.3, we can
evoke Theorem 3.2.1; under Assumption 3.3.4 we can evoke Lemma A.2 in Chernozhukov et al.
(2018b). Also by the chain rule of Hadamard derivative (Lemma 3.10.3 in van der Vaart and
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Wellner (2023)),

α1Q,∆‹,k pQ, H, 0q “ Q rpz1 ´ z0q 1 p∆‹ px; kq ą 0q ` z0s

`

«

ż

∆‹px;kq“0

pc1 pxq ´ c0 pxqq pH1 pxq ´H0 pxqqµ1 pxq

}∇∆‹ px, kq }
dHn´1x

´

ż

∆‹px;kq“0

pc1 pxq ´ c0 pxqq pH3 pxq ´H2 pxqqµ1 pxq

}∇∆‹ px, kq }
dHn´1x

ff

.

By the assumption that

ż

∆‹px;kq“0

pc1 pxq ´ c0 pxqq pc‹1 pxq ´ c‹0 pxqqµ1 pxq

}∇∆‹ px; kq }
dHn´1x

is uniformly bounded away from zero on k P D, the Hadamard differentiability of the inverse map
in Lemma 3.10.24 of van der Vaart and Wellner (2023) and the chain rule again imply that

k1Q,∆‹,α pQ, H, 0q “
α1Q,∆‹,k pQ, H, 0q

fα pQ,∆‹, k pQ,∆‹, αqq
,

where the Hadamard differentiability is tangential to Q ˆ C pEq, such that Q Ă ℓ8 pFq consists
of elements that are uniformly continuous on F with respect to the L2 pQq norm.

By exactly the same calculation, we can also get

β1Q,∆‹,k pQ, H, 0q “ Q rpy1 ´ y0q 1 p∆‹ px; kq ą 0q ` y0s

`

«

ż

∆‹px;kq“0

pg1 pxq ´ g0 pxqq pH1 pxq ´H0 pxqqµ1 pxq

}∇∆‹ px, kq }
dHn´1x

´

ż

∆‹px;kq“0

pg1 pxq ´ g0 pxqq pH3 pxq ´H2 pxqqµ1 pxq

}∇∆‹ px, kq }
dHn´1x

ff

.

By the chain rule the third time, there is

β1Q,∆‹,α pQ, H, 0q “ β1Q,∆‹,k pQ, H, 0q

ˇ

ˇ

ˇ

ˇ

k“kpQ,∆‹,αq

´
fβ pQ,∆‹, k pQ,∆‹, αqq

fα pQ,∆‹, k pQ,∆‹, αqq
α1Q,∆‹,k pQ, H, 0q

ˇ

ˇ

ˇ

ˇ

k“kpQ,∆‹,αq

.

Now, (15) follows from Theorem 3.10.4 in van der Vaart and Wellner (2023).

A useful special case of (13) is when Y1 P t0, 1u, Y0 “ Z0 “ 0, Z1 “ 1 ´ Y1, and g0 “ c0 ” 0,
g1 pxq “ p pxq, c1 pxq “ 1 ´ p pxq where p pxq “ E rY | X “ xs with Y “ Y1. This special case, i.e.

max
ϕPΦ

E rY ϕ pXqs , s.t. E rp1 ´ Y qϕ pXqs ď α.

is closely related to the receiver operating characteristic (ROC) curve whose population definition
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is given by

β pαq :“ max
ϕPΦ

E rY ϕ pXqs

EY
, s.t.

E rp1 ´ Y qϕ pXqs

E p1 ´ Y q
ď α.

In the following presentation of the uniform asymptotic distribution of the ROC curve, we
differentiate between misspecified models and correctly specified models. The limit of misspeci-
fied models is essentially a direct application of the general results in Theorem 3.3.1. When the
parametric propensity score model is correctly specified, or when it is estimated by nonparametric
techniques with a sufficiently fast rate of convergence, it will be shown that the first stage estima-
tion of the propensity score model has no impact on the asymptotic distribution of the ROC curve.
This property simplifies the inference procedure when the propensity score is nonparametrically
estimated or correctly parametrically specified. In particular, it is not necessary to reestimate the
propensity score model in a bootstrap procedure.

Corollary 3.3.2. Under the conditions in Theorem 3.3.1, but let pg0 pxq , g1 pxq , c0 pxq , c1 pxqq “

p0, p pxq , 0, 1 ´ p pxqq (with the corresponding expression in Assumption 3.3.1 to 3.3.4 adapting to
the change of notations). Then we have

tn pβ pQn, p̂, αq ´ β pQ, p‹, αqq ù
1

Qy

#

tQQ ry p1 pp‹ pxq ą k pQ, p‹, αqq ´ β pQ, p‹, αqqs

` t∆

ż

p‹´1pkpQ,p‹,αqq

p pxqH pxqµ1 pxq

}∇p‹ pxq }
dHn´1x

+

´
1

Qy

fβ pQ, p‹, k pQ, p‹, αqq

fα pQ, p‹, k pQ, p‹, αqq

#

tQQ rp1 ´ yq p1 pp‹ pxq ą k pQ, p‹, αqq ´ αqs ` t∆

ż

p‹´1pkpQ,p‹,αqq

p pxqH pxqµ1 pxq

}∇p‹ pxq }
dHn´1x

+

on compact Λ1 Ĺ
˝

Λ, Λ :“ Qrp1´yq1pp‹pxqąDqs
Qp1´yq . Specially, when p‹ is correctly, i.e. p‹ pxq “ p pxq,

then we get

tn pβ pQn, p̂, αq ´ β pQ, p‹, αqq ù
tQ
Qy

#

Q ry p1 pp pxq ą k pQ, p, αqq ´ β pQ, p, αqqs

´
k pQ, p, αq

1 ´ k pQ, p, αq
Q rp1 ´ yq p1 pp pxq ą k pQ, p, αqq ´ αqs

+

.

Proof of Corollary 3.3.2. The whole proof is similar to the proof of Theorem 3.3.1, we only
need to point out that by chain rule

α1Q,p‹,k pQ, H, 0q

“
1

Q p1 ´ yq

«

Q rp1 ´ yq p1 pp‹ pxq ą kq ´ α pQ, p‹, kqqs `

ż

p‹´1pkq

p1 ´ p pxqqH pxqµ1 pxq

}∇p‹ pxq }
dHn´1x

ff

,
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so we get an additional α term.

Under correct model specification, corollary 3.3.2 implies a computationally feasible functional
delta method for bootstrap in probability. Here, we do not need to recompute / reestimate the
first step model for every bootstrapped sample. On the contrary, the first step only need to be
trained once.

Corollary 3.3.3. Under the conditions in Theorem 3.3.1, let

´

p̂, Q̃n

¯

:“
´

p̂ ptpXi, Yiquni“1q , Q̃n ptpXi, Yiquni“1, tMiu
n
i“1q

¯

be the first step estimator and the empirical bootstrapped sample conditional on tpXi, Yiquni“1. As-
sume also tn “

?
n, then

sup
lPBL1pℓ8pDqq

ˇ

ˇ

ˇ
EM l

´?
n
´

β
´

Q̃n, p̂, α
¯

´ β pQn, p̂, αq

¯¯

´ El
`

β1Q,p,α pQ, 0, 0q
˘

ˇ

ˇ

ˇ
Ñ 0,

EM l
´?

n
´

β
´

Q̃n, p̂, α
¯

´ β pQn, p̂, αq

¯¯˚

´ EM l
´?

n
´

β
´

Q̃n, p̂, α
¯

´ β pQn, p̂, αq

¯¯

˚
Ñ 0

in outer probability.

Proof of Corollary 3.3.3. First note that by Assumption 3.3.4, we can evoke Theorem 3.7.1
in van der Vaart and Wellner (2023) to get

sup
lPBL1pℓ8pEqˆℓ8pFqq

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

EM l

¨

˚

˚

˚

˝

?
n

¨

˚

˚

˚

˝

¨

˚

˚

˚

˝

p̂

Q̃n

˛

‹

‹

‹

‚

´

¨

˚

˚

˚

˝

p̂

Qn

˛

‹

‹

‹

‚

˛

‹

‹

‹

‚

˛

‹

‹

‹

‚

´ El

¨

˚

˚

˚

˝

¨

˚

˚

˚

˝

0

Q

˛

‹

‹

‹

‚

˛

‹

‹

‹

‚

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

Ñ 0,

EM l

¨

˚

˚

˚

˝

?
n

¨

˚

˚

˚

˝

¨

˚

˚

˚

˝

p̂

Q̃n

˛

‹

‹

‹

‚

´

¨

˚

˚

˚

˝

p̂

Qn

˛

‹

‹

‹

‚

˛

‹

‹

‹

‚

˛

‹

‹

‹

‚

˚

´ EM l

¨

˚

˚

˚

˝

?
n

¨

˚

˚

˚

˝

¨

˚

˚

˚

˝

p̂

Q̃n

˛

‹

‹

‹

‚

´

¨

˚

˚

˚

˝

p̂

Qn

˛

‹

‹

‹

‚

˛

‹

‹

‹

‚

˛

‹

‹

‹

‚

˚

Ñ 0

in outer probability. The results then follow from Theorems 3.10.4 and 3.10.11 in van der Vaart
and Wellner (2023).
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4 Sub (sup) and Fréchet differentiability

We first recall the definition of sub (sup) differentiability. Let E be an open set of Rn, and
f : E Ñ R a function. Then f is said to be subdifferentiable at x, with subgradient p, if

f
`

x1
˘

ě f pxq `
@

p, x1 ´ x
D

` o
`

}x1 ´ x}
˘

.

The convex set of all subgradients p at x will be denoted by ∇´f pxq. If p´fq is subdifferentiable,
then f is said to be supdifferentiable, and the convex set of the negated subgradients for p´fq at
x is denoted as ∇`f .1 It is well known that a convex function f is subdifferentiable with

f
`

x1
˘

ě f pxq ` xp, x1 ´ xy

for some convex set of p. A concave function h p¨q is supdifferentiable with

h
`

x1
˘

ď h pxq ` xp, x1 ´ xy

for some convex set of p.

4.1 Social welfare potential function

Given the convexity in λ given g p¨q, a subgradient of γ pλ, gq in λ is given by

p pλq “ pEϕ˚0 pX;λ, gq g0 pXq , . . . ,Eϕ˚J pX;λ, gq gJ pXqq
T . (16)

where ϕ˚ p¨;λ, gq is one of the optimal allocation under the parameter pλ, gq. To verify by direct
calcuation,

γ pλ, gq `
@

p pλq , λ1 ´ λ
D

“
ÿ

j

Eλjϕ˚j pX;λ, gq gj pXq `
ÿ

j

E
`

λ1j ´ λj
˘

ϕ˚j pX;λ, gq gj pXq

“
ÿ

j

Eλ1jϕ˚j pX;λ, gq gj pXq ď
ÿ

j

Eλ1jϕ˚j
`

X;λ1, g
˘

gj pXq “ γ
`

λ1, g
˘

.

The rest of this subsection rigorously justifies calling γ pλ, gq a social welfare potential function,
with p pλq belonging to the vector field generated by γ pλ, gq.

Recall by the concept of subgradients the set-valued map ∇γ pλ, gq : RJ`1 Ñ RJ`1, where the
symbol Ñ indicates that the image of a point under the map is a set. A common function is then
understood as a set-valued map where the image of a single point is a singleton set. The following
definition is needed:

1We follow the notation convention in Villani et al. (2009).
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Definition 4.1.1. (Conservative set-valued fields, Bolte and Pauwels (2021)) Let D : Rp Ñ Rp be
a set- valued map. D is a conservative (set-valued) field whenever it has closed graph, nonempty
compact values, and for any absolutely continuous loop ℓ : r0, 1s Ñ Rp, such that ℓ p0q “ ℓ p1q, the
Aumann integral of t Ñ

A

9ℓ ptq , D pℓ ptqq

E

is t0u, namely,

ż 1

0

A

9ℓ ptq , D pℓ ptqq

E

dt

:“

"
ż 1

0
ωptqdt : ω ptq : r0, 1s Ñ R is a measurable selection of

A

9ℓ ptq , D pℓ ptqq

E

*

“ t0u.

(17)

It is shown in Bolte and Pauwels (2021) (17) is equivalent to requiring that

ż 1

0
max

vPDpℓptqq

A

9ℓ ptq , v
E

dt “ 0,

where the integral is understood in the Lebesgue sense, which is possible by Theorem 18.19 and
Theorem 18.20 in Aliprantis and Border (2006). See also Lemma 1 in Bolte and Pauwels (2021).
Another equivalent requirement is

ż 1

0
min

vPDpℓptqq

A

9ℓ ptq , v
E

dt “ 0 for all absolutely continuous loop ℓ.

The definition above involves an argmax (argmin) measurable selection, so for any measurable
selection v ptq : r0, 1s Ñ Rp, v ptq P D pℓ ptqq, we have

ż 1

0

A

9ℓ ptq , v ptq
E

dt “ 0.

Based on Definition (4.1.1), we introduce the following Definition (4.1.2):

Definition 4.1.2. (Potential functions of conservative fields) A function f : Rp Ñ R is called a
potential function of a conservative field whenever there exists a conservative field D : Rp Ñ Rp

such that

f pxq “ f p0q `

ż 1

0
x 9p ptq , D pp ptqqy dt

for all absolutely continuous path p : r0, 1s Ñ Rp with p p0q “ 0 and p p1q “ x.

Bolte and Pauwels (2021) shows that a potential function must be locally Lipschitz and their
Theorem 1 states that if a function f is a potential function of the conservative field D then
D coincides with the gradient of f on Lebesgue almost every point where the gradient exists.
Therefore, we can expect that certain kind of nonsmooth functions will generate conservative
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fields by some generalized approach of taking derivatives. In addition, a real-valued convex (or
concave) function is locally Lipschitz and thus Lebesgue almost everywhere differentiable by the
Rademacher’s theorem. See for example Theorem 3.7.3 in Niculescu and Persson (2018) and also
Theorem T.1.2 in the technical addendum T.

Theorem 4.1.1. Let f : Rp Ñ R be a convex (or concave) function, then ∇´f p∇`fq “ Bf is a
conservative field, where Bf is the Clarke subgradient defined below.

Definition 4.1.3. (Clarke subgradients) Consider a local Lipschitz function f : Ω Ñ R, where
Ω Ă Rn is an open subset. For each x P Ω, define

f˝ px; vq :“ lim sup
yÑx
λÓ0

f py ` λvq ´ f pyq

λ

“ lim
εÑ0
ϵÓ0

sup

"

f py ` λvq ´ f pyq

λ
: y P Ω XB px, εq , λ P p0, ϵq

*

,@v P Rn, y ` λv P Ω,

and the Clarke subgradient of f at x:

Bf pxq :“ tξ P Rn : f˝ px; vq ě xv, ξy ,@v P Rnu 2.

Clarke (1975) provides an alternative characterization of Clarke subgradients in Rn: Let f :

Ω Ñ R be a function in Definition 4.1.3 , then

Bf pxq “ conv
"

lim
kÑ8

∇f pxkq : xk Ñ x,∇f pxkq exists
*

.

Proof of Theorem 4.1.1. By Proposition 1.2 in Clarke (1975), for convex (concave) functions
f , ∇´f p∇`fq “ Bf . Furthermore, ∇´f pxq p∇`f pxqq “ Bgf pxq by Proposition 8.12 in Rockafel-
lar and Wets (2009), where Bgf pxq is the general subgradient as in definition 8.3 in Rockafellar
and Wets (2009). Finally, by Theorem 10.49 in Rockafellar and Wets (2009) and Corollary 2 in
Bolte and Pauwels (2021), Bf is a conservative field.

4.2 Envelope like theorem for social welfare potential function

Consider, for a given g p¨q,

e
`

λ1;ϕ˚ p¨;λ, gq
˘

“ E

«

ÿ

j

λ1jϕ
˚
j gj

ff

´ γ
`

λ1, g
˘

,
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by construction, e pλ1;ϕ˚ p¨;λ, gqq achieves its maximum of zero at λ1 “ λ. When there is no
arbitrariness, we also denote ϕ˚ p¨q :“ ϕ˚ p¨;λ, gq Note first that E

”

ř

j λ
1
jϕ
˚
j gj

ı

is everywhere
differentiable in λ1j given ϕ˚ p¨q and g p¨q. Because of the convexity of γ pλ1, gq in λ1 given g p¨q,
γ pλ1, gq is differentiable in λ1 given g p¨q in a set Λ such that its complement Λc is a Lebesgue null
set. Then for each λ P Λ, and for each selection ϕ˚ given this choice of λ, e pλ1;ϕ˚q is differentiable
in λ1 at λ1 “ λ. Since zero must be in the set of supgradients at a point of maximum of any
function, there is 0 P ∇`e pλ1;ϕ˚q

ˇ

ˇ

λ1“λ
and thus ∇e pλ1;ϕ˚q

ˇ

ˇ

λ1“λ
“ 0, implying

∇γ
`

λ1, g
˘

ˇ

ˇ

ˇ

ˇ

ˇ

λ1“λ

“ ∇E

«

ÿ

j

λ1jϕ
˚
j gj

ff ˇ

ˇ

ˇ

ˇ

ˇ

λ1“λ

“
`

Eϕ˚j gj , j “ 0, . . . , J
˘T
.

An additional implication of the previous result is that for each λ P Λ, ϕ˚ px;λ, gq is unique in an

almost surly sense since the expectation
´

Eϕ˚j gj , j “ 0, . . . , J
¯T

is uniquely defined.
Intuitively, we expect such envelope theorem like statement remains true with respect to certain

functional derivatives, so that we can discuss the functional derivatives of

e
`

λ1, g1;ϕ˚
˘

“ E

«

ÿ

j

λ1jϕ
˚
j g
1
j

ff

´ γ
`

λ1, g1
˘

(18)

at pλ1, g1q “ pλ, gq (here, ϕ˚ p¨q :“ ϕ˚ p¨;λ, gq). This conjecture will be subsequently verified.
Surprisingly, some Fréchet differentiability arguments can be established.

Definition 4.2.1. (Fréchet differentiability) Let X and Y be normed spaces equipped with norm
} ¨ }X and } ¨ }Y , E Ă X be an open set. Consider the map ξ : E Ñ Y . Then ξ is called Fréchet
differentiable at θ P E, if there is a continuous linear map ξ1θ : X Ñ Y such that:

›

›ξ pxq ´ ξ pθq ´ ξ1θ px´ θq
›

›

Y “ o p}x´ θ}X q .

Before we describe the next result we need to recall several topological and measure theoretic

concepts. In a topological space X , if a subset S P X satisfies
˝

S̄ “ H, i.e. the closure of S has
empty interior, then S is called a nowhere dense subset of X . If Z Ă X is a countable union of
nowhere dense subsets of X , then Z is called a meager subset of X, or of the first category in X .
A subset A Ă X is called residually many (or just residual) in X if X zA is meager in X . A set
B Ă X is called a Gδ set of X if B is a countable intersection of open sets; it is call a Fσ set if it
is a countable union of closed sets.

In Lindenstrauss and Preiss (2003), the authors originate an elaborate concept to describe
the magnitude of sets, call Γ-null sets. Let T “ r0, 1s

N, where N is the set of natural numbers,
be endowed with the product topology and product Lebesgue measure L8. By the Tikhonov
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Theorem, T is a compact space. It can also be metrized by

ρ px, yq “

8
ÿ

n“1

ρn pxn, ynq

2n p1 ` ρn pxn, ynqq

where ρn is some distance on r0, 1s.
By the product σ-algebra on the space

ś

iEi, we mean the σ-algebra generated by all the
coordinate projections. The product measure then should satisfy

µ

«

ź

i

Bi, Bi Ă Ei, and Bi ‰ Ei,@i P I, Bi “ Ei,@i P NzI, where I Ă N, 0 ă |I| ă 8

ff

“
ź

iPI
µi pBiq ,

where tpEi, Ei, µiqu is a family of measure spaces. The existence and uniqueness of the countable
product Lebesgue measure is guaranteed by the Kolmogorov extension theorem (See for example
Chapter 1 and 3 in Dellacherie and Meyer (1978)).

Now, let X be a Banach space and Γ pX q “ tγ : T Ñ X u be the space of continuous mappings
having continuous partial derivatives Djγ. Equip Γ pX q with a topology generated by ||γ||0 “

suptPT ||γ ptq ||, and all ||γ||k “ suptPT ||Dkγ ptq ||, k ě 1. Equivalently, the same topology is
generated by all ||γ||ďk “ max0ďiďk ||γ||i, k P N.

Definition 4.2.2. (Γ-null) A Borel set N Ă X is called Γ-null if L8tt P T : γ ptq P Nu “ 0 for
residually many γ P Γ pX q. If a set A is contained in such a N , then A is also called Γ-null.

Now, we can state our result. In the following theorem statement, 1 and 2 follow from the
convexity of γ pλ, gq in λ given each g, and the convexity of γ pλ, gq in g given each each λ, while
3 is needed to account for the non joint-convexity of γ pλ, gq in pλ, gq.

Theorem 4.2.1. Let γ pλ, gq be a real valued social welfare potential function, where λ P RJ`1,
g P X where X is a Banach space. Assume that γ pλ, gq is continuous at a point pλ0, g0q P RJ`1bX ,
then we have:

1. If every separable subspace Y of X has a separable dual space Y˚, then for any given λ P RJ`1,
γ pλ, gq is Fréchet differentiable in g on a dense Gδ subset of X .

2. If the dual space X ˚ of X is separable, then for any given λ P RJ`1, γ pλ, gq is Γ-almost
everywhere Fréchet differentiable with respect to g P X . In other words, for any given λ P

RJ`1, γ pλ, gq is not Fréchet differentiable in g on a Γ-null set of X .

3. In addition, If every separable subspace Y of X has a separable dual space Y˚, and X can be
continuously embedded into L1 pΩ, µq (in the sense that for all x P X , }x}L1pΩ,µq ď C}x}X

for a constant C), then γ pλ, gq is locally jointly Lipschitz in pλ, gq, and is also jointly Fréchet
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differentiable with respect to pλ, g p¨qq on a dense subset of RJ`1 b X .

When γ pλ, gq is Fréchet differentiable (totally or partially as in the theorem), the Fréchet derivative
with respect to pλ, gq can be calculated to be

ppEϕ˚0g0, . . . ,Eϕ˚JgJq , pEλ0ϕ˚0 , . . . ,EλJϕ˚Jqq
T (19)

where

ϕ˚ p¨q :“ ϕ˚ p¨;λ, gq “ argmax
ϕp¨qPΦ

E

«

ÿ

j

λjϕj pXq gj pXq

ff

in the µ almost surely sense, where µ is the distribution of X.

Proof of Theorem 4.2.1.

step 1 First, it is direct that γ pλ, gq satisfies subadditivity and is also positive homogeneous of
degree one with respect to both λ and g p¨q, separately,

γ
`

λ, g ` g1
˘

ď γ pλ, gq ` γ
`

λ, g1
˘

, γ
`

λ` λ1, g
˘

ď γ pλ, gq ` γ
`

λ1, g
˘

,

γ pαλ, gq “ αγ pλ, gq , γ pλ, αgq “ αγ pλ, gq , for all α ě 0,

implying that γ pλ, gq is convex in g p¨q given λ and is convex in λ given g p¨q. Note that when
X is infinite-dimensional, a real-valued convex function is not necessarily continuous (there is
always a noncontinuous linear functional on X ). Fortunately, a real-valued convex function on a
Banach space is either continuous at evey point or discontinuous at every point of its domain (see
for example Proposition 3.1.11 of Niculescu and Persson (2018)). So by assumption, γ pλ, gq is
a convex continuous function. Now, for condition 1, we can directly evoke Theroem 2 in Stegall
(1978); for condition 2, we can directly evoke Corollary 3.11 in Lindenstrauss and Preiss (2003).
step 2 From now, without loss of generality, we may assume that RJ`1 ˆ X is equipped with

the norm
´

}r}
2

` }x}
2
X

¯
1
2 . Let X be a Banach space such that every separable subspace Y has

a separable dual space Y˚, Z Ă RJ`1 ˆ X be a separable subspace of RJ`1 ˆ X . Then, X 1 “

tx : D pr, xq P Zu is a subspace of X , R1 “ tr : D pr, xq P Zu is a subspace of RJ`1, and Z Ă

R1 ˆ X 1. The separability of Z implies the separability of X 1. Note that the dual space of
R1 ˆ X 1 isometrically isomorphic to pR1q˚ ˆ pX 1q˚. Obviously, RJ`1 is a separable Banach space
with separable dual, so by the separability of pX 1q˚, pR1 ˆ X 1q˚ is separable. Let z˚ P Z˚, by
Hahn-Banach theorem, there exists an element pr, xq

˚
P pR1,X 1q˚ such that pr, xq

˚
|Z “ z˚ and

}z˚} “
›

›pr, xq
˚
›

›. Therefore, with some misuse of language, we can write that Z˚ Ă pR1 ˆ X 1q˚.
Therefore, the separability of pR1 ˆ X 1q˚ implies the separability of Z˚. In another word, if Z is
a separable subspace of RJ`1 ˆ X , then Z˚ is separable.
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step 3 We need to prove that γ pλ, gq is locally Lipschitz continuous. Note that

γ pλ, gq “ sup
ϕPΦ

E

«

ÿ

j

λjϕjgj

ff

ď sup
ϕPΦ

E

«

ÿ

j

|λj | |gj |ϕj

ff

ď

˜

ÿ

j

|λj |

¸

E |gi| .

By the continuous embedding assumption E |gj | ď C }gj}X for some constant C. Consider an open
neighborhood Bλ,g,r :“ B pλ, rqˆB pg, rq for arbitrarily chosen pλ, gq P RJ`1ˆX , where open balls
B pλ, rq and B pg, rq are taken in RJ`1 and X respectively. Obviously, there exists a constant M
such that @λ1 P B pλ, rq, }λ1} ď M . Therefore, for all pλ1, g1q P Bλ,g,r, v pλ1, g1q is upper bounded.
Now, we can show that v pλ1, g1q is also locally lower bounded near λ, g. Let z “ g ` ρ pg0 ´ gq

such that g0 P X , z P B pg, rq and ρ ą 1. It is not hard to see such a point z exists. For arbitrarily
chosen λ1 P B pλ, rq, consider

V “

"

v : v “

ˆ

1 ´
1

ρ

˙

g `
1

ρ
z, g P B pg, rq

*

.

V is equal to the ball in X with center g0 “

´

1 ´ 1
ρ

¯

g ` 1
ρz and radius

´

1 ´ 1
ρ

¯

r.For all v P V,
p2g1 ´ vq P V, so there is

γ
`

λ1, g0
˘

ď
1

2
γ
`

λ1, v
˘

`
1

2
γ
`

λ1, 2g1 ´ v
˘

which implies that

γ
`

λ1, v
˘

ě 2γ
`

λ1, g1
˘

´ γ
`

λ1, 2g1 ´ v
˘

ě 2γ
`

λ1, g1
˘

´M.

Since γ pλ1, g0q is convex with respect to λ1 on RJ`1, it is locally Lipschitz with respect to λ1, see
for example Lemma 14.26 in Villani et al. (2009). So we get that γ pλ1, gq is locally bounded on a
neighborhood of pλ, gq. We may still denoted the bound as M .
step 4 Now, we can prove that γ p¨, ¨q is jointly locally Lipschitz. Let g1, g2 P B pg, r1q, g1 ‰

g2 where r1 is taken small enough such that for all λ1 P B pλ, rq, |γ pλ1, g1q| ď M for all g P

B pg, 2r1q.Next, let w “ g2 ` r1

d pg2 ´ g1q where d “ }g1 ´ g2}X . Obviously, w P B pg, 2r1q and
g2 “ r1

r1`dg1 ` d
r1`dw. By the partial convexity of γ p¨, ¨q and let λ1 P B pλ, rq,

γ
`

λ1, g2
˘

ď
r1

r1 ` d
γ
`

λ1, g1
˘

`
d

r1 ` d
γ
`

λ1, w
˘

.

Then, we have

γ
`

λ1, g2
˘

´ γ
`

λ1, g1
˘

ď
d

r1 ` d

`

γ
`

λ1, w
˘

´ γ
`

λ1, g1
˘˘

ď
d

r1
`

γ
`

λ1, w
˘

´ γ
`

λ1, g1
˘˘

ď
2d

r1
M “

2M

r1
}g2 ´ g3}X .
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Therefore, there exists a constant M1, a neighborhood Ng of g and a neighborhood Nλ of λ such
that for all λ1 P Nλ, γ pλ1, ¨q is Lipschitz with the constant M1 on Ng. Similar, γ p¨, gq is also locally
Lipschitz in the above uniform sense with a constant M2. Now, in a neighborhood of pλ, gq, we
have

ˇ

ˇγ
`

λ1, g1
˘

´ γ
`

λ2, g2
˘
ˇ

ˇ ď
ˇ

ˇγ
`

λ1, g1
˘

´ γ
`

λ1, g2
˘
ˇ

ˇ `
ˇ

ˇγ
`

λ1, g2
˘

´ γ
`

λ2, g2
˘ˇ

ˇ

ď pM1 `M2q
›

›

`

λ1, g1
˘

´
`

λ2, g2
˘›

›

RJ`1ˆX .

Now, we can directly evoke the Theorem 2.5 of Preiss (1990) to get that γ p¨, ¨q is Fréchet differ-
entiable at least on a dense subset of RJ`1 ˆ X .
step 5 In order to calculate the Fréchet derivative of γ pλ, gq at those Fréchet differentiable points,
we use the auxiliary function defined in (18). E

”

ř

j λ
1
jϕ
˚
j g
1
j

ı

is continuous linear by Proposition
3.1.11 in Niculescu and Persson (2018) and thus Fréchet differentiable with respect to pλ, gq with
the derivate in the right hand side of (19). Obviously, e pλ1, g1;ϕ˚q is concave and achieves its
maximum at pλ, gq. Therefore, by Theorem 3.6.11 of Niculescu and Persson (2018), we have
0 P ∇`e pλ1, g1;ϕ˚q |pλ1,g1q“pλ,gq. So, if γ pλ1, g1q is Fréchet differentiable at pλ, gq, by Propsoition
3.6.9 in Niculescu and Persson (2018),

∇`
`

λ1, g1;ϕ˚
˘

|pλ1,g1q“pλ,gq “
␣

e1
`

λ1, g1;ϕ˚|pλ1,g1q“pλ,gq
˘(

“ t0u.

Now, the proof ends with direct calculation.

The conditions for Fréchet differentiability stated in Theorem 4.2.1 originate from the partial
convexity of γ pλ, gq in either λ or g, and the joint local Lipschitz property of γ pλ, gq in pλ, gq and
make use of the key results Stegall (1978) (Theorem 2), Lindenstrauss and Preiss (2003) (Corollary
3.11) and Preiss (1990) (Theorem 2.5). Namioka and Phelps (1975) attributed a space X such that
every separable subspace Y of it has a separable dual space Y˚ to Asplund (1968) as an Asplund
space.

Theorem 4.2.1 essentially shows that, under mild conditions, a generic point3 can support tak-
ing the Fréchet derivative of γ pλ, gq. In Chernozhukov et al. (2018b), Hadamard differentiability
is verified by direct calculations with great details of the partial effect quantile function (called
sorted effect therein). We have demonstrated how to reformate their approach in section 3. Com-
pared with Chernozhukov et al. (2018b), the assumptions in Theorem 4.2.1 is not more restrictive
in several senses. First, Hadamard differentiability implies continuity (See for example Averbuh
and Smoljanov (1968)). Second, it is well known that for a measure space pΩ,F , µq such that F
is separable or countably generated, and µ is σ-finite, Lp pΩq is separable for 1 ă p ă 8, which
implies that Lp pΩq is separable and reflexive when Ω is a Polish space, F is the Borel σ-algebra,
and µ is a probability measure. Furthermore, when Ω is an open subset of Rn and F is the

3A generic property is one that holds on a residual set.
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σ-algebra of Lebesgue measure, and µ “ Ln the n-dimensional Lebesgue measure, both Lp pΩq

and the Sobolev space W k,p pΩq is also separable and reflexive. Third, we do not directly make
assumptions about the underlying distribution µ, such as requiring compact support or having a
continuous density function.

Given convexity and local Lipschitzness, Under the conditions of Theorem 4.2.1, generic Fréchet
differentiability follows from convexity and local Lipschitzness. Consequently, Fréchet differentia-
bility (which is stronger than Hadamard differentiability) is a reasonable assumption. The generic
Fréchet differentiability property here provides a conceptual justification of the functional differ-
ential methodology in Chen et al. (2003) and Chernozhukov et al. (2015). Theorem 4.2.1 also
differs from the envelope theorems in Milgrom and Segal (2002). Milgrom and Segal (2002) char-
acterized possibly non-convex problems for finite dimensional relevant parameters, while in this
work, Theorem 4.2.1 focuses on a generic property for larger relevant parameter spaces.

Condition 2 in Theorem 4.2.1 requires that X ˚ is separable, which is more restrictive than the
Asplund space in condition 1. Theorem 2.4 in Lindenstrauss and Preiss (2003) shows that on Rn,
a Γ-null set is equivalent to a set with Lebesgue zero. By the Rademacher Theorem again, given
g, γ pλ, gq is Γ-almost everywhere differentiable with respect to λ.

For a Banach space with a separable dual space, part 1 of Theorem 4.2.1 shows that the set
of non Fréchet-differentiable points is contained in a meager Fσ set, while part 2 of Theorem 4.2.1
shows that it is also a Γ-null set. In other words, the set of non Fréchet differentiable points is a
Γ-null set, and is contained in a meager Fσ set. However, to the best of our knowledge, there is no
general ordering between Γ-null sets and meager Fσ sets. Even in the simplest case R, there are
interesting counterexamples. The Smith-Volterra-Cantor set (or called fat Cantor set) is closed
and nowhere dense and thus meager Fσ but of positive Lebesgue measure. It is also possible to
construct a dense Gδ subset B of R with zero Lebesgue measure that is not a meager Fσ set (by
the Baire theorem). To construct B, enumerate the rational numbers as Q “ tq1, q2, . . .u, and put
Pn “

Ť8
j“1B

`

qj , 2
´j{n

˘

for positive integers n. Define B “
Ş8
n“1 Pn. Since Pn is open for every

positive integer n, we have B is a Gδ set. The set B has zero Lebesgue measure because

µ pBq ď µ pPnq ď

8
ÿ

j“1

µ
`

B
`

qj , 2
´j{n

˘˘

“

8
ÿ

j“1

2´j`1

n
“

2

n
Ñ 0 as n Ñ 8.

It is worth noting that the concepts of meager Fσ sets (the complement of dense Gδ sets) and
Γ-null sets are among a collection of related definitions used to describe the smallness of sets. Part
1 of Theorem 4.2.1 describes a pure topological property of the set of g P X at which γ pλ, gq is
Fréchet differentiable, while part 2 of Theorem 4.2.1 is both topological and measure theoretic in
nature. Under the conditions of part 2 of Theorem 4.2.1, the set of g at which γ pλ, gq is not Fréchet
differentiable satisfies other smallness properties. For example, on the one hand, by Theorem 1
in Preiss and Zajíček (1984), if X is a Banach space with separable dual space, then a continuous
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Figure 1: Relation between different concepts of small sets

σ-porous nowhere dense

Γ1-null

meager Fσ

Γ-null

Ă

convex function f on X is Fréchet differentiable outside a σ-porous set. By Theorem 10.4.1 in
Lindenstrauss et al. (2012), a σ-porous set is also a Γ1-null set. On the other hand, by Proposition
5.4.3 in Lindenstrauss et al. (2012), if A Ă X is a Γ-null and Fσ set, then it is Γn null for every
n. To recapitulate, σ-porous is a metric space concept, while Γn-null is a topological and measure
theoretic concept. These relations are illustrated in Figure 1.

Definition 4.2.3. (Porous and σ-porous) A set A in a Banach space X is called σ-porous if it is a
countable union of porous sets. A porous set E Ă X is such that there exists 0 ă c ă 1, and for all
x P X , and for all ϵ ą 0, there is a y P X satisfying 0 ă d px, yq ă ϵ and B py, c ¨ d px, yqq XE “ H.

Definition 4.2.4. (Γn-null) Consider Γn pX q “ C1 pr0, 1s
n ,X q equipped with the } ¨ }ďn norm.

Then a Borel set A Ă X is called Γn-null if

Lntt P r0, 1s
n : γ ptq P Au “ 0.

for residually many γ P Γn pX q. If A is not Borel, it is also called Γn-null if it is contained in a
Γn-null Borel set.

When λ is given and fixed, a stronger global Lipschitz continuity property can be seen to hold
based on |maxjtaju ´ maxjtbju| ď maxj |aj ´ bj |:

ˇ

ˇ

ˇ

ˇ

max
j
λjg

1
j pxq ´ max

j
λjgj pxq

ˇ

ˇ

ˇ

ˇ

ď max
j

|λj |
ˇ

ˇg1j pxq ´ gj pxq
ˇ

ˇ .

It then follows that

|γ pλ, ĝq ´ γ pλ, gq| ď Emax
j

|λj ||ĝj pXq ´ gj pXq | ď max
j

|λj | }ĝ ´ g}L1 ď max
j

|λj | }ĝ ´ g}Lp , p ě 1,
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where ĝ is an estimator of g. Assuming measurability, we have

En |γ pλ, ĝq ´ γ pλ, gq| ď max
j

|λj |En }ĝ ´ g}Lp , p ě 1

where En applies to the estimation uncertainty in obtaining ĝ p¨q.

4.3 Fast convergence rates

It is also worth noting that our analysis is closely related to the fast learning rates for plug-in
classifiers in Devroye et al. (1996) and Audibert and Tsybakov (2007). To illustrate these results
consider a weighted version of the population accuracy measure defined as

γ pτ, p p¨q , Rq “ E rτY 1 pX P Rq ` p1 ´ τq p1 ´ Y q 1 pX P Rcqs

“ E rp1 ´ τq p1 ´ p pXqqs ` E rpp pXq ´ p1 ´ τqq 1 pX P Rqs
(20)

Then an optimal choice of R, which is 1 pp pxq ą p1 ´ τqq, for a given τ leads to

γ pτ, p p¨qq “ max
R

γ pτ, p p¨q , Rq

“ E rp1 ´ τq p1 ´ p pXqqs ` E rpp pXq ´ p1 ´ τqq 1 pp pXq ą p1 ´ τqqs .

The welfare regret is defined as the difference between the optimized population welfare and the
feasible welfare based on an estimate of the optimal policy R̂ “ 1 pp̂ pxq ą 1 ´ τq:

γ pτ, p p¨qq ´ γ
´

τ, p p¨q , R̂
¯

“ E rpp pXq ´ p1 ´ τqq p1 pp pXq ą 1 ´ τq ´ 1 pp̂ pXq ą 1 ´ τqqs

“ E r|pp pXq ´ p1 ´ τqq| |p1 pp pXq ą 1 ´ τq ´ 1 pp̂ pXq ą 1 ´ τqq|s .

The key insight for analyzing convergence speed of above regret is that on the set where 1 pp pxq ą p1 ´ τqq´

1 pp̂ pxq ą p1 ´ τqq ‰ 0, or where either tp pxq ą 1 ´ τ, p̂ pxq ď 1 ´ τu or tp pxq ď 1 ´ τ, p̂ pxq ą 1 ´ τu:

|p pxq ´ p1 ´ τq | ď |p pxq ´ p̂ pxq| .

Therefore the regret can be bounded by,
ˇ

ˇ

ˇ
γ pτ, p p¨qq ´ γ

´

τ, p p¨q , R̂
¯ˇ

ˇ

ˇ
ď E r|p pXq ´ p̂ pXq| |p1 pp pXq ą 1 ´ τq ´ 1 pp̂ pXq ą 1 ´ τqq|s

ď sup
xPX

|p pxq ´ p̂ pxq|E |p1 pp pXq ą 1 ´ τq ´ 1 pp̂ pXq ą 1 ´ τqq|

As in Chen et al. (2003), for δn “ supxPX |p pxq ´ p̂ pxq|,

|p1 pp pxq ą 1 ´ τq ´ 1 pp̂ pxq ą 1 ´ τqq| ď 1 p1 ´ τ ´ δn ď p pxq ď 1 ´ τ ` δnq .
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As such the regret can be further bounded by

ˇ

ˇ

ˇ
γ pτ, p p¨qq ´ γ

´

τ, p p¨q , R̂
¯ˇ

ˇ

ˇ
ď δnP p1 ´ τ ´ δn ď p pXq ď 1 ´ τ ` δnq

Under the conditions in section 3 (see for example Proposition 3.2.3) where p pxq has a bounded
density at 1 ´ τ , for a constant C,

P p1 ´ τ ´ δn ď p pXq ď 1 ´ τ ` δnq ď Cδn.

In conclusion,
ˇ

ˇ

ˇ
γ pτ, p p¨qq ´ γ

´

τ, p p¨q , R̂
¯ˇ

ˇ

ˇ
ď Cδ2n. Many nonparametric estimators p̂ pxq achieves

δn “ OP

´

n
´

β
2β`d log n

¯

where d is the dimension of x, and β a smoothness parameter, implying
that

ˇ

ˇ

ˇ
γ pτ, p p¨qq ´ γ

´

τ, p p¨q , R̂
¯
ˇ

ˇ

ˇ
“ OP

´

n
´

2β
2β`d log2 n

¯

and whenever β ą d{2,

ˇ

ˇ

ˇ
γ pτ, p p¨qq ´ γ

´

τ, p p¨q , R̂
¯
ˇ

ˇ

ˇ
“ OP

´

n´
1
2

¯

.

Note that in the above, we provide primitive conditions that offer the case of α ě 1 for the margin
assumption (MA) in Mammen and Tsybakov (1999), Tsybakov (2004), Boucheron et al. (2005),
Audibert and Tsybakov (2007), Kitagawa and Tetenov (2018) and Luedtke and Chambaz (2020).

The misclassification error rate in Audibert and Tsybakov (2007) is the most important case
of the weighted population accuracy (20) where τ “ 1

2 , since

P pY ‰ 1 pX P Rqq “ 1 ´ P pY “ 1 pX P Rqq

“ 1 ´ 2

„

1

2
EY 1 pX P Rq `

1

2
E p1 ´ Y q 1 pX P Rcq

ȷ

“ 1 ´ 2γ

ˆ

1

2
, p p¨q , R

˙

,

where p pxq “ E pY |X “ xq.
Recall that in a general discrete allocation problem, we define welfare under policy as

γ pλ, g, ϕq “ E

«

J
ÿ

j“0

λjϕj pXqYj

ff

“ E

«

J
ÿ

j“0

λjϕj pXq gj pXq

ff

,

where gj pxq “ E pYj |X “ xq and ϕj pxq ě 0,@j,
řJ
j“0 ϕj pxq “ 1. Then an optimal choice of ϕ p¨q,

which be given by (2), for a given λ leads to the social welfare potention function (1). The feasible
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analog based on an estimate ĝ pxq should then satisfy

ϕ̂j pXq “

$

’

’

’

&

’

’

’

%

1, if λj ĝj pXq ą λlĝj pXq , @l ‰ j,

0, if λj ĝj pXq ă λlĝj pXq , Dl ‰ j.

If there exists some l such that λj ĝj pXq “ λlĝl pXq, then ϕ̂ p¨q can be divided among all the
maximal indexes. In the following we adopt a convention of allocating the optimal ϕ˚ pxq and
ϕ̂ pxq such that all the weight among the maximal indexes is allocated to the smallest index
member:

ϕ˚j pxq “

J
ź

l“j`1

1 pλjgj pxq ě λlgl pxqq

j´1
ź

l“0

1 pλjgj pxq ą λlgl pxqq ,

ϕ̂j pxq “

J
ź

l“j`1

1 pλj ĝj pxq ě λlĝl pxqq

j´1
ź

l“0

1 pλj ĝj pxq ą λlĝl pxqq .

The welfare regret is defined as the difference between the social welfare function and its feasible
version based on the plug-in estimate of the optimal policy:

γ pλ, g, ϕ˚q ´ γ
´

λ, g, ϕ̂
¯

“

J
ÿ

j“0

E
”

λjgj pXq

´

ϕ˚j pXq ´ ϕ̂j pXq

¯ı

Note that by definition, for each x, ϕ˚j pxq is either 0 or 1 for each j “ 0, . . . , J . Furthermore, one
and only one of ϕ˚j pxq out of j “ 0, . . . , J takes the value 1. The same is also true for ϕ̂j pxq for
each x. Therefore we can write

γ pλ, g, ϕ˚q ´ γ
´

λ, g, ϕ̂
¯

“ E

«

ÿ

i‰j

pλigi pXq ´ λjgj pXqqϕ˚i pXq ϕ̂j pXq

ff

ď E

«

ÿ

i‰j

|λigi pXq ´ λjgj pXq ´ pλiĝi pXq ´ λj ĝj pXqq|ϕ˚i pXq ϕ̂j pXq

ff

“ E

«

ÿ

i‰j

|λigi pXq ´ λjgj pXq ´ pλiĝi pXq ´ λj ĝj pXqq| 1
´

ϕ˚i pXq “ ϕ̂j pXq “ 1
¯

ff

ď E

«

ÿ

i‰j

|λigi pXq ´ λjgj pXq ´ pλiĝi pXq ´ λj ĝj pXqq| 1
´

ϕ˚ pXq ‰ ϕ̂ pXq

¯

ff

ď E

«

ÿ

i‰j

|λigi pXq ´ λjgj pXq ´ pλiĝi pXq ´ λj ĝj pXqq|
ÿ

k‰l

ˇ

ˇ1˚kl ´ 1̂kl
ˇ

ˇ

ff

(21)
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where we define, for k ‰ l, k, l “ 0, . . . , J ,

1˚kl pxq “ 1 pk ă lq 1 pλkgk pxq ě λlgl pxqq ` 1 pk ą lq 1 pλkgk pxq ą λlgl pxqq .

and

1̂kl pxq “ 1 pk ă lq 1 pλkĝk pxq ě λlĝl pxqq ` 1 pk ą lq 1 pλkĝk pxq ą λlĝl pxqq .

As previously, following Chen et al. (2003), for δn “ supxPX maxj“0,...,J |λjgj pxq ´ λj ĝj pxq |,

|1˚kl ´ 1̂kl| ď 1 p´2δn ď λkgk pxq ´ λlgl pxq ď 2δnq . (22)

Then we can further bound the regret as

γ pλ, g, ϕ˚q ´ γ
´

λ, g, ϕ̂
¯

ď 2 pJ ` 1q
2 δn

ÿ

k‰l

P p´2δn ď λkgk pXq ´ λlgl pXq ď 2δnq .

Under the conditions in section 3 where for each pair k ‰ l, λkgk pxq ´ λlgl pxq has a bounded
density at zero, P p´2δn ď λkgk pXq ´ λlgl pXq ď 2δnq ď Cδn, leading to

γ pλ, g, ϕ˚q ´ γ
´

λ, g, ϕ̂
¯

ď Cδ2n.

Given nonparametric estimates of ĝj pxq , j “ 0, . . . , J achieving δn “ OP

´

n
´

β
2β`d log n

¯

, there is

ˇ

ˇ

ˇ
γ pλ, gq ´ γ

´

λ, g, ϕ̂
¯ˇ

ˇ

ˇ
“ OP

´

n
´

2β
2β`d log2 n

¯

and whenever β ą d{2, |γ pλ, gq ´ γ
´

λ, g, ϕ̂
¯

| “ oP

´

n´
1
2

¯

.
The unknown social welfare potential function β0 “ γ pλ, gq “ Emaxj“0,...,J λjgj pxq can be es-

timated by its sample analog γ̂ pλ, ĝ p¨qq “ 1
n1
řn1

i“1maxj“0,...,J λj ĝj pXiq. Following Chernozhukov
et al. (2018a) and Chernozhukov et al. (2022), we consider a Neyman-orthogonal debiased version
as, where with Yi “

řJ
j“0DijYij ,

β̂ “
1

n1

n1
ÿ

i“1

J
ÿ

j“0

λjϕ̂j pXiq

„

ĝj pXiq `
Dij

p̂j pXiq
pYi ´ ĝj pXiqq

ȷ

where Dij “ 1 if Di “ j, pj pxiq “ P pDij “ 1|Xi “ xiq, gj pxiq “ E pYj |Dij “ 1, Xi “ xiq. We
should note that Luedtke and Van Der Laan (2016b) and Luedtke and Chambaz (2020) utilize a
formula similar to the one above for the binary case under empirical process settings. In a split
sample scheme, p̂ p¨q and ĝ p¨q that are applied to each Xi are obtained in a different subsample
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that excludes tXiu
n1
i“1. The goal is to show that

?
n1
´

β̂ ´ β0

¯

“
1

?
n1

n1
ÿ

i“1

˜

J
ÿ

j“0

λjϕ
˚
j pXiq

„

gj pXiq `
Dij

pj pXiq
pYi ´ gj pXiqq

ȷ

´ β0

¸

` oP p1q .

This will follow if we can show that ∆ “ oP p1q, where

∆ “
1

?
n1

n1
ÿ

i“1

J
ÿ

j“0

˜

λjϕ̂j pXiq

„

ĝj pXiq `
Dij

p̂j pXiq
pYi ´ ĝj pXiqq

ȷ

´ λjϕ
˚
j pXiq

„

gj pXiq `
Dij

pj pXiq
pYi ´ gj pXiqq

ȷ

¸

.

For this purpose we decompose ∆ “ ∆1 ` ∆2, where

∆1 “
1

?
n1

n1
ÿ

i“1

J
ÿ

j“0

λjϕ̂j pXiq

„

ĝj pXiq `
Dij

p̂j pXiq
pYi ´ ĝj pXiqq ´ gj pXiq ´

Dij

pj pXiq
pYi ´ gj pXiqq

ȷ

and

∆2 “
1

?
n1

n1
ÿ

i“1

J
ÿ

j“0

λj

´

ϕ̂j pXiq ´ ϕ˚j pXiq

¯

„

gj pXiq `
Dij

pj pXiq
pYi ´ gj pXiqq

ȷ

.

Also define a linearized approximation of ∆1 as

∆3 “
1

?
n1

n1
ÿ

i“1

J
ÿ

j“0

λjϕ̂j pXiq

«

ˆ

1 ´
Dij

pj pXiq

˙

pĝj pXiq ´ gj pXiqq ´
Dij

p2j pXiq
pYi ´ gj pXiqq pp̂j pXiq ´ pj pXiqq

ff

.

Then we can write, when p pxq and p̂ pxq is bounded away from zero,

|∆1 ´ ∆3| ď C
1

?
n1

n1
ÿ

i“1

J
ÿ

j“0

´

|ĝj pXiq ´ gj pXiq|
2

` |p̂j pXiq ´ pj pXiq|
2
¯

.

Under suitable conditions, |∆1 ´ ∆3| “ oP p1q. To see that ∆3 “ oP p1q, note that by the split
sample scheme, conditional on the estimate p̂ p¨q and ĝ p¨q, E∆3 “ 0,

V ar p∆3q ď 2
J
ÿ

j“0

λ2j

˜

E
„

1 ´ pj pXiq

pj pXiq
pĝ pXiq ´ g pXiqq

2 ϕ̂j pXiq
2

ȷ

` E

«

ϕ̂j pXiq
2 V ar pYij |Xi, Dij “ 1q

1

p3j pXiq
pp̂ pXiq ´ p pXiqq

2

ff¸

ď C
´

E pĝ pXiq ´ g pXiqq
2

` E pp̂ pXiq ´ p pXiqq
2
¯

.
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Next we decompose ∆2 “ ∆1
2 ` ∆2

2, where

∆1
2 “

1
?
n1

n1
ÿ

i“1

J
ÿ

j“0

λj

´

ϕ̂j pXiq ´ ϕ˚j pXiq

¯ Dij

pj pXiq
pYi ´ gj pXiqq .

and

∆2
2 “

1
?
n1

n1
ÿ

i“1

J
ÿ

j“0

λj

´

ϕ̂j pXiq ´ ϕ˚j pXiq

¯

gj pXiq .

To see that ∆1
2 “ oP p1q, note that E∆1

2 “ 0, and

V ar
`

∆1
2

˘

ď

J
ÿ

j“0

λ2jE
„

´

ϕ̂j pXiq ´ ϕ˚j pXiq

¯2 1

pj pXiq
V ar pYj |Xi, Dij “ 1q

ȷ

ď C
J
ÿ

j“0

E
´

ϕ̂j pXiq ´ ϕ˚j pXiq

¯2
,

which is bounded using the same method as in the following. Using arguments analogous to (21)
and (22), we can further bound |∆2

2|

´∆2
2 “

1
?
n1

n1
ÿ

i“1

J
ÿ

j“0

λj

´

ϕ˚j pXiq ´ ϕ̂j pXiq

¯

gj pXiq

ď
1

?
n1

n1
ÿ

i“1

ÿ

p‰q

|λpgp pXiq ´ λqgq pXiq ´ pλpĝp pXiq ´ λq ĝq pXiqq|ϕ˚p pXiq ϕ̂q pXiq

ď
1

?
n1

n1
ÿ

i“1

ÿ

p‰q

”

|λpgp pXiq ´ λqgq pXiq ´ pλpĝp pXiq ´ λq ĝq pXiqq| 1
´

ϕ˚ pXiq ‰ ϕ̂ pXiq

¯ı

ď
1

?
n1

n1
ÿ

i“1

ÿ

p‰q

«

|λpgp pXiq ´ λqgq pXiq ´ pλpĝp pXiq ´ λq ĝq pXiqq|
ÿ

k‰l

ˇ

ˇ1˚kl pXiq ´ 1̂kl pXiq
ˇ

ˇ

ff

ď 2 pJ ` 1q
2 δn

1
?
n1

n1
ÿ

i“1

ÿ

p‰q

|1˚kl pXiq ´ 1̂kl pXiq |

Given that ´∆2
2 ě 0, to show that ∆2

2 “ oP p1q, it suffices to check that

´E∆2
2 ď ECδn

?
n1

ÿ

p‰q

ˇ

ˇ1˚pq pXiq ´ 1̂pq pXiq
ˇ

ˇ

ď C
?
n1Eδn

ÿ

p‰q

P
`

´2δn ď λpg
˚
p pXq ´ λqg

˚
q pXq ď 2δn

˘

“ C
?
n1Eδ2n “ o p1q ,

where we implicitly require that limnÑ8
n1

n “ ρ, 0 ă ρ ă 8. We should also note that in the
above, we somehow misuse the notation C. They should be understood just as some constant,
and they are not necessarily equal to each other.
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5 Conclusion

In this paper, we explore a functional differentiability approach for a class of statistical optimal
allocation problem. Inspired by Chernozhukov et al. (2018b), Hadamard differentiability is fa-
cilitated by a study of the general properties of the sorting operator. Our derivation depends
indispensably on the concept of Hausdorff measure and the area and coarea integration formula
from geometric measure theory. Based on our general Hadamard differentiability results, we have
showed in subsection 3.3 that both the asymptotic properties of the value function process of
the binary constrained optimal allocation problem and the two-step ROC curve estimator can be
directly derived from the functional delta method. When the first step propensity score estima-
tor is correctly specified, a computationally feasible bootstrap procedure is also validated for the
two-step ROC estimator. More surprisingly, utilizing deep geometric functional analysis results
on convex and local Lipschitz functional, we can demonstrate generic Fréchet differentiability for
the social welfare potential function. These intriguing results further motivate us to deliberate on
estimation methods that take into consideration the first order term of the social welfare poten-
tial function. Combining techniques from the literature of nonsmooth method of moment, plug-in
classification and the recent development of double / debiased machine learning, we provide a debi-
ased estimator of the social welfare potential function. Here, the conditions required for Hadamard
differentiability validate the margin assumption, which leads to a faster convergence rate.

We deliberately avoid aiming for more general but also more complex conditions in the appli-
cation subsections 3.3 and 4.3, in order to highlight our concise methodology. Besides the details,
a key message we would like to convey in this paper is that the value functions of the optimal allo-
cation problems are usually more regular than expected. Much can be done by taking advantage
of the regularity property. Extensions and generalizations of this paper, including semiparametric
efficiency and multiclassification ROC surfaces, are studied in follow-up work by Feng et al. (2024).
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T Technical addendum

T.1 Supplementary definitions and results

Theorem T.1.1. Carathéodory criterion
Let µ˚ be an outer measure on a set O. A subset E Ă O is said to be µ˚-measurable if

µ˚ pT q “ µ˚ pT X Eq ` µ˚ pT X Ecq @T Ă O.

Let M be the collection of all µ˚-measurable sets. Then M is a σ-algebra, and the restriction of
µ˚ to M: µ “ µ˚|M, µ pEq “ µ˚ pEq , E P M satisfies:

(a) pO,M, µq is a complete measure space.

(b) If E Ă O and µ˚ pEq “ 0, then E P M and thus µ pEq “ 0.

From now on, we may also call a µ˚-measurable set a µ-measurable set. If µ˚ is a metric outer
measure, then

(c) B pOq Ă M, i.e. M contains all Borel sets of O and thus pO,B pOq , µq where µ is implicitly
further restricted to B pOq is a Borel measure space.

Theorem T.1.2. Rademacher theorem
Let m,n P t1, 2, . . .u, E Ă Rn be an open set, f : E Ñ Rm be a Lipschitz function, then f is
differentiable Ln a.e. and the gradient ∇f is a measurable function.

Theorem T.1.3. Whitney extension theorem
Let E Ă Rm, m P t1, 2, . . .u, E a closed set, f : E Ñ R, g : E Ñ Rm be continuous functions.
Denote

R px, aq “
f pxq ´ f paq ´ g paq px´ aq

|x´ a|
, x, a P E, x ‰ a.

If for all compact set C P E,

sup t|R px, aq| |0 ă |x´ a| ď δ, x, a P Cu Ñ 0,

as δ Ó 0. Then there exists a C1 function f : Rm Ñ R such that

f |E “ f, f
1
|E “ f 1.

Theorem T.1.4. Lusin theroem
Let µ be a Borel regular measure over a metric space X, m P t1, 2, . . .u, f : X Ñ Rm be a µ
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measurable function, E Ă X be a µ measurable set, µ pEq ă 8. Then for arbitrary ϵ ą 0, there
exists a compact set C Ă E such that µ pEzCq ă ϵ and f |C is continuous.

Theorem T.1.5. Egoroff theorem
Let µ be a Borel regular measure over a metric space X, m P t1, 2, . . .u, tfnu be a sequence of µ
measurable functions fn : X Ñ Rm, f : X Ñ Rm be a µ measurable function. If

fn pxq Ñ f pxq , µ a.e. x P E,

where E Ă X is µ measurable, µ pEq ă 8. Then for arbitrary ϵ ą 0, there exists a µ measurable
set S Ă E such that µ pEzSq ă ϵ and

fn Ñ f, uniformly on S.

Definition T.1.1. (Vitali cover) Let E Ă Rm, m P t1, 2, . . .u. If V is a collection of closed balls
or closed cubes in Rm such that for all x P E and arbitrary ϵ ą 0, there exists B P V such that
x P B and diamB ă ϵ, then V is called a Vitali cover of E.

Theorem T.1.6. Vitali covering theorem
Let E Ă Rm, V is a Vitali cover of E. Then, there exists an at most countable disjoint subset
tBju Ă V, such that

L˚m

˜

Ez
ď

j

Bj

¸

“ 0.

Theorem T.1.7. Isodiametric inequality
For all set E Ă Rm, m P t1, 2, . . .u,

L˚ pEq ď αm

ˆ

diam E

2

˙m

.

Theorem T.1.8. Coincidence between Spherical Hausdorff and Hausdorff outer measures
For all set E Ă Rm, m P t1, 2, . . .u,

HS˚
m “ H˚m,

where HS˚
m , the spherical Hausdorff outer measure is defined as

HS˚
m “ lim

δÓ0
inf

#

ÿ

jě1

αm

ˆ

diam Bj
2

˙m

: E Ă
ď

jě1

Bj , diam Bj ď δ,Bj is a closed ball

+

.
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Definition T.1.2 (Clarke Jacobian). Let F : Ω Ñ Rm be a locally Lipschitz function, where
Ω Ă Rn is an open set. The Clarke Jacobian of F at x P Ω, denoted as JcF pxq, is

JcF pxq – conv
"

lim
kÑ8

JF pxkq : xk Ñ x, JF pxkq exists
*

.

Theorem T.1.9. Nonsmooth implicit function theorem
Let F : Ω Ñ Rm be a locally Lipschitz (C1) function, where Ω Ă Rn`m is an open set. Assume
that px0, y0q is such that

1. F px0, y0q “ 0.

2. Jc,yF px0, y0q is full rank in the sense that all matrices in Jc,yF px0, y0q is full rank, where
Jc,yF px0, y0q consists of all mˆm component matrices in JcF px0, y0q written as rAmˆn, Bmˆms.

Then there exists an pn`mq-dimensional interval I “ Inx ˆ Imy Ă Ω, where for some positive
vectors α and β,

Ix “ tx P Rn : |x´ x0| ă αu , Iy “ ty P Rm : |y ´ y0| ă βu ,

where |x´x0| ă α means that |xi ´x0,i| ă αi for α “ pα1, . . . , αnq, and a Lipschitz (C1) function
ξ : Inx Ñ Imy such that for all px, yq P Inx ˆ Imy ,

F px, yq “ 0 ô y “ ξ pxq .

Theorem T.1.10. Morse-Sard theorem
Let f P Cr pU,Rmq, where U P Rn is an open set, r ą max pn´m, 0q, then the set of critical
values of f of zero Lebesgue measure and is meager.

Theorem T.1.11. Partition of unity
Let E1, . . . , Ek be open sets in Rn and K a compact subset of

Ť

jKj. Then on can find ϕj P C80 pEjq

so that ϕj ě 0 and
řk

1 ϕj ď 1 with equality in a neighborhood of K.

Definition T.1.3. (Continuous convergence) Let X ,Y be two metric spaces, and tfnu be a se-
quence of mappings fn : X Ñ Y. Given f : X Ñ Y then fn convergence to f continuously if
fn pxnq Ñ f pxq whenever txnu Ă X , x P X , xn Ñ x.

Lemma T.1.12. Equivalence between uniform convergence and continuous convergence
Let X and Y be two metric spaces, and tfnu, f be mappings from X to Y.

1. If X is compact and f is continuous then fn Ñ f continuously if and only if fn Ñ f

uniformly in X .
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2. If fn Ñ f continuously then f is continuous.

As a consequence, if X is compact then fn Ñ f continuously if and only if fn Ñ f uniformly in
X and f is continuous.

Proof of Lemma T.1.12.

1. If part: Let d be the metric on Y. For fn Ñ f uniformly and xn Ñ x we have

d pfn pxnq , f pxqq ď d pfn pxnq , f pxnqq ` d pf pxnq , f pxqq

ď sup
xPX

d pfn pxnq , f pxnqq ` d pf pxnq , f pxqq .

As n Ñ 8, the first term goes to 0 by uniform convergence and the second term goes to 0 by
continuity. Only if part: Prove by contradiction. If fn Ñ f continuously but not uniformly. Then
there is a subsequence tnku and ϵ ą 0 such that for all nk

sup
xPX

d pfnk
pxq , f pxqq ą 2ϵ.

By the definition of sup there is a sequence txku such that

d pfnk
pxkq , f pxkqq ą ϵ. (23)

Since X is a compact metric space there is a convergent subsequence txk1u of txku with xk1 Ñ x0.
Continuous convergence and continuity of f require

d
`

fnk1
pxk1q , f pxk1q

˘

ď d
`

fnk1
pxk1q , f px0q

˘

` d pf px0q , f pxk1qq Ñ 0

which violates (23).
2. Let dX be the metric on X . Suppose txnu is an arbitrary sequence that converges to x. For all
k, consider sequence tfm pxk,mqu, where dX pxk,m, xkq ă 1

m . By continuous convergence,

lim
mÑ8

fm pxk,mq “ f pxkq .

Therefore there exist nk P N, such that for all n ą nk,

d pfn pxk,nq , f pxkqq ă
1

k
.

Next consider a sequence tynu

tynu “

$

’

’

&

’

’

%

x1,n1
loomoon

n1´terms

, x2,n1`n2
looomooon

n2´terms

, . . . , xk,
řk

j“1 nj
loooomoooon

nk´terms

, . . .

,

/

/

.

/

/

-

.

49



Feng and Hong

Since yn Ñ x as n Ñ 8 by continuous convergence fn pynq Ñ f pxq. Write
řk
j“1 nj as

řk nj .

Note that yřk nj
“ xk,

řk nj
, fřk nj

´

yřk nj

¯

“ fřk nj

´

xk,
řk nj

¯

, we have

lim
kÑ8

fřk nj

´

xk,
řk nj

¯

“ f pxq .

Then by

d pf pxkq , f pxqq ď d
´

f pxkq , fřk nj

´

xk,
řk nj

¯¯

` d
´

fřk nj

´

xk,
řk nj

¯

, f pxq

¯

ď
1

k
` o p1q ,

f is continuous.

For the Rademacher theorem T.1.2, see Theorem 2.10.43 in Federer (1969). For the Whitney
extension theorem T.1.3, see Theorem 6.10 in Evans and Garzepy (2015) or Theorem 3.1.14 in
Federer (1969). For the form of the Lusin theorem T.1.4 and the Egoroff theorem T.1.5 used here,
see Theorem 2.3.5 and Theorem 2.3.7 in Federer (1969), respectively. For Vitali covering theorem
T.1.6, see Theorem 1.10 in Falconer (1986). For the isodiametric inequality T.1.7, see Theorem 2.4
in Evans and Garzepy (2015) or Corollary 2.10.33 of Federer (1969). For the relationship between
the spherical Hausdorff outer measure and the Hausdorff outer measure, see 2.10.6 in Federer
(1969). For the nonsmooth implicit function theorem T.1.9, see Clarke (1976) and Theorem 11
of Hiriart-Urruty (1979). For more information about the Morse-Sard theorem T.1.10, we refer
to Figalli (2008) and its renowned infinite dimensional version Sard-Smale theorem from Smale
(1965). The form of the partition of unity theorem T.1.11 is taken from Theorem 2.2 in Grigoryan
(2009). See also Theorem 3.5 of Grigoryan (2009) for a manifold version. Most of these results
have been rewritten to comply with the convention and styles used in Evans and Garzepy (2015)
and Lu (2019). The proof of part 1 of Lemma T.1.12 comes from Resnick (1987), we remove the
separable space requirement in the premise. Actually, if X is a compact metric space, then X is
separable, a countable dense subset of X can be constructed by the totally boundedness of X .

T.2 Geometric interpretation of Hausdorff measure

In the following proposition, we explain intuitively how Hausdorff measure generalizes the usual
conceptions of area and volume.

Proposition T.2.1. Let k P t1, 2, . . . , nu, matrix A P Rnˆk, then

(i) if rank pAq ă k, that is det
`

ATA
˘

“ 0, then Hk pA pEqq “ 0 for all E Ă Rk.
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(ii) if rank pAq “ k, that is det
`

ATA
˘

ą 0, then for all E Ă Rk,

E is Lebesgue measurable ô A pEq is Hk measurable.

When either of the sides holds, Hk pA pEqq “
a

det pATAqLk pEq.

Proposition T.2.2. Let k P t1, 2, . . . , nu, matrix A P Rkˆn, then

(i) if rank pAq ă k, that is JA “
a

det pAAT q “ 0, then Hn´k

`

E XA´1 pyq
˘

“ 0 for Lk a.e. y P

Rk for all E Ă Rn.

(ii) if rank pAq “ k, that is det
`

AAT
˘

ą 0, then for all measurable E Ă Rn, y P Rk ÞÑ

Hn´k

`

E XA´1 pyq
˘

is Lk measurable, and

JA ¨ Ln pEq “

ż

E
JA pxq dLnx “

ż

Rk

Hn´k

`

E XA´1 pyq
˘

dLky.

Proposition T.2.1 provides the geometric meaning of the Hausdorff measure. Consider the
set A

´

r0, 1s
k
¯

, A P Rnˆk, k P t0, 1, . . . , nu, denote the column vectors of A as a1, a2, . . . , ak. Let

e “ pe1, e2, . . . , ekq
T

P E Ă Rk, then Ae “
řk
i“1 eiai, therefore

A
´

r0, 1s
k
¯

“

#

k
ÿ

i“1

eiai|e “ pe1, e2, . . . , ekq
T

P r0, 1s
k

+

is the parallelepiped spanned by vectors a1, a2, . . . , ak. By Proposition T.2.1,

Hk

´

A
´

r0, 1s
k
¯¯

“

b

det pATAq.

We point out that
a

detpATAq is the k-dimensional volume (in n-dimensional space) of the
parallelepiped spanned by the column vectors of matrix A. To see this, first consider the k “ n

scenario. In this case
a

detpATAq “ |det pAq |. Denote the volume of the parallelepiped spanned
by A as vol pAq, or more transparently as Vol pa1, a2, . . . , akq where taiu

k
i“1 are the columns of A.

The volume of a parallelepiped is the “area” of its base, times its height. A base is the parallelepiped
determined by arbitrarily chosen k ´ 1 vectors from taiu

k
i“1, and the height corresponding to this

base is the perpendicular distance of the remaining vector from the base. Denote the remaining
vector as ai. If ai is scaled by a factor of c, then the perpendicular distance of ai from the base
and thus the volume will be scaled by a factor of |c|. If ai is translated to a1i “ ai ` ωaj , i ‰ j,
since aj is parallel to the base, the height and thus the volume will not change4, i.e.

Vol pa1, . . . , cai ` ωaj , . . . , akq “ |c|Vol pa1, . . . , ai, . . . , akq . (24)

4See https://textbooks.math.gatech.edu/ila/determinants-volumes.html for a visualization.
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Swapping two columns of A just reorders the vectors taiu
k
i“1 and will not change the volume,

Vol pa1, . . . , ai, . . . , aj , . . . , akq “ Vol pa1, . . . , aj , . . . , ai, . . . , akq . (25)

Since | det pAq | can also be characterized by the properties (24) and (25) and | det pIkq | “ Vol pIkq “

1 where Ik is the k ˆ k identity matrix, we have
a

det pATAq “ |det pAq | “ Vol pAq.
When k ă n, using the Singular Value Decomposition A “ UΣV where U, V are orthogonal

matrixes and Σ a rectangular diagonal matrix with non-negative real diagonal:

b

det pATAq “

c

det
´

pUΣV q
T UΣV

¯

“

b

det pΣTΣq

where ΣTΣ is a kˆk diagonal matrix. We claim that the k-dimensional volume (in n-dimensional
space) of A is also

a

det pΣTΣq. In particular, since orthogonal transformations preserves inner
products and thus lengths (norm) and angles,

Vol pAq “ Vol pUΣV q “ Vol pΣV q .

Note that, if we choose a orientation for a base and allow for signed height and volume, then we
have

Vols pa1, . . . , ai ` ∆ai, . . . , akq “ Vols pa1, . . . , ai, . . . , akq ` Vols pa1, . . . ,∆ai, . . . , akq

and Vol pAq “ |Vols pAq |5. Signed volume also satisfies homogeneity similar to (24), with the scale
factor changing from |c| to c. Then we have

Vols pa1, a2, . . . , akq “ Vols

˜

n
ÿ

i1“1

ai1,1ei1 ,
n
ÿ

i2“1

ai2,2ei2 , . . . ,
n
ÿ

ik“1

aik,keik

¸

“

n
ÿ

i1“1

n
ÿ

i2“1

¨ ¨ ¨

n
ÿ

ik

k
ź

j“1

aij ,jVols pei1 , ei2 , . . . , eikq ,

where each eij is a n ˆ 1 vector with 1 in the ijth position and zeros otherwise. When tiju
k
j“1

contains repeated values, rank pei1 , ei2 , . . . , eikq ă k and Vols pei1 , ei2 , . . . , eikq “ 0. Therefore,
scaling a row of nˆk matrix by a factor of d also scales the volume by the factor of |d|, implying that
Vol pΣV q “

śk
i“1 σiVol pV q, where σi are the diagonal elements of Σ. Intuitively, Vol

´

r0, 1s
k
¯

“ 1

since volume is base times height. Thus, the volume of Vol pV q is equal to 1.
For an matrix A P Rkˆn, consider the geometric meaning of JA. We already know that the

k-dimensional volume of AT
´

r0, 1s
k
¯

is
a

det pAAT q. For arbitrary P P Rnˆk, the k-dimensional

5We do not explicitly distinguish k-dimensional volume and n-dimensional volume in n-dimensional space, they
are both denoted as Vol. The specific meaning is clear based on the context.
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Figure 2: Ordering of proofs for area and coarea formulas

Proposition T.2.1 (linear case) Proposition T.2.2 (linear case)

Proposition T.3.1 (C1 injection case) Proposition T.3.3 (C1 case)

Theorem 3.1.1 (area formula) Theorem 3.1.2 (coarea formula)

volume of AP
´

r0, 1s
k
¯

is equal to the k-dimensional volume of the APK
´

r0, 1s
k
¯

, where PK is
the orthogonal projection of P onto the orthogonal complement of the null space of A (which, by
definition, is the span of the columns of AT ). Note that det

´

`

PK
˘T
PK

¯

ď det
`

P TP
˘

. Therefore,

JA “ sup
P

Vol pAP q

Vol pP q
“ sup

P

Hk

´

AP
´

r0, 1s
k
¯¯

Hk

´

P
´

r0, 1s
k
¯¯ ,

where supremum is taken over all k-dimensional nondegenerate parallelepiped P .

T.3 Proofs of area and coarea formulas

Figure 2 illustrates the ordering of the proofs for area and coarea formulas. Besides Federer (1969)
and Evans and Garzepy (2015), we also borrow lots of material from Jerrard (2013) and Lu (2019),
especially from the latter. Corollaries T.3.2 and T.3.4 are used to illustrate the applicability of
the area and coarea formulas 3.1.1 and 3.1.2.

Proof Outline of Proposition T.2.1.

step 1 The Hausdorff outer measure H˚k is invariant under orthogonal transformations, i.e. if A
is a orthogonal transformations then

H˚k pA pEqq “ H˚k pEq ,@E Ă Rk

step 2 Let A “ pIk, 0q
T , prove that

H˚k pA pEqq “ H˚k pE ˆ t0uq “ H˚k pEq “ L˚k pEq

where L˚k is the k-dimensional Lebesgue outer measure.
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step 3 There exists orthogonal T P Rnˆn,

H˚k pA pEqq “ H˚k pTA pEqq “ H˚k ppA1 pEqq ˆ t0uq “ L˚k pA1 pEqq ,

where A1 P Rkˆk, A P Rnˆk, and TA “
`

AT1 , 0
˘T step 4 Proof of

L˚k pA1 pEqq “ |det pA1q |L˚k pEq “

b

det pATAqL˚k pEq .

step 5 For all E Ă Rk, E is Lebesgue measurable ô A pEq is Hk measurable.

Remark T.3.1. We provide two supplementary details to assist with understanding the proof
outlines of Proposition T.2.1 and the following results.

1. Hausdorff outer measure H˚k has the invariance under the orthogonal transformations. This
is a direct result of the fact that Hasudroff outer measure keeps distance inequality, i.e. if
k, l,m, n P Z`, E Ă Rl, map f : E Ñ Rn and map g : E Ñ Rm satisfies

|f pxq ´ f pyq | ď C|g pxq ´ g pyq | @x, y P E,

then H˚k pf pEqq ď CkH˚k pg pEqq. This property will also be used in the following discussion.

2. A cube is a subset of Rk in the form of

k
ź

i“1

pai, biq ,
k
ź

i“1

pai, bis ,
k
ź

i“1

rai, biq ,
k
ź

i“1

pai, biq ai ă bi,@i P t1, 2, . . . , ku.

Let E P Rn be a nonempty open set, then there exists a sequence of disjoint left open and
right closed cubes tQku8k“1, such that

E “

8
ď

k“1

Qk “

8
ď

k“1

Q̄k.

Proposition T.3.1. Let E Ă Rk be an open set, k P t1, 2, . . . , nu, ψ : E Ñ Rn be a C1 injection
and det

´

ψ1 pxq
T ψ1 pxq

¯

ą 0 for all x P E, then for all D Ă ψ pEq,

D is Hk measurable ô ψ´1 pDq is Lebesgue measurable.

When D is Hk measurable,

Hk pDq “

ż

ψ´1pDq

c

det
´

ψ1 pxq
T ψ1 pxq

¯

dLkx.
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Proposition T.3.1 plays the most essential role in a proof of more general area formula Theorem
3.1.1. Proposition T.3.1 can also be powerful when used alone.

Proof Outline of Proposition T.3.1.

step 1 Estimates of |ψ pxq ´ ψ pyq |: Let k P t1, 2, . . . , nu, E Ă Rk be an open set, ψ : E Ñ Rn be
a C1 injection such that det

´

ψ1 pxq
T ψ1 pxq

¯

ą 0 for all x P E, then:

1. if K Ă E is convex and compact, then there exists 0 ă c ă C such that

c|x´ y| ď |ψ pxq ´ ψ pyq | ď C|x´ y| (26)

for all x, y P K.

2. For arbitrary x0 P E and for all 0 ă ϵ ă 1, there exists δ ą 0, such that open ball
B px0, δq Ă E and

p1 ´ ϵq |ψ1 px0q px´ yq | ď |ψ pxq ´ ψ pyq | ď p1 ` ϵq |ψ1 px0q px´ yq | (27)

for all x, y P B px0, δq.

step 2 Prove that, for all D Ă ψ pEq,

D is Hk measurable ô ψ´1 pDq is Lebesgue measurable,

by estimates (26), the fact that Hausdorff outer measure keeps distance inequality, and the fact
that if D is a Hk measurable set with Hk pDq ă 8, then there exist a Borel set P and a Hk zero
measure set Z such that D “ P Y Z6.
step 3 By (27) and Proposition T.2.1, closed cube Q Ă E satisfies: for all x0 P E, for all 0 ă ϵ ă 1,
there exists δ ą 0, such that, if diam pQq ă δ and x0 P Q then

p1 ´ ϵqk
c

det
´

ψ1 px0q
T ψ1 px0q

¯

Lk pQq ď Hk pψ pQqq

ď p1 ` ϵqk
c

det
´

ψ1 px0q
T ψ1 px0q

¯

Lk pQq

(28)

step 4 Prove that, for all closed cube Q P E,

Hk pψ pQqq “

ż

Q

c

det
´

ψ1 pxq
T ψ1 pxq

¯

dLkx

6This Borel set, zero measure set construction of Hk measurable set is also a common useful result. Actually, the
complete result states that there exist Borel sets P1, P2 and Hk zero measure sets Z1, Z2, such that D “ P1 YZ1 “

P2zZ2.
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by (28).
step 5 Prove that for all bounded open set Eb such that Eb Ă E, if O Ă Eb is Lk measurable then

Hk pψ pOqq “

ż

O

c

det
´

ψ1 pxq
T ψ1 pxq

¯

dLkx.

Conclude using the fact that any open set E Ă Rk can be decomposed to a countable disjoint
union of bounded cube.

Proof of Theorem 3.1.1.

A classical proof based on Proposition T.3.1 can be separated into three fundamental parts.
part 1 In case that ψ is not necessarily bijective, while still requiring that Jψ pxq ą 0 for all
x P E, by the implicit function theorem, for all x P E there exist a neighborhood U such that ψ
is bijective in U . Take a Vitali cover V of E such that ψ is bijective in every closed ball B P V.
Then by the Vitali covering theorem, there exists an at most countable disjoint subset tBju Ă V,
such that L˚k

´

Ez
Ť

j Bj

¯

“ 0. From the definition of H0,

ÿ

j

1 py P ψ pS XBjqq “ H0

˜

ď

j

pS XBjq X ψ´1 pyq

¸

.

By the property of Lebesgue integral and Proposition T.3.1,

ż

S
Jψ pxq dLkx “

ÿ

j

ż

ψpSq
1 py P ψ pS XBjqq dHky “

ż

ψpSq
H0

˜

ď

j

pS XBjq X ψ´1 pyq

¸

dHky.

Then note that
ż

ψpSq
H0

`

S X ψ´1 pyq
˘

dHky

“

ż

ψpSq
H0

˜

ď

j

pS XBjq X ψ´1 pyq

¸

dHky `

ż

ψpSqzψpSz
Ť

j Bjq
H0

˜˜

Sz
ď

j

Bj

¸

X ψ´1 pyq

¸

dHky

`

ż

ψpSz
Ť

j Bjq
H0

˜˜

Sz
ď

j

Bj

¸

X ψ´1 pyq

¸

dHky

“

ż

ψpSq
H0

˜

ď

j

pS XBjq X ψ´1 pyq

¸

dHky ` 0 ` 0.

When Jψ pxq “ 0, let ϵ ą 0, define ψϵ : E Ñ Rk`n as

x ÞÑ pϵx, ψ pxqq ,
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Crit pψq “ tx P E|Jψ pxq “ 0u. Note that Jψϵ pxq ą 0 for all x P E,

ż

Critpψq
Jψϵ pxq dLkx “

ż

ψϵpCritpψqq
H0

`

Critpψq X ψ´1ϵ pyq
˘

dHky

ě

ż

ψϵpCritpψqq
dHky “ Hk pψϵ pCrit pψqqq .

By the fact that Hausdorff outer measure keeps distance inequality,

Hk pψ pCrit pψqqq ď Hk pψϵ pCrit pψqqq ,

since the coordinate projection from ψϵ pCrit pψqq to ψ pCrit pψqq satisfies a distance inequality
with C “ 1. Therefore,

Hk pψ pCrit pψqqq ď

ż

Critpψq
Jψϵ pxq dLkx,

the right hand side converges to 0 as ϵ Ó 0 if E is bounded. Then conclude that Hk pψ pCrit pψqqq “

0 for (not necessarily bounded) open set E Ă Rk by the cube decomposition in the step 5 of the
sketch of the proof of Proposition T.3.1. Now, one can conclude that (6) is true for C1 function
ψ.
part 2 To verify (6) when ψ is a Lipschitz function but does not necessarily belong to C1, a Lusin
type approximation of ψ can be used. To continue, we use Rademacher theorem T.1.2, Whitney
extension theorem T.1.3, Lusin theroem T.1.4 and Egoroff theorem T.1.5.

Assume first E is bounded, by Rademacher theorem T.1.2, ψ is differentiable Lk a.e. and the
gradient ψ1 ď Lipψ is measurable, where

Lipψ “ sup

"

|ψ px1q ´ ψ px2q |

|x1 ´ x2|
|x1, x2 P E, x1 ‰ x2

*

.

Apply Lusin theorem to ψ1, there exists a compact set C Ă E such that Lk pEzCq ă 1
2ϵ and ψ1|C

is continuous. Let

R px, aq “
ψ pxq ´ ψ paq ´ ψ1 paq px´ aq

|x´ a|
, x, a P C, x ‰ a,

since ψ is differentiable, for all a P C,

R paq “ supt|R px, aq ||0 ă |x´ a| ď δ, x P Cu Ñ 0,

as δ Ó 0. Then by Egoroff theorem and regularity of Lebesgue measure, there exists a compact
set C 1 Ă C such that Lk pCzC 1q ă 1

2ϵ and R paq converge to 0 uniformly on C 1. Now, we can
apply Whitney extension theorem to ψ and ψ1 (actually, to each component function of ψ and its
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gradient), i.e. there exists a C1 function ψ such that

ψ|C1 pxq “ ψ|C1 pxq , ψ
1
|C1 pxq “ ψ1|C1 pxq ,

Lk
`␣

x|ψ|E pxq ‰ ψ pxq
(˘

ă ϵ, Lk
´!

x|ψ
1
|E pxq ‰ ψ1 pxq

)¯

ă ϵ.
(29)

Now, one can conclude that (6) is true for Lipschitz function ψ and set S X C 1.
part 3 The final step is to verify a Lusin property (N) for

ż

ψpSq
H0

`

S X ψ´1 pyq
˘

dHky.

Specifically, for arbitrary measurable S Ă E,
ż

ψpSq
H0

`

S X ψ´1 pyq
˘

dHky ď pLipψq
n Lk pSq .

To see this, let

Qm “

#

Q|Q “

k
ź

i“1

pai, bis , ai “
ci
m
, bi “

ci ` 1

m
, ci P Z

+

,

and

gm pyq “
ÿ

QPQm

1 py P ψ pS XQqq .

Since Rk “
Ť

QPQm
, and gm pyq is the number of cubes Q P Qm such that

H0

`

S XQX ψ´1 pyq
˘

ą 0.

Therefore, for all y P Rn,

gm pyq Ò H0

`

S X ψ´1 pyq
˘

,

as m Ñ 8. Then by the monotone convergence theorem
ż

ψpSq
H0

`

S X ψ´1 pyq
˘

dHky “ lim
mÑ8

ż

ψpSq
gm pyq dHky

“ lim
mÑ8

ÿ

QPQm

Hk pψ pS XQqq

ď lim
mÑ8

ÿ

QPQm

pLipψq
k Lk pS XQq

“ pLipψq
k Lk pSq .
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Now note that,
ż

SXC1
Jψ pxq dLkx ď

ż

ψpSq
H0

`

S X ψ´1 pyq
˘

dHky ď

ż

SXC1
Jψ pxq dLkx` pLipψq

k Lk
`

SzC 1
˘

,

where Lk pSzC 1q ă ϵ. Note that Jψ is bounded on E due to the Lipschitz continuity of ψ (By
Rademacher theorem, Jψ exists for Lk a.e. x P E), i.e. there exists a constant M , such that

ż

SzC1
Jψ pxq dLkx ď MLk

`

SzC 1
˘

.

Therefore,
ż

SXC1
Jψ pxq dLkx ď

ż

S
Jψ pxq dLkx

ď

ż

SXC1
Jψ pxq dLkx`MLk

`

SzC 1
˘

,

and (6) follows from the arbitrariness of ϵ. The case when open set E Ă Rk is unbounded follows
from the cube decomposition.

Corollary T.3.2. A Sard type lemma
Let k P t1, 2, . . . , nu, E Ă Rk be an open set, ψ : E Ñ Rn be a C1 function and Crit pψq “ tx P

E|Jψ pxq “ 0u, then Hk pψ pCrit pψqqq “ 0.

Proof. Since ψ is a C1 function, Jψ : E Ñ R is continuous. Therefore, Crit pψq “ tx P

E|Jψ pxq ě 0uztx P E|Jψ pxq ą 0u is Lk measurable. By (6),

ż

Critpψq
Jψ pxq dLkx “

ż

ψpCritpψqq
H0

`

Critpψq X ψ´1 pyq
˘

dHky

ě

ż

ψpCritpψqq
dHky “ Hk pψ pCrit pψqqq .

The integral in the left hand side of the first equality is 0.

Proof Outline of Proposition T.2.2.

step 1 To prove (i), note that

L˚k pA pRnqq “ L˚k pU ˝ Σ ˝ V pRnqq “ L˚k pU ˝ Σ pRnqq “ L˚k pΣ pRnqq ,

by SVD and the fact that Lebesgue outer measure is invariant under orthogonal transformation.
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Since rank pAq ă k, rank pΣq ă k, therefore,

L˚k pΣ pRnqq “ L˚k
´

RrankpΣq
¯

“ 0.

step 2 By SVD / PD, A “ WPV , where V P Rnˆn is orthogonal, P : Rn Ñ Rk is the coordinate
projection of the first k dimensions, and W P Rkˆk is symmetric7. step 3 By the Fubini-Tonelli
theorem, y P Rk ÞÑ Ln´k

´!

px1, . . . , xn´kq : x P V pEq X pP q
´1

pyq

)¯

is Lk measurable and

Ln pEq “ Ln pV pEqq “

ż

Rk

Ln´k
´!

px1, . . . , xn´kq : x P V pEq X pP q
´1

pyq

)¯

dLky.

Then, note that

Ln´k
´!

px1, . . . , xn´kq : x P V pEq X pP q
´1

pyq

)¯

“ Hn´k

´

V pEq X pP q
´1

pyq

¯

“ Hn´k

`

E XA´1 ˝W pyq
˘

by A´1 “ V ´1 ˝ pP q
´1

˝W´1.
step 4 By Proposition T.2.1 and a standard approximation procedure,

JM ¨

ż

Rk

f pM pxqq dLkx “

ż

Rk

f pyq dLky.

for all M P Rkˆk invertible and f nonnegative Lk measurable. Therefore,

JW ¨

ż

Rk

Hn´k

`

E XA´1 ˝W pyq
˘

dLky “

ż

Rk

Hn´k

`

E XA´1 pyq
˘

dLky.

Proposition T.3.3. Let E Ă Rn be an open set, k P t1, 2, . . . , nu, φ : E Ñ Rk be a C1

function, then for all measurable S, S X φ´1 pyq is Hn´k measurable for Hk a.e. y, y P Rk ÞÑ

Hn´k

`

S X φ´1 pyq
˘

is Hk measurable, and

ż

S
Jφ pxq dLnx “

ż

Rk

Hn´k

`

S X φ´1 pyq
˘

dHky.

Remark T.3.2.

1. We should note that for open set E Ă Rn, k P t1, 2, . . . , nu, φ : E Ñ Rk be at least
continuous, S Ă E measurable, then, φ pSq is not necessarily Hk measurable. Actually,

7We do not distinguish between linear transformation and its matrix.
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if φ : E Ă Rn Ñ Rm,m, n P t1, 2, . . .u, φ is continuous, then

φ map Ln measurable subset of E to Lm measurable set in Rm ô

φ map Ln zero measure subset of E to Lm zero measure set in Rm.

Even if φ is more smooth than continuous, the right hand side of above relationship will not
be automatically satisfied.

2. Although S X φ´1 pyq may not be Hn´k measurable for all y P Rk, E X φ´1 pyq is Hn´k

measurable for all y P Rk, since E is open and φ´1 pyq is a Borel set.

Proposition T.3.3 states one of the most essential idea of more general coarea formula Theorem
3.1.2. Besides, we should first verify that the integrand on the right hand side of (8) is well defined.
A classical proof of Proposition T.3.3 can be separated into two fundamental parts.

Proof of Proposition T.3.3.

part 1 We start from verifying a Lusin property (N) for

ż

Rk

H˚n´k
`

S X φ´1 pyq
˘

dHky.

First of all, the outer integral of f is defined as

ż ˚

Rk

f pxq dHkx “ inf

"
ż

Rk

g pxq dHkx|g is Hk measurable , f ď g a.e.

*

.

For arbitrary measurable S Ă E, the required Lusin property (N) is provided by Eilenberg in-
equality which states that

ż ˚

Rk

H˚n´k
`

S X φ´1 pyq
˘

dHky ď
αn´kαk
αn

pLipφq
kHn pSq (30)

holds. Besides, we can also show that Hn´k

`

S X φ´1 pyq
˘

is well defined and Hk measurable, and
therefore the outer integral in (30) is actually redundant.

To verify (30), we use the isodiametric inequality T.1.7 and the coincidence between spherical
Hausdorff outer measure and Hausdorff outer measure T.1.8. By the equivalence in Theorem
T.1.8, for all l ą 0, there exists an at most countable collection of closed balls tBl

ju such that
S Ă

Ť

j B
l
j , diam Bl

j ă 1
l for all j, and

ÿ

i

αn

˜

diam Bl
j

2

¸n

ď Hn pSq `
1

j
.
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Define

glj pyq “ αn´k

˜

diam Bl
j

2

¸n´k

1
´

y P φ
´

Bl
j

¯¯

,

since Bl
j is a closed ball, glj is Hk measurable. Note that tBl

ju covers AX φ´1 pyq for all y,

H˚
n´k, 1

l

`

S X φ´1 pyq
˘

ď
ÿ

j

glj pyq .

Then by the Fatou lemma, the isodiametric inequality, and the fact that Hausdorff outer measure
keeps distance inequality,

ż ˚

Rk

H˚n´k
`

S X φ´1 pyq
˘

dHky “

ż ˚

Rk

lim
lÑ8

H˚
n´k, 1

l

`

S X φ´1 pyq
˘

dHky

ď

ż

Rk

lim inf
lÑ8

ÿ

j

glj pyq dHky

ď lim inf
lÑ8

ż

Rk

ÿ

j

glj pyq dHky

ď lim inf
lÑ8

ÿ

j

ż

Rk

glj pyq dHky

ď lim inf
lÑ8

ÿ

j

an´k

˜

diam Bl
j

2

¸n´k

Hk

´

φ
´

Bl
j

¯¯

“ lim inf
lÑ8

ÿ

j

an´k

˜

diam Bl
j

2

¸n´k

Lk
´

φ
´

Bl
j

¯¯

ď lim inf
lÑ8

ÿ

j

an´k

˜

diam Bl
j

2

¸n´k

αk

¨

˝

diam φ
´

Bl
j

¯

2

˛

‚

k

ď
αn´kαk
αn

pLipφq
k lim inf

lÑ8

ÿ

j

˜

diam Bl
j

2

¸n

ď
αn´kαk
αn

pLipφq
kHn pSq .

Next, we should verify that S X φ´1 pyq is Hn´k measurable for Hk a.e. y, and y P Rk ÞÑ

Hn´k

`

S X φ´1 pyq
˘

is Hk measurable. First, assuming that S is compact, we can write

H˚n´k
`

S X φ´1 pyq
˘

“ lim
δÓ0

H˚n´k,δ
`

S X φ´1 pyq
˘

“ sup
δą0

H˚n´k,δ
`

S X φ´1 pyq
˘

.

Note that in this case, SXφ´1 pyq is a Borel set and thus Hn´k measurable, therefore it suffices to
verify that y ÞÑ H˚n´k,δ

`

S X φ´1 pyq
˘

is Hk measurable for all δ ą 0. Actually, H˚n´k,δ
`

S X φ´1 pyq
˘
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is upper semicontinuous. To see this, note that the spherical Hausdorff outer measure can also be
defined by open balls, and thus for arbitrary ϵ ą 0, there exits an at most countable collection of
open balls tBju such that S X φ´1 Ă

Ť

j Bj , for all j, diam Bj ď δ, and

ÿ

j

αn´k

ˆ

diam Bj
2

˙n´k

ď H˚n´k,δ
`

S X φ´1 pyq
˘

` ϵ.

The compactness of S implies that if |y´ y1| small enough, then SXφ´1 py1q Ă
Ť

j Bj . Therefore,

lim sup
y1Ñy

H˚n´k,δ
`

S X φ´1
`

y1
˘˘

ď H˚n´k,δ
`

S X φ´1
`

y1
˘˘

` ϵ, (31)

then the upper semicontinuity follows from the arbitrariness of ϵ. Second, let S be just measurable,
then by the regularity of Lebesgue measure, there exists a sequence of compact sets C1 Ă C2 Ă . . .

such that Sz
Ť8
i“1Ci is of zero Lebesgue measure. By the cube decomposition of open set and the

Eilenberg inequality,

ż ˚

Rk

H˚n´k,δ

˜˜

Sz

8
ď

i“1

Ci

¸

X φ´1 pyq

¸

dHky “ 0,

i.e. H˚n´k,δ
``

Sz
Ť8
i“1Ci X φ´1 pyq

˘˘

“ 0, Hk a.e. y. The a.e. measurability of S X φ´1 pyq and
measurability of H˚n´k

`

S X φ´1 pyq
˘

follow from

H˚n´k
`

S X φ´1 pyq
˘

“ H˚n´k

˜

8
ď

i“1

Ci X φ´1 pyq

¸

` H˚n´k

˜˜

Sz

8
ď

i“1

Ci X φ´1 pyq

¸¸

,

and now we can use Hn´k

`

S X φ´1 pyq
˘

instead of H˚n´k
`

S X φ´1 pyq
˘

.
part 2 Assuming that Jφ pxq ą 0 for all x P E. We use an estimates of |φ pxq ´ φ pyq | similar
to (27): Let k P t1, 2, . . . , nu, E Ă Rn be an open set, φ : E Ñ Rk be a C1 function such that
Jφ pxq ą 0 for all x P E, then for arbitrary x0 P E and for all ϵ ą 0, there exists δ ą 0, such that
open ball B px0, δq Ă E and

|φ pxq ´ φ pyq ´ φ1 px0q px´ yq | ď ϵ|x´ y| (32)

for all x, y P B px0, δq.
Let x0 P E, since Jφ px0q ą 0, without loss of generality, assuming that the first k columns

!

B
Bx1

φ px0q , B
Bx2

φ px0q , . . . , B
Bxk

φ px0q

)

are linear independent. Define Φ pxq “ pφ pxq , xk`1, . . . , xnq,
by the implicit function theorem, Φ is a bijection on a neighborhood of x0. By definition,

Φ pxq “
`

Φ pxq ´ Φ1 px0q px´ x0q
˘

` Φ1 px0q px´ x0q

“ Φ1 px0q

”

`

Φ1 px0q
˘´1 `

Φ pxq ´ Φ1 px0q px´ x0q
˘

` px´ x0q

ı

,
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denote the term in square brackets on the right hand side of the second equality as g pxq, then by
estimate (32), for all ϵ ą 0 there exists δ ą 0 such that

p1 ´ ϵq |x´ y| ď |g pxq ´ g pyq | ď p1 ` ϵq |x´ y|, (33)

for all x, y P B px0, δq. Therefore, φ “ A ˝ g on B px0, δq, where A “ PΦ1 px0q, P : Rn Ñ Rk is the
coordinate projection of the first k dimensions. By (33), 1 ´ ϵ ď |g1| ď 1 ` ϵ, by definition,

pJφ pxqq
2

“ det
´

φ1 pxqφ1 pxq
T
¯

“ det
´

A ˝ g1 pxq ˝ g1 pxq
T

˝AT
¯

.

By SVD / PD, g1 pxq ˝ g1 pxq
T

“ QTCQ, where C is diagonal with p1 ´ ϵq2 ď cii ď p1 ` ϵq2,
i P t1, 2, . . . , nu, QTQ “ In; A “ PUT , where P P Rkˆk is symmetric and U P Rnˆk is orthogonal.
Therefore,

det
´

A ˝ g1 pxq ˝ g1 pxq
T

˝AT
¯

“ det
`

PUTQTCQUP T
˘

“ pdet pAqq
2 det

`

UTQTCQU
˘

Note that QU is also orthogonal, then

p1 ´ ϵq2k ď det
`

UTQTCQU
˘

ď p1 ` ϵq2k .

As a result,

p1 ´ ϵqk JA ď Jφ pxq ď p1 ` ϵqk JA (34)

on B px0, δq. Compare (34) and (28), then see that the ideas of the step 4 and step 5 of the proof
sketch of Proposition T.3.1 can be used here.

When Jφ pxq “ 0, let ϵ ą 0, define φϵ : E ˆ Rk Ñ Rk as

px, zq ÞÑ φ pxq ` ϵz,

Crit pφq “ tx P E|Jφ pxq “ 0u. Note that Jφϵ px, zq ą 0 for all px, zq P E ˆ Rk, for arbitrary
w P Rk,

ż

Rk

Hn´k

`

S X φ´1 pyq
˘

dHky “

ż

Rk

Hn´k

`

S X φ´1 py ´ ϵwq
˘

dHky

“
1

αk

ż

Bp0,1q

ż

Rn´k

Hn´k

`

S X φ´1 py ´ ϵwq
˘

dHkydHkw.

Let P 1 : Rn ˆ Rk Ñ Rk be the coordinate projection of the last k dimensions, S1 “ S ˆB p0, 1q Ă
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Rn`k. Then note that for all y P Rk, w P B p0, 1q,

S1 X φ´1ϵ pyq X
`

P 1
˘´1

pwq “
`

S X φ´1 py ´ ϵwq
˘

ˆ twu.

Therefore, by the Eilenberg inequality and the Fubini-Tonelli theorem,
ż

Rk

Hn´k

`

S X φ´1 pyq
˘

dHky

“
1

αk

ż

Bp0,1q

ż

Rk

Hn´k

´

S1 X φ´1ϵ pyq X
`

P 1
˘´1

pwq

¯

dHkydHkw

ď
αn´k
αn

ż

Rk

`

LipP 1
˘kHn

`

S1 X φ´1ϵ pyq
˘

dHky

ď
αn´k
αn

ż

S1
Jφϵ px, zq dHn`k px, zq ď

αn´kαk
αn

Ln pSq sup
px,zqPS1

Jφϵ px, zq .

The last inequality above uses the fact that Hn`k “ Ln`k is the completion of Ln ˆ Lk. If E is
bounded, the right hand side of the last inequality converges to 0 as ϵ Ó 0 Then conclude for (not
necessarily bounded) open set E Ă Rn by the cube decomposition.

Proof of Theorem 3.1.2.

We show that Theorem 3.1.2 follows from Proposition T.3.3, using the Rademacher-Whitney-
Lusin-Egoroff framework as in part 2 of the proof sketch of the Theorem 3.1.1. Without loss of
generality, let E be bounded. Suppose we already find a C1 function φ and compact set C 1, such
that (29) holds for an ϵ ą 0. Now, by the Eilenberg inequality,

ż

Rk

Hn´k

`

S X φ´1 pyq
˘

dHky “

ż

SXC1
Jφ pxq dLnx`

ż

Rk

Hn´k

``

SzC 1
˘

X φ´1 pyq
˘

dHky

ď

ż

SXC1
Jφ pxq dLnx`

αn´kαk
αn

pLipφq
k Ln

`

SzC 1
˘

ď

ż

SXC1
Jφ pxq dLnx`M1ϵ,

where M1 is a constant that does not depend on ϵ. Since φ is Lipschitz, there exists another
constant M2, such that Jφ ă M2, and thus,

ż

SzC1
Jφ pxq dLnx ď M2ϵ.

Then conclude by the same discussion as part 3 of the proof sketch Theorem 3.1.1.

Corollary T.3.4. Another Sard type lemma
Let k P t1, 2, . . . , nu, E Ă Rn be an open set, φ : E Ñ Rk be a C1 function. Then for Lk a.e. y P
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Rk,

Hn´k

`

Crit pφq X φ´1 pyq
˘

“ 0 (35)

and φ´1 pyq zCritpφq can be locally parameterized by implicit functions.

Proof. Since φ is a C1 function, Jφ : E Ñ R is continuous. Therefore, Crit pφq “ tx P E :

Jφ pxq ě 0uztx P E : Jφ pxq ą 0u is Ln measurable. Let y P Rk, by (8),

ż

Critpφq
Jφ pxq dLnx “

ż

Rk

Hn´k

`

Crit pφq X φ´1 pyq
˘

dHky.

The integral in the left hand side of the above equality is 0, thus by the property of Lebesgue
integral and the fact that Lk “ Hk in Rk, (35) holds for Lk a.e. y P Rk.

For arbitrary x P φ´1 pyq zCritpφq where y satisfies (35), Jφ pxq ą 0. Note that φ1 pxq is
row full rank. Therefore, the implicit function theorem can be applied in a neighborhood of
x. Specifically, pick k linear independent columns of φ1 pxq, without loss of generality, assuming
that the first k columns

!

B
Bx1

φ pxq , B
Bx2

φ pxq , . . . , B
Bxk

φ pxq

)

are linear independent. Let U be a
neighborhood of x, define

Ψ
`

x11, . . . , x
1
k, x

1
k`1, . . . , x

1
n

˘

“ φ
`

x11, . . . , x
1
k, x

1
k`1, . . . , x

1
n

˘

´ y,

where y “ φ pxq, then ∇x1,x2,...,xkΨ px1, . . . , xk, xk`1, . . . , xnq is full rank, and thus there exists a
C1 implicit function g in a open subset Bx1,...,xk ˆBxk`1,...,xn Ă U , where

Bx1,...,xk “

!

`

x11, . . . , x
1
k

˘

P Rk :
ˇ

ˇ

`

x11, . . . , x
1
k

˘

´ px1, . . . , xkq
ˇ

ˇ ă α
)

,

Bxk`1,...,xn “

!

`

x1k`1, . . . , x
1
n

˘

P Rn´k :
ˇ

ˇ

`

x1k`1, . . . , x
1
n

˘

´ pxk`1, . . . , xnq
ˇ

ˇ ă β
)

,

such that Ψ
`

x11, . . . , x
1
k, x

1
k`1, . . . , x

1
n

˘

“ 0 ô px11, . . . , x
1
kq “ g

`

x1k`1, . . . , x
1
n

˘

for all x1 P Bx1,...,xk ˆ

Bxk`1,...,xn . Now, define

ψ
`

x1k`1, . . . , x
1
n

˘

“
`

g
`

x1k`1, . . . , x
1
n

˘

, x1k`1, . . . , x
1
n

˘T
,

then ψ is a C1 diffeomorphism and thus a homeomorphism.
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