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Abstract. Fractional dissipation is a powerful tool to study non-local physical phenomena
such as damping models. The design of geometric, in particular, variational integrators for the
numerical simulation of such systems relies on a variational formulation of the model. In [19], a
new approach is proposed to deal with dissipative systems including fractionally damped systems
in a variational way for both, the continuous and discrete setting. It is based on the doubling of
variables and their fractional derivatives. The aim of this work is to derive higher-order fractional
variational integrators by means of convolution quadrature (CQ) based on backward difference
formulas. We then provide numerical methods that are of order 2 improving a previous result in
[19]. The convergence properties of the fractional variational integrators and saturation effects
due to the approximation of the fractional derivatives by CQ are studied numerically.

1. Introduction

Fractional calculus is an extension of classical integration and differentiation theory to any
real or complex order [3], [33], [34], [36]. A major feature enjoyed by fractional calculus is non-
locality which is used widely to model numerous phenomena in mechanics and physics. Fractional
damping systems including dissipation can be considered as a variational problem with a La-
grangian which depends on fractional derivatives, so that the corresponding equations of motion
arise from Hamilton’s principle. In this context, a new variational approach, the so-called re-
stricted Hamilton’s principle was developed by Jiménez and Ober-Blöbaum [19]. Contrary to the
classical Hamilton’s principle, the restricted one gives only sufficient conditions for the extremals
of the fractional variational problem leading to restricted fractional Euler-Lagrange equation:

d

dt

(
∂L

∂ẋ

)
− ∂L

∂x
= −µDα

−x, µ > 0, α ≥ 0 (1)

where L(t, x, ẋ) is a Lagrangian and Dα
− is the fractional derivative operator.

There are several interesting applications of the fractional dynamical equation (1). For example,
it can be used to describe the dynamics of damped linear system when α = 1, i.e. the fractional
derivative becomes the full derivative or the motion of rigid plate immersed in a Newtonian fluid
for fractional derivatives of order 3/2 [37].

Dealing with variational problems permit us to construct variational integrators [15], [28] via
a discrete calculus of variations which are numerical schemes for Lagrangian systems preserving
their variational structures. For this purpose, it is important to derive of the equations of motion
for forced systems (equation (1) with α = 1) in a purely variational way. There exist several
attempts in this direction, some of those based on duplicating the variables of the system [10],
[14]. The construction of the desired forced variational integrators was motivated by [10]. .

The notion of variational integrators to the fractional case has been discussed [18] using a
discrete restricted Hamilton’s principle. This approach based on the Grünwald-Letnikov approxi-
mation of the fractional derivatives, is also developed in [19]. Such approximation has been proved
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to be of order one consistency, so that the convergence order the resulting scheme, called Fractional
Variational Integrator (FVI) is then limited by 1. Following the previous work [19], our purpose is
to derive high-order variational integrators for (1) by combining high-order variational techniques
[30], [31] with convolution quadrature (CQ) [24], [26].

Among several numerical methods used in the fractional framework, convolution quadrature
preserves structure. More concretely, there are two important properties of fractional operators
used in the restricted Hamilton’s principle: integration by parts and semigroup properties. For
the construction of FVI, preserving such properties at the discrete setting is then essential which
can be done by CQ.

Convolution quadrature was introduced by Lubich [24], [26]. This method is a numerical tool
for approximating convolution integral by a specific quadrature rule. The main difference between
this method and other numerical methods is that the weights of CQ are computed by Laplace
transform of the convolution kernel and multistep methods. For the left fractional integral, which
is a particular convolution integral, the quadrature weights are obtained from the fractional order
power of the rational polynomial of the generating functions of LMMs. In particular, the use
of backward difference formulas (BDFs) is a subclass of LMMs which is widely adopted for high
accuracy [22], [23].

The FVIs is mainly a combination of two different algorithms: one for fractional part and the
other for conservative part. As we deal with higher order approximation, the above listed strategy
is appropriate for the fractional derivative involved in (1). Besides that, it is also natural to ap-
ply higher order approximation for the conservative part and this motivates us to use high-order
variational techniques.

High-order variational techniques, also known as high-order variational integrators or Galerkin
variational methods are numerical approaches applied to the action integral associated to a La-
grangian L in order to construct numerical schemes of arbitrarily high order. It is based on
interpolating the trajectories and choosing a high-order quadrature for the approximation of the
integral, see [20], [28], [31] and references therein.

The work is organized as follows. In Section 2 we give a brief exposition of Lagrangian vari-
ational integrators that will be used throughout the work. Section 3 contains some necessary
preliminaries of fractional calculus, and we present the notion of convolution quadrature, in par-
ticular, Lubich’s fractional linear multi-step methods. We also discuss the main issue of using
convolution quadrature together based on BDFs with numerical experiments as illustration. After
recalling a continuous restricted Hamilton’s principle in Section 4, we present our new contribution
as a generalisation of the one obtained by [19] for deriving FVIs associated to (1) by means of
the convolution quadrature in the framework of the discrete restricted Hamilton’s principle. We
examine the accuracy of such integrators using the damped oscillator and the Bagley-Torvik prob-
lems. The final Section we treat the case higher order FVIs by applying high-order techniques
as presented in [30], [31] mixed with convolution quadrature to obtain higher order fractional
variational integrators.

2. Higher order discrete variational mechanics

In this section, we remind the construction of variational integrators which will be used in this
work. We refer to [20], [28], [31] and references therein for more details.

2.1. Hamilton’s principle and Euler-Lagrange equations. Consider a mechanical system
defined on the d-dimensional configuration manifold Q (later on we will particularize on Rd, but
in this section it can be considered as a general smooth manifold) with corresponding tangent
bundle TQ. Let q(t) ∈ Q and q̇(t) ∈ Tq(t)Q, t ∈ [0, T ] ⊂ R, 0 < T , be the time-dependent
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configuration and velocity of the system. The action S : C2([0, T ], Q) → R of a mechanical system
is defined as the time integral of the Lagrangian, i.e.

L(q) =

∫ T

0

L(q(t), q̇(t)) dt, (2)

where the C2 Lagrangian function L : TQ → R consists of kinetic minus potential energy. Hamil-
ton’s principle seeks curves q, with fixed initial and final values q(0) and q(T ), which are extremals
of the action, i.e. satisfying

δL(q) = 0,

for arbitrary variations δq ∈ TqC
2([0, T ], Q). A necessary and sufficient condition for the extremals

is the so-called Euler-Lagrange equation

d

dt

(
∂L

∂q̇

)
− ∂L

∂q
= 0, (3)

which are a second-order differential equation and describes the dynamics of conservative systems.
See [1] for more details.

2.2. Discrete Hamilton’s principle and discrete Euler-Lagrange equations. The dis-
cretization of the objects described in the previous subsection is based on [28], [29]. Let us
consider a time grid tk = {k h |k = 0, . . . , N}, where h ∈ R+ is the time step and hN = T . We
replace the configuration q(t) by a discrete sequence qd ≡ {qk}0:N ∈ QN+1 where qk will be an
approximation of q(tk). The discrete Lagrangian Ld : Q×Q → R will be an approximation of the
action (2) in one time step [tk, tk+1] based on two neighboring configurations qk and qk+1, i.e.

Ld(qk, qk+1) ≈
∫ tk+1

tk

L(q(t), q̇(t)) dt. (4)

Furthermore, the discrete action sum Ld : QN+1 → R is defined by

Sd(qd) =

N−1∑
k=0

Ld(qk, qk+1).

The discrete Hamilton’s principle seeks extremals of the action Ld with fixed endpoints q0, qN ,
i.e.

δSd(qd) = 0,

for arbitrary δqk ∈ TqkQ. A necessary and sufficient condition for the extremals are the discrete
Euler-Lagrange equations

D1Ld(qk, qk+1) +D2Ld(qk−1, qk) = 0, k = 1, . . . , N − 1, (5)

where Di is the derivative with respect to the i-th argument. Given that the matrix D12Ld(qk, qk+1)
is regular, equation (5) provides a discrete iteration scheme for (3) that determines qk+1 for given
qk and qk−1. This iteration scheme, that can be represented by the map FLd

: Q × Q → Q × Q,
(qk−1, qk) 7→ (qk, qk+1), is called variational integrator, and has interesting preservation properties,
such as symplecticity and momentum preservation under the action of a symmetry [28], [29].

2.3. Higher order approximations of the action. Considering only two neighboring config-
urations qk and qk+1 in (4) limits the approximation order to O(h2). With the aim of increasing
this order, a well-known approach is to take into account inner nodes in between [tk, tk+1] [16],
[28], [31]. This higher order approximation procedure consists of two steps: (1) the approxima-
tion of the space of trajectories and (2) the approximation of the integral of the Lagrangian by
appropriate quadrature rules.
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(1) Trajectories space. The space C([tk, tk+1], Q) = {q : [tk, tk+1] → Q | q(tk) = qk, q(tk+1) = qk+1} ,
will be approximated by Cs([tk, tk+1], Q) ⊂ C([tk, tk+1], Q), where Cs([tk, tk+1], Q) denotes the
space of polynomials of degree s. Given s + 1 control points 0 = d0 < d1 < · · · < ds−1 < ds = 1
and s + 1 configurations qk = (q0k, q

1
k, . . . , q

s−1
k , qsk), with q0k = qk and qsk = qk+1, then qd(t; k) ∈

Cs([tk, tk+1], Q) can be defined by

qd(t; k) =

s∑
ν=0

qνk ℓν

(
t

h

)
, (6)

where ℓν(τ) are Lagrange polynomials of degree s such that ℓν(di) = δνi (here δ is the Kronecker
symbol), and therefore qd(h di; k) = qik according to (6). Moreover, the time derivative of (6) is

q̇d(t; k) =
1

h

s∑
ν=0

qνk ℓ̇ν

(
t

h

)
.

(2) Quadrature for the action integral. For the approximation of the action integral (2), first we
replace the curves q(t) and q̇(t) by their polynomial counterparts qd(t; k), q̇d(t; k) in the interval
[k h , (k + 1)h], i.e. ∫ (k+1)h

kh

L(qd(t; k), q̇d(t; k)) dt, k = 0, . . . , N − 1.

Next, in the same time interval, a quadrature rule (bi, ci)
r
i=1 is applied, with ci ∈ [0, 1]. This

defines the discrete Lagrangian:

Ld(qk) ≡ Ld(q
0
k, . . . , q

s
k) := h

r∑
i=1

biL(qd(ci h; k), q̇d(ci h; k)); (7)

it is important to remark that Ld depends on s+ 1 variables. Naturally, the choice of quadrature
should be adapted to the desired order of approximation with respect to the continuous action in
order that now can be arbitrarily high.

The construction of higher order variational integrators can be summarized in Figure 1.

t

Q

d1h d2h ds−2h ds−1hd0h = tk dsh = tk+1

×

c1h

×

c2h

×

cr−1h

×

crh

q0k
q1k

q2k

qs−2
k

qs−1
k qsk = x0

k+1

Figure 1. Polynomial interpolation principles. On each subinterval [tk, tk+1],
the trajectory interpolated by a polynomial passing through the points {qik}si=0

associated with the control points {dνh}. The evaluations are made by the quad-
rature points for the {cih}, indicated by cross points.

Now, following §2.2, the action sum can be defined from (7) by

Sd(qd) =

N−1∑
k=0

Ld(qk),
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and the discrete Hamilton’s principle can be applied in order to obtain a necessary and sufficient
condition for its extremals, i.e. the discrete Euler-Lagrange equations. These are:

Ds+1Ld(q
0
k−1, . . . , q

s
k−1) +D1Ld(q

0
k, . . . , q

s
k) = 0,

DiLd(q
0
k, . . . , q

s
k) = 0, ∀ i = 2, . . . , s;

for k = 1, . . . , N − 1, where the transition condition, namely qsk−1 = q0k has to be taken into
account. See [28], [31] for further details.

Higher order variational integrators (also denoted as Galerkin variational integrators) have been
extensively studied in [7], [16], [20], [31] for conservative systems and in [8] for optimal control
problems. Obviously, the convergence order of higher order variational integrators is limited by
the order of the function space approximation and the order of the quadrature rule. In [16] a
lower error bound is provided by the approximation order of the finite-dimensional function space
(e.g. convergence order s is reached by using the space of polynomials of degree s). Numerical
convergence studies in [31] indicate that Galerkin variational integrators based on the Lobatto
and Gauss quadrature rules are of order min (2s, u), where s is the degree of the polynomial and
u the order of the quadrature rule. A general proof of this superconvergence result is provided
in [32] using backward error analysis in the context of the calculus of variations. For particular
classes that are equivalent to so-called (modified) symplectic Runge-Kutta methods, a proof of a
superconvergence has been made in [30].

3. Fractional integrals, fractional derivatives and their approximations by
discrete convolutions

3.1. Fractional integrals and fractional derivatives. Let us start by giving a brief overview
concerning the fractional operators. We refer to [3], [33], [36] for more details.

3.1.1. Fractional integrals. The Riemann-Liouville α-fractional integrals, Re α > 0, for f : [0, T ] →
R1 are defined by

Jα
−f(t) =

1

Γ(α)

∫ t

0

(t− τ)α−1f(τ) dτ, t ∈ (0, T ], (8a)

Jα
+f(t) =

1

Γ(α)

∫ T

t

(τ − t)α−1f(τ) dτ, t ∈ [0, T ), (8b)

where Γ is the Euler Gamma function and we set J0
−f = J0

+f = f . The fractional integrals satisfy
the so-called semigroup property [36, Theorem 2.5, p.46], i.e.

Jα
σ Jβ

σ f(t) = Jα+β
σ f(t), σ ∈ {−,+} . (9)

Let m ∈ N. If the function f is continuously differentiable in [0, T ], then it can be continued
analytically to Re α < 0 via

Jα
−f(t) =

dm

dtm
Jm+α
− f(t), Jα

+f(t) =
dm

dtm
Jm+α
+ f(t) for Re α > −m. (10)

In this case, the fractional integral is called fractional derivative, and can be denoted by D−α

(note that the real part of α is now negative).
In particular, from (10), and restricting ourselves to Re α ∈ [0, 1] (which will be the range of

interest in this work), we can establish the following definition of Riemann-Liouville fractional
derivatives, which is usually found in the literature:

1For f ∈ L1([0, T ];R), Jα
−f and Jα

+f are defined almost everywhere on [0, T ]. Moreover, they are defined
everywhere on [0, T ], if f ∈ C([0, T ];R). (see [11], [21], [33] for more details).
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3.1.2. Fractional derivatives. Let Re α ∈ [0, 1]. The left and right Riemann–Liouville fractional
derivatives are respectively defined by

Dα
−f(t) =

d

dt
J1−α
− f(t) =

1

Γ(1− α)

d

dt

∫ t

0

(t− τ)−αf(τ) dτ, t ∈ (0, T ],

Dα
+f(t) = − d

dt
J1−α
+ f(t) = − 1

Γ(1− α)

d

dt

∫ T

t

(τ − t)−αf(τ) dτ, t ∈ [0, T ),

(11)

provided that f ∈ AC([0, T ],R) which is a very simple sufficient condition for the existence. It is
easy to see that D0

−f = D0
+f = f , whereas it can be proven that

D1
−f = −D1

+f = df/dt. (12)

The last relationships follow easily from the definitions (11) (first equality) and J0
−f = J0

+f = f ,
but the latter are not trivial from the definitions (8) 2.

Other relevant properties of fractional derivatives are∫ T

0

f(t)Dα
λg(t) dt =

∫ T

0

g(t)
[
Dα

−λf(t)
]
dt, σ ∈ {−,+} , (13a)

Dα
λD

β
λ = Dα+β

λ , 0 ≤ α, β ≤ 1/2. (13b)

Property (13a) is called “asymmetric integration by parts” of the fractional derivatives, whereas
(13b) is called again the “semigroup property”.

Remark 3.1. It is important to note that, contrary to the Caputo derivatives, the Riemann–Liouville
derivatives of a function f , in particular Dα

−f(t), could lead to singularity at t = 0. That is why
the Caputo derivatives are more useful in applications, otherwise we should impose f(0) = 0,
which will be the case in our discussion in Section 4.

3.2. Fractional integrals as convolutions. For the time being, let us focus on the retarded
fractional integral in (8), i.e. Jα

−f(t). It is easy to see that it is a particular convolution integral

Jα
−f(t) = (κ(α) ∗ f)(t) :=

∫ t

0

κ(α)(t− τ)f(τ)dτ (14)

where the convolution kernel is given by

κ(α)(t) =
tα−1

Γ(α)
. (15)

Here, (α) must not be understood as a power in the left hand side, it is just a superscript denoting
the dependence of the kernel on the parameter α.3. The Laplace transform of this convolution
kernel is given by

K(α)(s) := L(κ(α))(s) =

∫ ∞

0

tα−1

Γ(α)
e−stdt = s−α. (17)

2The expression of the fractional derivative as a fractional integral of negative α-index (and therefore its inverse
operator) can be made explicit. Namely, from (9), (11) and (12), plus considering that J1

− is the usual integral
operator (inverse of the derivative), we have

Dα
−f = D1

− J1−α
− f = D1

− J1
− J−α

− f = J−α
− f,

where, recall, α ∈ [0, 1]. A similar computation can be done for the Caputo definition of the fractional derivative
[36], i.e. cDα

−f := J1−α
− D1

−f = Dα
−f by imposing that f(0) = 0.

3In complete generality, a convolution integral can be defined for any kernel as

(κ ∗ f)(t) :=

∫ t

0
κ(t− τ)f(τ)dτ. (16)
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3.3. Discrete convolution. The theory of discrete convolutions is developed in [24]–[26] by Ch.
Lubich (indeed, the topic of [26] is the discretization of fractional integrals).

As in §2.2, let us consider a time grid tk = {k h |k = 0, . . . , N}, where h ∈ R+ is the time
step and hN = T . Moreover, consider a discrete series {fk}0:N ∈ (Rd)N+1, where fk shall be an
approximation of f(tk).

Now, define the discrete convolution in the following as an approximation of the continuous
convolution (κ ∗ f)(tk) in (16), namely

(κ ∗ f)(tk) ≈ (ω ∗ f)(tk) :=
∞∑

n=0

ωnfk−n =1
k∑

n=0

ωnfk−n, (18)

observe that the series is truncated after =1 since fk is not defined for k < 0 4, with a general
convolution kernel κ. The convolution quadrature weights ωn are defined as the coefficients of the
generating power series

K

(
γ(z)

h

)
:=

∞∑
n=0

ωnz
n, |z| small. (19)

Here, K(s) is the Laplace transform of the kernel κ and the so-called characteristic function
γ(z) =

∑∞
n=0 γnz

n is the quotient of the generating polynomials (ρ, σ) of a linear multistep
method (LMM)

ρ0yk + ρ1yk−1 + . . .+ ρnyk−n = h(σ0fk + σ1fk−1 + . . .+ σnfk−n)

for the differential equation y′ = f(y), i.e.

γ(z) =
ρ(z)

σ(z)
=

ρ0 + ρ1z + . . .+ ρnz
n

σ0 + σ1z + . . .+ σnzn
, (20)

where we assume that ρ0/σ0 > 0, so that (19) is well-defined at least for sufficiently small h. Note
that if we define z− to be the discrete backward operator, i.e.

z− fk = fk−1,

then the LMM can be defined as ρ(z−) yk = hσ(z−) fk, where {yk}0:N ∈ (Rd)N+1 is also a discrete
series.

More importantly for the purposes of this article, the discrete convolution approximating the
fractional integral (8a),(14) can be redefined, according to (19), by

Jα−fk := K(α)

(
γ(z−)
h

)
fk =

k∑
n=0

ω(α)
n fk−n, (21)

where K(α)(γ(z)/h), with K(α) given in (17), has to be understood as an operator acting on
{fk}0:N . On the other hand, considering the discrete forward operator

z+ fk = fk+1,

the discrete convolution approximating the fractional integral (8b) will be

Jα+fk := K(α)

(
γ(z+)

h

)
fk =

N−k∑
n=0

ω(α)
n fk+n, (22)

4It could be argued that a more natural expression for the discrete convolution would be

(ω ∗ f)(tk) :=

k∑
n=0

ωk−nfn,

according to (14) and the relationship between the continuous and discrete times. It can be shown easily that both
expressions are equivalent after rearranging the discrete time index and reordering the coefficients. Moreover, (18)
will make more sense when the discrete convolution is understood as the application of a certain operator over the
discrete series {fk}0:N
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where again the series (19) gets truncated because {fk}0:N is undefined for k > N5. It is interesting
to note that, following these definitions, the convolution weights ω(α)

n are the same for Jα− and Jα+.
Now we are in situation to show the proof of some properties relevant for future results.

Lemma 3.1. Consider two discrete series {fk}0:N , {gk}0:N . Then the following properties hold
true:

(1) The semigroup property of the discrete convolution: Jαλ J
β
λ fk = J

α+β
λ fk.

(2) The asymmetric integration by parts:
N∑

k=0

gk (J
α
−fk) =

N∑
k=0

(Jα+gk) fk. (23)

Proof. (1) From the definitions (21) and (22) (first equalities) with K(α)(s) = s−α (17), it follows:

Jαλ J
β
λ fk = K(α)

(
γ(zλ)

h

)
K(β)

(
γ(zλ)

h

)
fk

=

(
γ(zλ)

h

)−α (
γ(zλ)

h

)−β

fk

=

(
γ(zλ)

h

)−α−β

= Kα+β

(
γ(zλ)

h

)
= J

α+β
λ fk,

(2) See [6] for more details:

N∑
k=0

gk (J
α
−fk) =

1

N∑
k=0

k∑
n=0

ω(α)
n gk fk−n =2

N∑
n=0

N∑
k=n

ω(α)
n gk fk−n

=3

N∑
n=0

N−n∑
k=0

ω(α)
n gk+n fk =4

N∑
k=0

N−k∑
n=0

ω(α)
n gk+n fk =6

N∑
k=0

(Jα+gk) fk.

In =1 the definition (21) (second equality) is used. To prove =2 is enough to notice that, for
fixed j = 0, . . . , N, the elements ai := ω

(α)
i gj fj−i, i = 0, . . . , j, on the left hand side, disposed

in columns, form an upper diagonal (N + 1) × (N + 1), whereas the same elements on the right
hand side, for j = 0, . . . , N and i = j, . . . , N , account for the transposed matrix; therefore their
total sums are equal. In =3 the sum index is rearranged. In =4 equivalent arguments to =2 can
be used. Finally, in =6 the definition (22) (second equality) is used; this concludes the proof. □

Now, we take into consideration the convergence order of Jαλ with respect to Jα
λ following [26];

as we will see, this order is sensitive to the convergence order of the multistep method (ρ, σ). In
particular, for the generating function γ = ρ/σ, which gives rise to ω

(α)
n according to (21), we say

that the corresponding multistep method is convergent of order p if and only if

γ̃n are bounded, (stability) (24a)

h γ̃( e−h ) = 1 +O(hp), as h → 0, (order p consistency), (24b)
where γ̃n are coefficients of the power series γ−1(z) := 1/γ(z). Now, we introduce the notion of
convergence of the quadrature ω

(α)
n .

Definition 3.1. A convolution quadrature determined by the coefficients ω
(α)
n is convergent of

order p (to Jα
λ ) if

Jα
λ t

β−1 − Jαλt
β−1 = O(hβ) +O(hp), (25)

for all β ∈ C, β ̸= 0,−1,−2, . . . .

5For a given function, the discrete convolution can be also defined in continuous time, namely

Jαλf(t) := K(α)(γ(zλ)/h) f(t) =
∑
n≥0

ω
(α)
n f(t ± nh).
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Theorem 3.1 (Theorem 2.6 in [26]). Let (ρ, σ) denote an implicit linear multistep method which
is convergent of order p (24) and assume that the zeros of σ have absolute value less than 1. Then,
Jαλ (21), (22) are convergent of order p (Definition 3.1) to Jα

λ (8).

In [26] is also established, under the condition of p-convergence in Definition 3.1, that for
functions f(t) = tβ−1g(t), g(t) smooth, there always exists a starting quadrature ϖk,n

6 which is
defined by

J̃α−fk :=

k∑
n=0

ω(α)
n fk−n + hα

s∑
n=0

ϖk,nfn, (26)

with s fixed, such that

Jα
λ f − J̃αλf = O(hp), (27)

uniformly for t ∈ [0, T ]. In other words, to achieve the order p convergence of the underlying
LMM, the extra term in (27) should be introduced in order to eliminate low order terms in the
error bound in (25).

It is important to remark that due to the presence of the extra ϖ-initial terms in (26) the
convolution structure is violated, and therefore the properties proved in Lemma 3.1 are no longer
true for J̃αλf . In Lubich’s own words: “The convolution structure is only violated by the few
correction terms of the starting quadrature which will be necessary for high order schemes”. Indeed,
this is also relevant in terms of the convergence order, since from Definition 3.1, Theorem 3.1 and
(27) we conclude that for a function f(t) = tβ−1g(t), with g(t) smooth, a multistep method (ρ, σ)
is p-convergent would generate the following convergence bound:

Jα
λ f − Jαλf = O(hβ) +O(hp). (28)

Thus, we expect the saturation of the convergence order at min(β, p). We illustrate the saturation
(28) for the functions t 7→ tβ−1 sin(t), β = 1, 3, 4, 5 in Figure 2, which is a log-plot of h versus the
error eh, defined as usual in the literature by means of the maximum norm, i.e.

eh = max
0≤k≤N

∣∣Jα
−f(tk)− Jα−fk

∣∣, (29)

where the h-dependence of eh is implicit in the time grid tk. Of our interested, the characteristic
function γ(z−) of the classical backward differentiation formula (BDF) up to order 6, that is,

γ(z) =

p∑
k=1

1

k
(1− z)k := γp(z). (30)

6In practice, computing ϖk,n becomes more complicated for some values of α where a linear system should be
solved at each step.
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Figure 2. Log-Log plot the error e(h) versus h corresponds to the Caputo frac-
tional derivative of order 1/2 (α = −1/2 in (29)). As expected, the convergence
starts to saturate at p = 1 (upper-left), p = 3 (upper-right), p = 4 (lower-left)
and p = 5 (lower-right).

4. Restricted variational principle for the dynamics of Lagrangian systems
subject to fractional damping

In [18], [19] a restricted variational principle (both continuous and discrete) in order to obtain
the dynamics of a Lagrangian system subject to fractional damping is delivered. As in other
previous approaches treating dissipative systems in a variational fashion [2], [5], [9], [14], [35], it
is based on the doubling of variables and the introduction of their fractional derivatives (which in
this work will be considered as fractional integrals with negative α index, as explained in §3) in
the state space of the relevant Lagrangians.

4.1. Continuous setting. Let us consider the AC2 curves x, y : [0, T ] → Rd and a C2 Lagrangian
function L : TRd → R (also L : Rd × Rd → R). Define a C2 Lagrangian function7

L : Rd × Rd × Rd × Rd × Rd × Rd → R
(x, y, ẋ, ẏ, J−α

− x, J−β
+ y) 7→ L(x, y, ẋ, ẏ, J−α

− x, J−β
+ y)

L(x, y, ẋ, ẏ, J−α
− x, J−β

+ y) = L(x, ẋ)+L(y, ẏ)− µJ−α
− xJ−β

+ y,

(31)

7In [18], [19] the state space of L is defined as a particular vector bundle with base point (x, y) and fiber
(ẋ, ẏ, J−α

− x, J−β
+ y). However, this space is totally isomorphic to the Cartesian product of six copies of Rd and we

will stick to this for simplicity, preserving the notation of the base point (x, y) as argument of the forthcoming
actions also for simplicity.
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where α, β ∈ [0, 1/2] and µ ∈ R+. Given this particular Lagrangian, we define the relevant action:

S(x, y) = S
cons

(x, y) + S
frac

(x, y),

S
cons

(x, y) =

∫ T

0

(L(x(t), ẋ(t)) + L(y(t), ẏ(t)) ) dt, S
frac

(x, y) = −µ

∫ T

0

J−α
− x(t) J−β

+ y(t) dt,

(32)

where cons goes after “conservative” and frac after “fractional”. Moreover, let us define restricted
varied curves by means of

xϵ(t) = x(t) + ϵ δx(t), yϵ(t) = y(t) + ϵ δx(t), (33)

with ϵ ∈ R+ and an AC2 δx : [0, T ] → Rd such that δx(0) = δx(T ) = 0 (observe that the
variations are equal for both curves, which is the base of the restriction). With these elements,
and assuming fixed endpoints x(0), x(T ), y(0), y(T ), we can establish the restricted variational
principle:

Theorem 4.1. The equations

d

dt

(
∂L

∂ẋ

)
− ∂L

∂x
= −µJ

−(α+β)
− x, (34a)

d

dt

(
∂L

∂ẏ

)
− ∂L

∂y
= −µJ

−(α+β)
+ y, (34b)

are sufficient conditions for the extremals of S(x, y) (32) under restricted calculus of variations
(33).

It is important to remark that in the proof of this theorem (see [19]), it is crucial the use of
the asymmetric integration by parts (13a) and the semigroup property (13b) of the fractional
derivatives. In addition, it is also proven in [19, Proposition 3.2] that under even parity of L in
the velocity variable, then (34b) reduces to (34a) in reversed time, i.e. y(t) = x(T − t). Finally, it
is easy to see that the dynamics (34), say the Lagrangian dynamics subject to fractional damping,
reduces to the usual linear damped dynamics when α = β = 1/2, according to (12).

In the following, we give several intermediary lemmas which are obtained by generalizing the
results presented in

4.2. Discrete setting based on CQ. In [18], [19], the author applied the discretization pro-
cedure described in §2.2 and the Grünwald-Letnikov approximation for the fractional derivative
to derive the so-called fractional variational integrators. In the following, we propose a general-
ization of this process using CQ. For that, let us consider two discrete series xd = {xk}0:N and
yd = {yk}0:N , as well as two particular discretizations of (11), i.e.

J−α
− xk =

k∑
n=0

ω(−α)
n xk−n, J

−β
+ yk =

N−k∑
n=0

ω(−β)
n yk+n, (35)

where the weights ω
(−α)
n are the coefficients of the generating power series of K(−α)(γ(z)/h) with

K(α) defined in (17), namely

K(−α)

(
γ(z)

h

)
=

(
γ(z)

h

)α

=

∞∑
k=0

ω(−α)
n zn.

For concreteness, we choose again γp(z) as in (30), the characteristic function of the backward
differentiation formulas. The Grünwald weights used in [19] is equivalent to CQ with a particular
choice of γp(z), i.e. γ1(z) = 1− z and the notation J−α

− xk and J
−β
+ yk have been used as ∆α

−xk and
∆β

+yk respectively.
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The discrete action, counterpart of (32), is then

Ld(xd, yd) = S
cons

d (xd, yd) + S
frac

d (xd, yd),

S
cons

d (xd, yd) =

N−1∑
k=0

(Ld(xk, xk+1) + Ld(yk, yk+1)), S
frac

d (xd, yd) = −µh

N∑
k=0

J−α
− xk J

−β
+ yk.

(36)

Taking the discrete equivalent of the restricted varied curves, i.e.

xϵ
d = xd + ϵ {δxk}0:N , yϵd = yd + ϵ {δxk}0:N , (37)

such that δx0 = δxN = 0, we can establish the discrete counterpart of Theorem (4.1):

Theorem 4.2. The equations

D1Ld(xk, xk+1) +D2Ld(xk−1, xk) = µh J
−(α+β)
− xk, (38a)

D1Ld(yk, yk+1) +D2Ld(yk−1, yk) = µh J
−(α+β)
+ yk, (38b)

both for k = 1, . . . , N − 1, are sufficient conditions for the extremals of Ld(xd, yd) (36) under
restricted calculus of variations (37).

See [19] for the proof. As in the continuous side, the semigroup property and asymmetric inte-
gration by parts of the discrete fractional derivatives/integrals, properties (1) and (2) in Lemma
3.1, respectively, are crucial in the proof of this theorem. It is also true that (38b) reduces to (38a)
in discrete reversed time, i.e. yk = xN−k ([19], Proposition 4.2). Naturally, the equations (38)
provide a discrete iteration scheme for the fractional damped dynamics (34), with γ1(z) = 1− z,
delivering a p = 1 convergent integrator; see [19] for further details.

In the following section, we will apply the order two midpoint variational integrator for the
conservative part [28] and BDFCQ for the fractional one. Then, we will denote by FVI-BDFCQ
the scheme (38a) and write it simply FVI when no confusion can arise. All the experiments are
carried out in Julia Version 1.9.3.

4.3. Numerical experiment. For the next example, we take the Lagrangian associated to the
harmonic oscillator of the form L(x, ẋ) = ẋ2/2− x2/2 so that the equation (34a) reads for α = β

ẍ+ µD
(2α)
− x+ x = 0, (39)

where D
(2α)
− ≡ J

−(2α)
− . Let us consider the problem on [0, 16] and choosing α = 1/2 so that

fractional operator D
(2α)
− coincides with the usual operator d/dt. In this test run we take the

initial values x(0) = 0, ẋ(0) = 1.2 and µ = 0.2. Firstly we plot the numerical solution obtained by
the FVI-BDF1CQ, explicit and implicit Euler integrators on the interval [0, 16] with the stepsize
h = 0.125 in Figure 3 (left). The corresponding results of the energy dissipation and the absolute
errors are presented in Figure 3 (right) and Figure 4 (left), respectively. Secondly we compute the
global errors as the maximum norm between the numerical solution and the exact solution, i.e.

max |x(tk)− xk|, ∀k.

The results are presented in Figure 4 (right) as the global errors (in logarithmic scale) against
stepsizes on [0, 16] with h = 16/2i, i = 4, . . . , 11.
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Figure 3. Damped harmonic oscillator (39) (α = 1/2). Left: Exact solution vs
FVI-BDF1CQ method for h = 0.125. Right: Energy behaviour for h = 0.125.

The main property of a dissipative system is that the energy is always dissipated with time
and as we can see in Figure 3 (right), FVI-BDF1CQ can preserve the dissipation structure of the
damped harmonic oscillator which confirm that FVI-BDF1CQ gives good numerical behaviour.

Figure 4. Damped harmonic oscillator (39). Left: absolute errors for h = 0.125.
Right: Log-Log plot of the global error presented on t ∈ [0, 16] for h = 16/2i, i =
4, . . . , 11.

We can confirm from Figure 4 (right) that the order of FVI-BDF1CQ is one and this result has
been discussed in [19]. However, we observe that the second order convergence both FVI-BDF2CQ
and FVI-BDF3CQ which is natural since the midpoint integrator being used is of second order.

We also consider another example. Let us choose a Lagrangian of the forced harmonic oscillator
problem defined by L(t, x, ẋ) = ẋ2/2− x2/2+ x f(t) with a non-vanishing function f . So that the
equation (34a), again for α = β, reads

ẍ+ µD
(2α)
− x+ x = f(t), t ∈ [0, 1]. (40)

For a non-integer 2α, this problem is known as Bagley-Torvik equation which can be used to
describe, for example the dynamics of a rigid plate immersed in a Newtonian fluid when α = 3/4
(see [34], [37]). Due to mathematical complexity, the analytic solutions of such equation are very
few and are restricted to the one dimensional case. In particular, with the initial conditions
x(0) = ẋ(0) = 0 and µ = 1, the Bagley-Torvik equation is exactly solvable (see [13], [17]) by
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considering,

f(t) = t3 + 6 t+
3.2

Γ(1/2)
t2
√
t, α =

1

4
, (41a)

f(t) =
15

4

√
t+

15

8

√
π t+ t2

√
t, α =

3

4
. (41b)

where the the analytic solutions are given, respectively, by x(t) = t3 (resp. = t
5
2 ). We solve

numerically the Bagley-Torvik problem (40) using FVI on [0, 1] for α = 1
4 ,

3
4 . The global errors

(in logarithmic scale) are presented in Figures 5 for h = 1/2i, i = 1, . . . , 8.

Figure 5. Bagley-Torvik equation (40). Log-Log plot of the global errors on
t ∈ [0, 1] for h = 1/2i, i = 1, . . . , 8. Left: case (41a). Right: case (41b).

Again, it can be observed from Figure 5 that FVI-BDF1CQ leading to a convergence of order
one. A convergence of order 2 for FVI-BDF2CQ and FVI-BDF3CQ is obtained (left plot) whereas
a convergence of order cannot reach two for FVI-BDF2CQ and FVI-BDF3CQ (right plot).

We summarize the convergence order of (38a) for equations (39) and (40) in Table 1 where we
consider the midpoint integrator for the conservative part.

BDF1CQ BDF2CQ BDF3CQ

Damped oscillator (α = 1/2) order 1 order 2 order 2

Baglay-Torvik (α = 1/4) order 1 order 2 order 2

Baglay-Torvik (α = 3/4) order 1 order 1.8 order 1.8

Table 1. Convergence order of (38a) for equations (39) and (40).

5. Higher-order fractional variational integrators bosed on convolution
quadrature

Now, we establish a particular discretization of the action (32), where we choose a higher-order
approximation with quadrature rule (bi, ci)ri=1 (§2.3) for the conservative part S

cons
and convolution

quadrature (21), (22) for the fractional integrals involved in S
frac

instead of the order 1 (35). For
that, we take into account two discrete series xd = {xk}0:N ∈ (Rd)N+1, yd = {yk}0:N ∈ (Rd)N+1

and s+1 inner nodes {xν
k}

0:s ∈ (Rd)s+1 in each interval [k, k+1] such that xs
k = x0

k+1 (equiv. for
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y). Namely

S(xd, yd) = S
cons

d (xd, yd) + S
frac

d (xd, yd),

S
cons

d (xd, yd) =

N−1∑
k=0

(Ld(xk) + Ld(yk)), S
frac

d (xd, yd) = −µh

N∑
k=0

J−α
− xk J

−β
+ yk,

Ld(xk) = h

r∑
i=1

biL(xd(ci h; k), ẋd(ci h; k)), Ld(yk) = h

r∑
i=1

biL(yd(ci h; k), ẏd(ci h; k)),

(42)

where the definition (6) applies for xd(t; k) and yd(t; k) just by Q = Rd. Now, considering restricted
varied curves

xϵ
d = {xν

k}
0:s
0:N−1 + ϵ {δxν

k}
0:s
0:N−1 , yϵd = {yνk}

0:s
0:N−1 + ϵ {δxν

k}
0:s
0:N−1 , (43)

such that δx0 = δx0
0 = 0 and δxN = δxs

N−1 = 0, we establish the following result (it is important
to recall that, from now on, we shall consider the variation operator as δ ≡ d/dϵ|ϵ=0, applied over
the “varied” quantities). Before the theorem, we set a useful lemma.

Lemma 5.1. According to the definitions (21), (22) and considering varied curves (43), we have
that

δ J−α
λ xk = J−α

λ δxk.

Equivalently for y.

Proof. We pick σ = −, the proof for + is equivalent. It is important to remark that in the
convolution quadrature (21) the inner nodes are not involved, and consequently from (43) we only
take into consideration the main nodes, i.e. xϵ

d = {xk}0:N + ϵ {δxk}0:N .

δ J−α
− xk =

d

dϵ

∣∣∣
ϵ=0

J−α
− xϵ

d =
d

dϵ

∣∣∣
ϵ=0

k∑
n=0

ω(−α)
n (xk−n + ϵ δxk−n) =

k∑
n=0

ω(−α)
n δxk−n = J−α

− δxk.

□

Theorem 5.1. The equations

Ds+1Ld(x
0
k−1, . . . , x

s
k−1) +D1Ld(x

0
k, . . . , x

s
k)− µh J

−(α+β)
− x0

k = 0, k = 1, . . . , N − 1, (44a)

DiLd(x
0
k, . . . , x

s
k) = 0, k = 0, . . . , N − 1, i = 2, . . . , s, (44b)

Ds+1Ld(y
0
k−1, . . . , y

s
k−1) +D1Ld(y

0
k, . . . , y

s
k)− µh J

−(α+β)
+ y0k = 0, k = 1, . . . , N − 1, (44c)

DiLd(y
0
k, . . . , y

s
k) = 0, k = 0, . . . , N − 1, i = 2, . . . , s, (44d)

are sufficient conditions for the extremals of (42) under restricted calculus of variations (43).

Proof. From (42) we have that

δLd(xd, yd) = δ S
cons

d (xd, yd) + δ S
frac

d (xd, yd).

Let start to simplify δ S
cons

d (xd, yd)

δ S
cons

d (xd, yd) =

N−1∑
k=0

(
∂Ld(xk)

∂xν
k

+
Ld(yk)

∂yνk

)
δxν

k,

where the summation over ν is understood and we have employed the restricted variations (43).

Concerning the term δ S
frac

d (xd, yd) we have, let us use the notation

∂Ld(xk)

∂xν
k

δxν
k = DiLd(xk) δx

νi

k , (45)
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where on the left hand side ν = 0, . . . , s and on the right hand side ν1 = 0, ν2 = 1, . . . , νs+1 = s
(in other words Di = ∂/∂xνi

k ); this way, it is highlighted that Ld is a function of s + 1 variables
(equiv. for y). Thus, we have

δ S
cons

d (xd, yd) =

N−1∑
k=0

s+1∑
i=1

(DiLd(xk) +DiLd(yk)) δx
νi

k .

δ S
frac

d (xd, yd) =
1 − µh

N∑
k=0

J−α
− xk J

−β
+ δ xk − µh

N∑
k=0

J−α
− δ xk J

−β
+ yk

=2 − µh

N∑
k=0

J
−β
− J−α

− xk δ xk − µh

N∑
k=0

δ xk J
−α
+ J

−β
+ yk

=3 − µh
N−1∑
k=1

(
J
−(β+α)
− x0

k + J
−(α+β)
+ y0k

)
δ x0

k.

In =1 we have employed the Leibnitz rule of the derivative and Lemma 5.1. In =2 we have
employed the asymmetric integration by parts, i.e. property (2) in Lemma 3.1. Finally, in =3 we
have rearranged terms, employed the semigroup property (1) in Lemma 3.1, taken into account
that xk = x0

k, yk = y0k and δ xk = δ x0
k in terms of the inner nodes and taken also into account

that δx0 = δxN = 0, such that the terms k = 0 and k = N vanish.

Putting everything together we have

δLd(xd, yd) =

N−1∑
k=0

s+1∑
i=1

(DiLd(xk) +DiLd(yk)) δx
νi

k − µh

N−1∑
k=1

(
J
−(α+β)
− x0

k + J
−(α+β)
+ y0k

)
δ x0

k

=

N−1∑
k=0

s+1∑
i=2

DiLd(xk) δx
νi

k +

N−1∑
k=1

(
D1Ld(xk)− µh J

−(α+β)
− x0

k

)
δ x0

k

+

N−1∑
k=0

s+1∑
i=2

DiLd(yk) δx
νi

k +

N−1∑
k=1

(
D1Ld(yk)− µh J

−(α+β)
+ y0k

)
δ x0

k

where is taken into account that δx0 = δx0
0 = 0 and that Ds+1Ld(xk−1) = D1Ld(xk). Now, given

that δxνi

k are arbitrary for k = 0, . . . , N − 1, i = 1, . . . , s + 1 (except δx0), we see from the last
equality that

DiLd(xk) = 0, k = 0, . . . , N − 1, i = 2, . . . , s,

Ds+1Ld(xk−1) +D1Ld(xk)− µh J
−(α+β)
− xk = 0, k = 1, . . . , N − 1,

DiLd(yk) = 0, k = 0, . . . , N − 1, i = 2, . . . , s,

Ds+1Ld(yk−1) +D1Ld(yk)− µh J
−(α+β)
+ yk = 0, k = 1, . . . , N − 1,

is a sufficient condition for δLd(xd, yd) = 0 and the claim holds. □

Remark 5.1. The partial derivatives of Ld(xk) (equiv. y) are completely determined by the
quadrature rule (bi, ci)

r
i=1 and the Lagrangian function L(q, q̇), according to (42) and (6). Namely

∂Ld(xk)

∂xν
k

=h

r∑
i=1

bi

(
∂L

∂q
(xd(ci h; k), ẋd(ci h; k))

∂xd

∂xν
k

+
∂L

∂q̇
(xd(ci h; k), ẋd(ci h; k))

∂ẋd

∂xν
k

)

=h

r∑
i=1

bi

(
∂L

∂q
(xd(ci h; k), ẋd(ci h; k)) ℓν(cih) +

∂L

∂q̇
(xd(ci h; k), ẋd(ci h; k))

1

h
ℓ̇ν(cih)

)
.
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Naturally, equations (44a),(44b) can be employed as a discrete iteration scheme for the dynamics
(34a), the same way (44c),(44d) can be used for (34b). We shall focus on the x-part, since y is
equivalent.

The equations

px0
:=−D1Ld(x

0
0, . . . , x

s
0),

0 = DiLd(x
0
k, . . . , x

s
k), ∀ i = 2, . . . , s, k = 0, . . . , N − 1,

0 = Ds+1Ld(x
0
k−1, . . . , x

s
k−1) +D1Ld(x

0
k, . . . , x

s
k)− µh J

−(α+β)
− x0

k, k = 1, . . . , N − 1,

(where we include the initial momentum px0
:= −D1Ld(x

0
0, . . . , x

s
0) as a definition 8) conform a

discrete iteration scheme
x0
0 7→ (x0

0, . . . , x
s
0 = x0

1),

(x0
k−1, . . . , x

s
k−1 = x0

k) 7→ (x0
k, . . . , x

s
k = x0

k+1), k = 1, . . . , N − 1,

that can be represented as an algorithm:

Algorithm 1 Higher-order fractional variational integrator (with convolution quadrature)

1: Initial data: N, h, α, β , ω
(−(α+β))
n , µ, x0

0, px0
.

2: solve for x1
0, . . . , x

s
0 from

px0 =−D1Ld(x
0
0, . . . , x

s
0),

0 = DiLd(x
0
0, . . . ., x

s
0), ∀ i = 2, . . . , s.

3: Initial points: x0
0, . . . , x

s
0 = x0

1

4: for k = 1 : N − 1 do
solve for x1

k, . . . , x
s
k = x0

k+1 from

0 = Ds+1Ld(x
0
k−1, . . . , x

s
k−1) +D1Ld(x

0
k, . . . , x

s
k)− µh

k∑
n=0

ω(−(α+β))
n x0

k−n,

0 = DiLd(x
0
k, . . . , x

s
k), ∀ i = 2, . . . , s.

5: end for
6: Output: (xν

1 , . . . , x
ν
N−1), ν = 0, . . . , s.

It is important to remark that at each step a nonlinear system of s algebraic equations is solved
in order to obtain the s unknowns (x1

k, . . . , x
s
k = x0

k+1), even in the initialization step.

5.1. Numerical experiment. We will employ a variational integrators of order 4 for the con-
servative part based on two points Gauss quadrature and a polynomial degree 2 (see [31]) and
BDFCQ for the fractional one. To simplify notation, we continue to write FVI-BDFCQ (or only
FVI when it is convenient) for equations 44a and 44b and the numerical solution can be computed
using Algorithm 1.

Let us consider the previous examples as in §4.3. As expected, we notice in Figures 6 and 7 that
FVI-BDF1CQ and FVI-BDF2CQ are of first and second order, respectively. From the numerical
point of view one would expect a higher accuracy (order 3 using BDF3CQ mixed with third order
variational integrator) which we do not get. One possible reason might be mixing of integrators
(VI and BDFCQ). In particular, BDFCQ depends only the main nodes but not on the inner nodes
which are considered in the conservative part. Another possible reason might be saturation effects
coming from CQ as described in §3.3.

8Naturally, this definition is based on the Hamiltonian version of discrete mechanics, which can be consulted
for conservative systems in [28], and for the particular case of fractional damping in [19]. We do not enter here in
further details since it is offtopic.
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Figure 6. Damped harmonic oscillator (39). Log-Log plot of the global error
presented on t ∈ [0, 16] for h = 16/2i, i = 4, . . . , 11.

Figure 7. Bagley-Torvik equation (40). Log-Log plot of the global error on
t ∈ [0, 1] for h = 1/2i, i = 1, . . . , 8. Left: case (41a). Right: case (41b).

As we have seen in §3.3, the main issue of using BDFCQ for certain class of solution functions
is that one cannot achieve a high accuracy, see the saturation effects in Figures 2. However, a
correction term should be added as in (26) to recover the order of accuracy as the one of the
underlying BDF methods. We apply BDF3CQ with a correction term in Algorithm 1 for equation
(40) when α = 3/4 and as we observe in Figure 8, the third order accuracy is almost achieved.
However, this phenomenon does not work with the previous studied cases which seems related to
the accumulation of errors.

Figure 8. Bagley-Torvik equation (40), case (41b), i.e. α = 3/4. Log-Log plot
of the global error on t ∈ [0, 1] for h = 1/2i, i = 1, . . . , 8.
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We summarize the convergence order of (38a) for equations (39) and (40) in Table 2 where we
consider an integrator of order 4 for the conservative part.

BDF1CQ BDF2CQ BDF3CQ

Damped oscillator (α = 1/2) order 1 order 2 order 2

Baglay-Torvik (α = 1/4) order 1 order 2 order 2

Baglay-Torvik (α = 3/4) order 1 order 2 order 2

Table 2. Convergence order of (38a) for equations (39) and (40).

6. Conclusions

A restricted Hamilton’s principle is a new class of fractional calculus of variations has been
introduced in [18], [19]. The main motivation of this approach is to derive the dynamics of frac-
tionally damped systems (1) using a purely variational way and hence to construct the so-called
fractional variational integrators (FVIs).

We have developed FVIs that combine the convolution quadrature (CQ), which is particularly
suitable [24], [26] in the framework of the restricted Hamilton’s principle, with the variational
integrators [16], [28], [31]. Our result coincides, in particular, with the one given in [19] when
using the classical variational integrators.

This work centers around increasing the accuracy the numerical scheme associated to (1). Here,
we have focused on implementing the FVIs and test numerically their accuracy using two mechan-
ical systems, the damped harmonic oscillator and the Bagley-Torvik problems. We notice that for
FVI based on BDFCQ, it can only achieve the second-order accuracy even for a higher-order FVI
(see Figures 6 and 7) which is due to the fact that saturation effects are also a part of the problem.
In this situation, with the use of correction term, the third-order accuracy for FVI-BDF3CQ is
observed in Figure (8).

To overcome the problem of limitation with this strategy i.e. in order to obtain the same order
of convergence of the underlying BDF methods, it will be necessary to take a correction term in
to account which is difficult, in general, to deal with for some values of α and further errors are
arising from solving the linear systems of the starting quadrature [12].

Another problem of using BDFCQ is that, the inner nodes used in a higher-order approximation
for the conservative action (32) are not taken into account in BDFCQ for the fractional one. Thus,
a way to handle this is to apply the high-order Runge–Kutta convolution quadrature (RKCQ) [4],
[27] for the fractional part which will be a future work.
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