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Abstract—We investigate the problem of supporting Industrial
Internet of Things user equipment (IIoT UEs) with intent
(i.e., requested quality of service (QoS)) and random traffic
arrival. A deep reinforcement learning (DRL) based centralized
dynamic scheduler for time-frequency resources is proposed to
learn how to schedule the available communication resources
among the IIoT UEs. The proposed scheduler leverages an RL
framework to adapt to the dynamic changes in the wireless
communication system and traffic arrivals. Moreover, a graph-
based reduction scheme is proposed to reduce the state and
action space of the RL framework to allow fast convergence
and a better learning strategy. Simulation results demonstrate the
effectiveness of the proposed intelligent scheduler in guaranteeing
the expressed intent of IloT UEs compared to several traditional
scheduling schemes, such as round-robin, semi-static, and heuris-
tic approaches. The proposed scheduler also outperforms the
contention-free and contention-based schemes in maximizing the
number of successfully computed tasks.

Index Terms—S5G-NR, IBN, IloT, intent, scheduling, mobile
edge computing, reinforcement learning.

I. INTRODUCTION

The Fifth Generation New Radio (5G-NR) is designed
to support User Equipments (UEs) with enhanced Mobile
Broadband (eMBB), massive Machine-Type Communications
(mMTC), and Ultra-Reliable Low-Latency Communications
(URLLC) services [1]]. 5G-NR facilitates the implementation
and support of Internet of Things applications and services,
which motivates industrial operators to implement IoT in the
industrial sectors known as the Industrial Internet of Things
(IToT) [2]]. However, IIoT has more demanding requirements
to support machine devices with various services such as
URLLC, where low latency and high reliability are essential
to carry out critical real-time and interactive services such as
remote surgery, intelligent transportation, autonomous control,
and V2V communication [3]], [4].

To allow IIoT UEs to express their various service demands
in a simple way to the network, Intent-based networking (IBN)
has been introduced, which provides a simple and efficient
autonomic and autonomous way to configure and manage
networks [5]. IBN relies on understanding what network
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users want and what are the network operator’s capabilities
to optimize the network operations with services. The UEs
needs are expressed in an abstract and high-level language
to the network. Therefore, the intent is defined as a high-
level and abstract description of the network services [6]. In
this work, we assume that I[IoT UEs express their intent (i.e.,
requested QoS) through a graphical user interface (GUI) to
the network [[7].

Unfortunately, IIoT UEs have limited power and computa-
tion resources which limits their ability to support services
with low latency and high reliability. Moreover, executing
intensive computation tasks locally consumes high energy,
which may exceed IIoT UEs’s power capabilities. To tackle
this problem, mobile edge computing (MEC), which pro-
vides high computation, control, storage, and communication
resources on edge servers nearby IloT UEs is incorporated
into the IIoT architecture. This allows IloT UEs to offload
their computation-intensive tasks to edge servers for fast
execution and power saving. However, offloading computation
tasks to proximal edge serves adds an additional transmission
delay [8]], [9].

Therefore, efficient time-frequency communication resource
scheduling schemes play a major role in reducing latency and
guaranteeing reliability for IloT UEs given the scarcity of
radio resources. Since dynamic scheduling is the main mode
of operation in 5G-NR, in this work, we propose a dynamic
resource scheduler (DRS) based on an Al framework to learn
an efficient scheduling strategy for IloT UEs with various
intents under random traffic arrival.

A. Background

5G-NR is designed as a scheduling system, where the
gNB scheduler decides when and which UEs are allowed to
transmit/receive on the available resource blocks (RBs) and
determines the transmission parameters. The gNB scheduler
operates in two modes semi-static and dynamic in both the
uplink and downlink directions. In the semi-static scheduling
mode, the scheduled UEs and their transmission parameters are
determined in advance. In contrast, in dynamic scheduling, the
scheduler controls when and which UEs are assigned to the
available RBs on a dynamic basis at each transmission time
interval (i.e., time slot). In dynamic scheduling, scheduling
decisions are taken frequently, so the variations in the traffic
demand and channel quality can be exploited to efficiently
allocate the available resources.

The scheduler requires information about the channel qual-
ity, buffer status, and priority of data flow to make the schedul-



ing decision. 5G-NR supports channel-dependent scheduling
to obtain high multiuser diversity gain [10]. The channel
assignment is given over the control signaling in the same
time slot in case of bandwidth adaptation. The gNB can
easily obtain the channel conditions to UEs through CSI
report or channel reciprocity. However, the buffer status and
traffic priorities are more challenging to obtain in uplink than
downlink scheduling scenarios since UEs have limited power
resources and are distributed (i.e., not residing on the same
node (gNB) as in the downlink).

Dynamic scheduling in NR is the default operation mode,
where the scheduling strategy is not standardized but a set
of supporting mechanisms are standardized to support the
scheduling strategy implemented by a vendor. The gNB
scheduler gives each UE a scheduling grant indicating the
transmission resource block and transport format that shall
be used, afterward, each UE follows the grant. The scheduler
does the scheduling per device not per radio bearer so the
logical channels are not explicitly scheduled but are provided
to users according to rules to handle traffic priorities. Fig. [I]
illustrates the uplink scheduling, where the scheduler controls
the transport format and UEs are in charge of the logical-
channel multiplexing. This provides a high efficiency to re-
source usage than allowing each UE to autonomously control
the transmission parameters in the system.

The uplink scheduler is in charge of the transport format,
thus accurate information about each UE such as buffer status,
and power availability must be provided to the scheduler.
The buffer status report and power headroom report are sent
through medium access control (MAC) control elements to
eNB to decide the future resource allocation to each UE. If
the UE is not assigned a scheduling grant and data traffic with
high priority arrived, the UE has to send a scheduling request
on PUSCH at the next possible instance to gNB. The UE
informs the gNB that there is data that needs to be transmitted
and about the type of data waiting for transmission. In 5G-
NR the scheduler supports dynamic TDD to dynamically
determines the transmission direction as the half-duplex UEs
cannot transmit and receive simultaneously, where there is a
need to split the resources between the two directions [1]].

B. Related Work

The orthogonal and non-orthogonal network slicing tech-
niques are proposed in [11]-[13] to support heterogeneous
services such as mMTC and URLLC on the available radio
resources. However, the proposed network slicing approach
treated the different services separately, which degrades the
system performance due to the tradeoff between achieving
the requirements of each service independently. The study
in [14]-[16] considered the role of feedback in solving the
problem of resource allocation for mMTC and URLLC in
NR. However, feedback schemes require continuous channel
estimation information exchanges, which causes high overhead
and delay. The work in [[17] adopted machine learning (ML)
methods to support both mMTC and URLLC. Unfortunately,
user equipment have limited computing power and energy
efficiency, which makes applying ML models locally at UEs
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Figure 1: Uplink dynamic scheduling in 5G-NR.

:

not applicable. Therefore, dynamic scheduling is a promising
solution to support IloT UEs with various intents, where
the centralized scheduler at the gNB exploits the variation
in the channel quality and traffic to efficiently allocate the
available RBs without any collision. It also reduces signaling
overhead and delay. However, traditional dynamic scheduling
strategies rely on optimization frameworks, which require new
formulations and solutions whenever any variation happens in
the system.

C. Contribution

In this study, we propose a machine-learning framework
for a centralized scheduler to grant access to IloT UEs with
various intents (i.e., URLLC requirements) and random traffic
arrivals. The motivation behind using ML-based schedulers
is the lack of a scheduling model as heuristic schedulers
lack theoretical performance guarantees. Besides, training an
ML-based scheduler might uncover scheduling policies that
heuristic practitioners might have overlooked. Another moti-
vation is the data availability, where the scheduling of radio
resources happens thousands of times per second, so there’s
plenty of data to train the ML models. However, one of the
main challenges for applying it in a centralized scheduler while
supporting IIoT UEs is the huge state and action space due
to the number of user equipment and resource blocks in the
system. Therefore, in this work, we address this challenge by
proposing a graph-based reduction scheme to the state and
action space that utilizes the nature of the problem. Our main
contribution can be summarized as follows:

« We investigated the problem of supporting IIoT UEs with
various intents in a computational offloading system with
random task arrival traffic.

o We proposed a machine-learning framework for a central-
ized scheduler to grant access to IIoT UEs with various
intents. The framework utilizes reinforcement learning
to adapt to the dynamic changes in the computational



offloading system. A graph-based reduction scheme to the
state and action space of the RL framework is proposed
to help the centralized scheduler converge faster and learn
an efficient scheduling strategy.

o Simulation results demonstrate the effectiveness of the
proposed DRL-based dynamic scheduler in maximizing
the number of successful task completion. We com-
pared the proposed scheduling strategy with traditional
scheduling approaches such as semi-static, round-robin,
and heuristic. We also compared it with contention-
free and contention-based approaches. The results show
the significant performance of the proposed DRL-based
scheduling strategy compared to these approaches. In ad-
dition, the proposed state and action reduction technique
shows significant improvement in convergence compared
to the proposed approach without reduction.

The rest of the paper is organized as follows. In Section |ll}
we state our system model. In Section [l we formulate
the problem using a reinforcement learning framework and
introduce our proposed solution. In Section[[V] we explain the
PPO reinforcement learning algorithm. Section [V] provides our
simulation model and results. Finally, we conclude the paper
in Section [V1l

II. SYSTEM MODEL
A. Network Model

We consider a multi-user uplink system consisting of a base
station (gNB) and N IIoT UEs indexed by N' = {1,2,..., N}
as shown in Fig. |Z[ The base station (BS) has M uplink
orthogonal shared channels indexed by M = {1,2,..., M}
each with bandwidth W MHz and a multi-core central pro-
cessing unit (CPU) with computation speed Fi,,x cycles per
second. The BS has a scheduler (i.e., centralized coordinator)
that assigns the shared channels to IIoT UEs and allocates the
computation resources equally among the scheduled UEs to
allow parallel computation. Each IIoT UE n has a computation
task queue with capacity K operates in a first-in-first-out
(FIFO) manner, where the computation tasks are indexed
by K = {1,2,...,K}. The computation tasks arrive at
each IIoT UE according to the Poisson process with arrival
rate A = pi X T', where py is the task arrival probability and
T is the communication time period. Each computation task
has parameters (A, Cy, 7 ), where Ay, is the computation task
size in bits, C}, is the number of required CPU cycles per bit
and 7, is the task deadline constraint. Each IIoT UE offloads
each computation task in the buffer to the BS with a fixed
power level p, depending on the assigned communication
resources from the BS. Each IIoT UE expresses his intent
(i.e. required quality of service (QoS)) to the network through
a graphical user interface (GUI). We consider the transmission
of computation tasks to be finished when each IIoT UE'’s
computation queue is empty.

B. Communication Model

The BS and IIoT UEs communicate over data and control
channels. The data are sent over data channels while control
information is exchanged over control channels. We assume
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Figure 2: System Model.

that the uplink and downlink control channels are dedicated
and error-free. The data channels between the BS and IIoT
UEs are time-invariant Gaussian channels with an additive
white Gaussian noise (AWGN) vector z ~ CN(0,02), where
0% = NgW and Ry/2 is the noise power spectral density.
The uplink channel gain between an IIoT UE n and the
gNB on subcarrier m Ry, 1 = Gn,m+/Bm consists of a small-
scale fading ¢, , and a large-scale fading +/B,,. At each
time step t, each IIoT UE sends the buffer status report
(BSR) and requested QoS on the control channel and offloads
its computation task if the scheduler assigns an uplink data
channel to IIoT UEs.

We consider a discrete system model that adopts an orthogo-
nal frequency division multiple access (OFDMA) transmission
scheme. At each time slot, the BS allocates the uplink data
channels to IIoT UEs to offload their computation tasks. The
received signal at the BS on subcarrier m is expressed as

Ym = Z hmmsn,m + Zm (1)
neNm,

where the set N,,, denotes the subset of IIoT UEs transmitted
data on subcarrier m, S ., denotes the transmitted signal
of the n-th IIoT UE over the m-th subcarrier and z,, is
the noise power at the BS. The BS adopts a non-orthogonal
multiple access (NOMA) transmission mode at each subcarrier
to accommodate multiple connectivity, where each IloT UE
is allocated to at most one subcarrier at each time slot and
offloads one task. Based on [18]], in NOMA mode at most
two IIoT UEs are allocated to each subcarrier to reduce error
propagation and decoding complexity of successive interfer-
ence cancellation (SIC). Assuming that two IIoT UEs indexed
by {n,n’} allocated to a subcarrier m, where |hy;,|?> >



|hys m|?, the achievable data rates are given by

|hn,m|2pn
0%+ ZiENm\n |hi,m|2pi

R, m = Wlog(l+ ) bps  (2)

|hn/ ,m ‘Qpn,

Ry m = Wlog(l + 5 ) bps 3)
o

C. Computation Model

We adopt a computation model based on the advanced
dynamic voltage and frequency scaling (DVFS) technique
at the BS [19]]. At a time slot ¢, if the IIoT UE n is
allocated a channel and its computation task queue is non-
empty, its computation task is executed remotely at the BS.
In this case, the total delay for remote computation consists
of the uplink transmission time, the task execution time at the
BS, and the downlink transmission time. Since the BS has
high transmission power and the computation results size is
usually small compared to offloaded data ||| we ignore the
downlink transmission time. Thus, the remote computation
time consisting of the uplink transmission time ¢t"P and remote
execution time ¢°*¢ is given by

An,k: An,k X ka
Rn,m fk,m

where fi ., is the computation resources allocated to task &
on subcarrier m and R, ,, is the uplink rate of IloT UE n on
subcarrier m. Each IIoT UE deletes the computation task from
the computation queue if it is successfully computed remotely;
otherwise, the task remains until served.
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D. Performance Metrics

The URLLC is guaranteed to an IIoT UE 7 in a time slot ¢
if the requested latency is satisfied and reliability is achieved.
Reliability is defined by achieving an outage probability less
than or equal to a certain threshold pout < €, where pous =
Pr{Ry.m < 7Tn}. In this study, our objective is to maximize

the number of computation tasks while achieving the required
URLLC.

III. PROBLEM FORMULATION AND PROPOSED SOLUTION

We formulate the URLLC task scheduling problem as a
reinforcement learning problem due to the dynamic variation
in the wireless system and NP-Hardness of the problem [20],
[21]. We aim to maximize the number of computation tasks
that can be executed within the deadline constraint while
achieving the required reliability for IIoT UEs.

« State Space: the BS state consists of a tuple containing
the recent [ observations (oY, ...,0% ;), which contains
the buffer status of all IIoT UEs and their deadline
constraints, and the channel’s gain matrix.

o Action Space: the BS takes an environment action, which
is an allocation of the uplink communication channels to

Note that we consider a smart logistics use case, where mobile robots read
the RFID of goods and get information about the goods like size, type etc.
then offload the information to the BS to compute the best path for goods
from a vehicle to shelves and vice versa.

a subset of IIoT UEs denoted by N;. Note that the BS
environment action space contains all possible channel
allocations to each pair of IIoT UEs. For example, if we
consider N = 4 users and M = 2 channels, the action
space consists of 90 possible actions, where we consider
all possible combinations of IIoT UEs including no IIoT
UEs allocation expressed as

|/\/|+1>
C= .
( |V |

Then, we consider all possible permutations of the subset
of IIoT UEs on the communication channels. Thus, the
total number of possible actions is calculated as
. op C!

no. of actions = [= ———.

f M (C = M)
« Reward function: the utility function is defined to
maximize the number of successfully executed tasks.
Therefore, at each time step, the base station reward Ry ()

is defined as
Ry(t) = > Rn(t).
neNs

the sum of the rewards from the subset of IIoT UEs N
allocated to the communication channels. Each IIoT UE
reward R, (t) is defined as

Ry (t) = {”

if the task execution is successful
—p otherwise

where the reward is +p if the IIoT UE task is successfully
executed through the allocated channel, —p otherwise.

To solve the URLLC task scheduling problem, there is a
main challenge that needs to be tackled, which is the huge
state space at the BS. The huge state space is caused by the
large observation due to the number of IIoT UEs and resource
blocks. The huge state space causes slow learning and poor
generalization to new unseen scenarios. To tackle the huge
state space challenge and allow the centralized scheduler to
learn an efficient channel assignment protocol, we propose
a framework that relies on pre-processing (i.e. reducing) the
state space before passing it to the RL policy network. The
following concept from graph theory is needed [22]:

Definition 1. A weighted hypergraph H = (V, &) is a set of
vertices V and a collection £ of subsets of the vertex set
called hyperedges with a weight w, assigned to each e € £. A
hypergraph is called k-uniform if each hyperedge has exactly &
vertices. The degree of a vertex is the number of hyperedges
to which it belongs. A matching on H is a subset of &, in
which every two hyperedges are disjoint.

The framework works as follows: the centralized scheduler
constructs a 3-uniform hypergraph H = (V, £), where the set
of vertices V = AN'UM is the union of the set of IIoT UEs and
the set of uplink communication channels. The set £ contains
a collection of hyperedges such that a hyperedge ¢ € &
consists of {n,n’,m} C V, where n,n’ € N (with n # n’)
and m € M. The IIoT UEs are divided into two different
groups far and nearby based on their distance to the BS. The



hyperedges are constructed such that the IloT UEs belonging
to a hyperedge e € £ are chosen from two different groups.
Afterward, the constructed hypergraph is passed to the RL
policy network, where the action space consists of all possible
matching of size equal to the number of uplink communication
channels on the constructed hypergraph.

The intuition behind our proposed framework comes from
realizing the nature of our problem instead of blindly listing
all possible actions as input to the learning algorithm. It is
well-known that nearby IIoT UEs do not lead to successful
SIC in NOMA, thus we divide the IIoT UEs into two groups
and allow pairing between IIoT UEs from different groups
only. Moreover, the number of IIoT UEs in the system and
limited communication resources give a high likelihood of
finding a high number of IIoT UEs having non-empty buffers
justifying considering only matching of size equal to the
number of uplink communication channels. The following
simple example illustrates how the proposed framework can
reduce the state space and help the centralized scheduler learn
an efficient channel assignment protocol.

Example 1. Consider four IIoT UEs indexed by N =
{1,2,3,4} with non-empty buffers and two communication
channels indexed by M = {1,2}. The action space before
reduction consists of 90 possible actions as explained above.
To reduce the action space, the centralized scheduler divides
the IIoT UEs into a set of far IloT UE N; = {1,2} and
a set of near IIoT UE N, = {3,4} based on their channel
gains to the BS. Then, pairing between IIoT UEs is allowed
only between IloT UEs from different sets. Since we aim to
maximize the number of successful computation tasks, the
centralized scheduler considers only possible permutations of
size equal to twice the number of communication channels
from the possible paired IIoT UEs. As a result, the action
space after this reduction consists of 4 actions only listed in
the following set

{{{1, 3,11, {2,4, 2}}, {{2,4, 1},{1,3, z}},
{{1,4, 1},{2,3, 2}}, {{2,3, 1), {1,4, 2}}}

As we can see, we can scale up easily with our proposed
framework due to its ability to significantly reduce the action
space to the most effective actions that can maximize our
utility function.

IV. PROXIMAL PoLICY OPTIMIZATION (PPO)-BASED
SCHEDULING APPROACH

The RL agent (i.e., gNB scheduler) needs to learn a good
policy to schedule the IToT UEs. The RL agent interacts with
the environment and explores different states and actions to
evaluate and optimize the policy iteratively. We adopt the prox-
imal policy optimization (PPO) algorithm [23]], [24], which
is an on-policy policy gradient algorithm as it supports large
action spaces better than value-based RL methods. The actor-
critic algorithm [25] is adopted along with the generalized
advantage estimation (GAE) [26]. The actor-critic network

Algorithm 1: PPO-based Task Scheduling Algorithm

1: Initialize the policy network mg(als) with 6.

2: Initialize the critic network V;(s) with ¢.

3: Initialize the reply buffer B.

4: for ¢t in {1,2,...,T} do

5:  Take actions according to the policy my to generate a

trajectory {(s1,a1,71),...,(St, as,r+)} and store them
to B;

6: if t%B == 0 then

7: Calculate the reward r(t) and advantage

estimate A (t);
8: Calculate VoL and Vg4J;
9: Update 6, ¢;

10: Clear the reply buffer B;
11:  end if
12: end for

13: return Scheduled Tasks.

architecture is constructed, where the policies and the value
function(s) are distinct and consist of four-layer D2RL [27].
The D2RL relies on using deeper MLP layers along with dense
connections, where the original input features (i.e. state or
state-action pairs) are passed to each hidden layer concatenated
with the previous hidden layer output except the last hidden
layer since it is a direct linear transformation. This structure
avoids decreasing the mutual information between the input
and output due to the non-linear transformations used in deep
learning, which is called data processing inequality (DPI). The
D2RL has shown significant improvement in the performance
and sample efficiency compared to the vanilla two-layer MLP
network architecture.

To update the weights of the neural networks, the network
keeps track of a fixed-length trajectory of memories (i.e.,
states, actions, rewards). Then, the neural network is updated
using stochastic gradient ascent via mini-batches, where 4
epochs of updates are done on each mini-batch. The actor
update rule optimizes the surrogate-clipped objective function

LCLIP (0> = Et [ min(rt (Q)Ata Chp(rt (9)5 1- €, 1+ E)At}7

where € is a hyperparameter and r:(f) = % is the
. .. old
ratio between the new and old policies. The advantage at each

time step is calculated by
A, =06 + (VN1 44+ (N T 50,

where §; = 7 + YV ?(s141) — V?(s¢) counts the benefits of
the new state over the old state. The value update rule is done
to optimize the advantage function

J(@) = [re + 7V (se41) — VO(s0)]%

The actor decides the next action based on the current state,
while the critic evaluates the states. The PPO-based algorithm
for task scheduling is described in Algorithm [I]



Table 1
SIMULATION PARAMETERS

6

Parameters Values

Algorithm 2: Heuristic Algorithm for Hypergraph
Maximum Weighted Matching

No. of sub-carriers (M) 3

Carrier frequency band 410-7125 MHz

5SGNR numerology (i.e.,Subcarrier spacing) 15 kHz

System bandwidth (W) 30 MHz

No. of IIoT UEs (N) 30

Distance-dependent Path loss 128.1 4+ 37.6logy d, dB

Channel Fading Model Rayleigh fading

Tasks Size (Ag) 100 — 500 bits

Tasks Computation Requirement (Cl,) 1x 102 —2 x 10%

Tasks Delay Tolerance () 1 — 5 millisecond

IIoT UEs Reliability Requirement (e) 103
Noise Power Spectral Density -174 dBm/Hz
BS Computation Capacity (Fmax) 120 GHz

IIoT UE Queue Capacity (K) 50

IIoT UE transmit power level (py,) 0.08 Watt
Probability of Task Arrival (py) 0.80
Duration of episode 25
Table 11
PPO HYPERPARAMETERS
Hyperparameter Values Hyperparameter Values
No. of episodes 6000 Entropy coeff. (¢2) 0.01
Minibatch size 32 Discount factor () 0.99
GAE parameter () 0.95 Clipping parameter (€) 0.2
Optimizer Adam Optimizer epsilon 10—°
Activation function Relu No. of hidden layers 1
Actor Size 256 Critic Size 512
Actor learning rate 10~2 Critic learning rate 10~12

V. SIMULATION MODEL AND RESULTS

We present our simulation model and evaluate the perfor-
mance of our proposed framework in this section. The pro-
posed framework is evaluated in a warehousing logistic area
of 100 x 100 m? containing a BS located at the center and 30
IToT UEs randomly distributed according to a homogeneous
Poisson point process over the area. The signal attenuation
from the BS to IIoT UEs is based on the 3GPP standard [28|]
with a distance-based path loss model 128.1 + 37.6log;, d,
where d is the distance in kilometers and Rayleigh fading
with unit variance. The simulation parameters for the system
are listed in Table |I, and the main parameter settings for the
learning algorithm are given in Table [lIl The policy and value
functions are implemented separately and optimized by Adam
optimizer [29]. We use the same neural network architecture
for both the actor and the critic. The results are averaged
over 8 random seeds, where the location of IIoT UEs, intents,
and traffic arrival probability changed between episodes. The
performance is evaluated over the training process, where the
solid lines represent the average performance in the evaluation
episodes during the training and the shaded regions show
the 95% confidence interval (CI). We compare the proposed
framework with the following benchmarks:

« Contention-based: Each IIoT UE transmits with a cer-
tain probability p, if the computation queue is not empty
and randomly accesses the uplink channels.

o Contention-free: The BS controls and schedules the
transmission over the uplink data channels. Each IIoT UE
sends a scheduling request if its computation queue is not
empty and offloads the task if the BS sends a scheduling

Input : 3-uniform hypergraph H = (V, &), with
hyperedge weight w!, for each e € &;
Output: Maximum Weighted Matching £’;
1: for each v € M do
2:  Find the subset of hyperedges &, C £ that contains
the vertex v;

3:  if &, is not empty then

4: Choose e € &, that has the maximum weight and
add it to &';

5: Remove e and all the hyperedges that intersect
with it from &;

6: end if

7: end for

8: return &';

grant. The IIoT UE deletes the task from the queue if
it satisfies the latency and reliability constraints and an
ACK is received from the BS. If the IIoT UE made a
successful task computation and sent a scheduling request
simultaneously, the BS will send an ACK and ignore the
scheduling request.

« Semi-static scheduling: The BS pre-allocates the re-
sources to IIoT UEs. Then, whenever there are computa-
tion tasks in their queues, the IIoT UEs offload them to
the BS [1].

« Round-robin scheduling: IIoT UEs take turns to get
access to the resource blocks [30].

o Heuristic scheduling: Algorithm [2] finds a suboptimal
solution to the maximum cardinality matching in the con-
structed hypergraph with low computational complexity
as follows. For each vertex v € M, we find the subset of
hyperedges that contains the vertex v, denoted by &,. If
&, is not empty, we find the hyperedge e € &, that has
the maximum weight if there is a tie, we choose one ran-
domly. The weight represents the number of successfully
computed tasks of the IIoT UEs in the hyperedge. Then,
we add it to the matching set denoted by &’. Afterward,
the hyperedge e and all the hyperedges intersecting with
it are removed from the set of hyperedges £. The same
procedure is repeated for each v in M.

Fig. [3| shows the normalized successful computed tasks
satisfying the latency and reliability constraints versus the
number of training episodes. As we can observe, our proposed
DRL-based scheduling scheme with reduction outperforms the
same scheme without reduction in maximizing the number of
successfully computed tasks and fast convergence. This is due
to the reduction in state and action spaces, which assists the RL
algorithm in learning and converging faster. Moreover, we can
see that the DRL-based proposed scheme beats the traditional
scheduling approaches round-robin, semi-static, and heuristic.
The main reason is that the proposed approach takes into con-
sideration the dynamic changes in the traffic arrival, various
requested QoS, and channel variation, which efficiently utilizes
the available resources compared to traditional schemes. It also
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Figure 3: Normalized successful computed tasks versus train-
ing episodes.

outperforms the random access scheme contention-based due
to the centralized channel allocation, which reduces collision.
It also performs better than the contention-free scheme due to
the reduction in the signaling control messages overhead.

Fig. [ shows the normalized failed tasks due to unsuccessful
computation versus training episodes. As we can see, the
DRL-based proposed scheme reduces the number of failed
tasks compared to traditional scheduling, contention-based,
and contention-free schemes. The reason is that the learned
scheduling policy adapts to the dynamic changes in the arrival
traffic, various requested QoS, and channel conditions. Fig. [3]
demonstrates the system goodput rate versus training episodes.
As we can notice, the DRL-based proposed scheme has a high
goodput rate compared to traditional scheduling, contention-
based, and contention-free schemes due to the centralized
channel allocation and adaptation to the changes in the traffic
arrival and channel conditions.

Fig. [6]demonstrates the channel collision rate versus training
episodes. As we can notice, the DRL-based proposed scheme,
traditional scheduling schemes, and contention-free have zero
collision rates due to the centralized channel allocation at
the base station compared to the random access scheme
contention-based. As we can also observe the DRL-based
proposed scheme with reduction has zero idle rate due to the
reduction in the action space that considers only the actions
that maximize the utility function leading to an effective
resource utilization.

Fig. [/| shows the performance of the PPO algorithm under
different network architectures, where single layer and D2RL
are compared. As we can observe, the two architectures give
close performance during training. However, D2RL shows
better performance during testing. Fig. [§] demonstrates the
performance of the PPO algorithm under different actor and
critic model sizes. As we can see, the small model size gives
a better performance during the training and testing phases.
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Figure 4: Normalized failed tasks versus training episodes.
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Figure 5: Goodput versus training episodes.

VI. CONCLUSION

A DRL-based centralized dynamic scheduler is proposed
to support IIoT UEs with various intents (i.e., URLLC re-
quirements). The proposed scheduler leverges RL to adapt to
the dynamic changes in wireless communication channels and
traffic arrival. Moreover, a graph-based reduction strategy is
proposed to help the scheduler learn an efficient scheduling
policy and converge faster. The numerical results show the
outperformance of the proposed scheduler in maximizing the
number of successfully computed tasks and the goodput rate
compared to traditional scheduling schemes such as round-
robin, semi-static, and heuristic. It also outperformed the
random access scheme contention-based and the signaling-
based scheme contention-free.
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Figure 7: Comparison between single layer and D2RL network
architectures.
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