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Adaptive Economic Model Predictive Control for linear systems with

performance guarantees

Maximilian Degner1,2, Raffaele Soloperto1, Melanie N. Zeilinger2, John Lygeros1, Johannes Köhler2

Abstract— We present a model predictive control (MPC)
formulation to directly optimize economic criteria for linear
constrained systems subject to disturbances and uncertain
model parameters. The proposed formulation combines a cer-
tainty equivalent economic MPC with a simple least-squares pa-
rameter adaptation. For the resulting adaptive economic MPC
scheme, we derive strong asymptotic and transient performance
guarantees. We provide a numerical example involving building
temperature control and demonstrate performance benefits of
online parameter adaptation.

I. INTRODUCTION

Model predictive control (MPC) is an optimization-based

control strategy that is applicable to general MIMO systems,

explicitly accounts for constraints, and optimizes general

performance criteria [1]. However, deployment strategies of

MPC typically rely on a sequential design and hierarchical

architecture that might limit performance: First, a prediction

model is obtained through physical modeling or identifica-

tion based on experimental data, which is often the most

costly part in commissioning MPC [2]. Then, during online

operation, a real-time optimization (RTO) layer computes

economically optimal steady-states which are then stabilized

by the MPC [3]. Changing environments or wear can de-

teriorate the accuracy of the offline obtained model, and

thus jeopardize the performance of the MPC. Furthermore,

the decomposition with the RTO-layer limits flexibility, and

thus overall efficiency, especially in case of persistent dis-

turbances or frequent changes in operating conditions. This

paper addresses both issues by directly optimizing economic

performance and using online model adaptation.

A. Related work

Economic MPC formulations [3]–[6] directly minimize the

economic objective over the prediction horizon to improve

performance. Exemplary applications for this methodology

are minimizing energy consumption in heating, ventilation,

and air conditioning (HVAC) [7], increasing production in

chemical plants [3] or flexible manufacturing system [8].

One of the key theoretical results in economic MPC is that,

on average, the closed-loop performance is no worse than

the performance at the optimal steady-state [9], [10], i.e.,

at worst we obtain an asymptotic performance comparable

to a tracking MPC. Stronger transient performance bounds
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relative to the infinite-horizon optimal solution are obtained

in [11], [12], see also [13]–[15] for robust performance

bounds under bounded disturbances.

Adaptive MPC uses online measurements to adapt the

model parameters, thus relying less on the initial parameter

identification and ensuring reliable operation under online

changes in system behavior. While the benefits of adaptive

MPC methods have been demonstrated empirically [16],

the development of adaptive MPC theory has received less

attention [17]. Robust adaptive MPC schemes [18]–[20]

combine a robust MPC design with set-membership updates

to reduce conservatism in constraint handling, see also [21]–

[23] for nonlinear systems. In [18], finite-gain L2 stability

is shown by updating parameters in the cost with a least-

mean square (LMS) filter. In [22], it is shown that the same

stability result applies to linearly parameterized nonlinear

systems under suitable regularity conditions. Convergence

results for more general non-parametric model updates are

shown in [24], [25].

Adaptive economic MPC: The integration of online mea-

surements to ensure optimality of the steady-state is stud-

ied in the framework of modifier adaptation [26]. MPC

approaches that integrate adaptation to improve the steady-

state optimization are provided in [6], [27]–[29]. A nonlinear

robust adaptive economic MPC scheme is proposed in [30,

Chap. 3], however, no performance guarantees are derived.

Overall, theoretical performance guarantees for economic

MPC with online model adaptation require further study.

B. Contribution

In this paper,we consider linear constrained systems sub-

ject to disturbances and uncertain model parameters with the

goal to minimize a convex linear-quadratic economic cost.

Our main assumptions are open-loop stability of the linear

system and relaxation of state constraints with soft penalties.

For this problem, we propose an adaptive economic MPC

(AE-MPC) scheme which:

• uses a certainty-equivalent economic MPC scheme with

a linear-quadratic terminal cost in combination with the

LMS parameter adaptation from [18].

• for finite-energy disturbances, recovers the asymp-

totic performance guarantees from nominal economic

MPC [9], despite the possibly large initial error in the

model parameters (Theorem 3).

• for the case of bounded disturbances, ensures a more

general transient performance bound (Theorem 5) that

depends linearly on the energy of the disturbances.
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We demonstrate the performance benefits of the proposed

AE-MPC scheme with a numerical example involving build-

ing temperature control in comparison to an economic MPC

without parameter adaptation.

C. Outline and Notation

We first define the problem setup (Sec. II) and present

the proposed AE-MPC scheme (Sec. III). Then we provide

a theoretical performance analysis and discussion (Sec. IV),

and demonstrate these results with a simulation of a simple

building temperature control problem (Sec. V).

We denote the 1-norm and 2-norm of a vector x ∈ R
n

by ‖x‖1 and ‖x‖, respectively. The weighted norm with

Q ∈ R
n×n is denoted by ‖x‖2Q = x⊤Qx. The spectral norm

of a matrix A ∈ R
n×m is given by ‖A‖ =

√

λmax(A⊤A),
where λmax denoted the maximal eigenvalue. A positive

semidefinite matrix R is denoted by R � 0 and a positive

definite matrix Q is denoted by Q ≻ 0. The identity matrix of

size n×n is signified by In. At time k, we denote a prediction

of quantity x for time k + j as xj|k . The i-th element of a

vector x ∈ R
n is represented by [x]i. A function α is of class

K∞, if α : R≥0 → R≥0, α(0) = 0, lims→∞ α(s) = ∞, and

α strictly increasing and continuous. The non-negative inte-

gers are represented by N and N[a,b] = {n ∈ N|a ≤ n ≤ b}.

II. PROBLEM SETUP

In the following, we consider discrete-time linear systems

that are subject to additive disturbances and parametric

uncertainty. The dynamics are given by

xk+1 = A(θ∗)xk +B(θ∗)uk + wk, (1)

where xk ∈ R
n, uk ∈ R

m, wk ∈ R
n are the states, control

inputs, and disturbances at time k ∈ N, respectively. The

parameter θ ∈ R
d enters (1) in an affine way, i.e.,

A(θ) = A0 +
d
∑

i=1

Ai · [θ]i, B(θ) = B0 +
d
∑

i=1

Bi · [θ]i,

where Ai ∈ R
n×n, Bi ∈ R

n×m ∀i ∈ N[0,d]. The true

parameter θ∗ is unknown but constant over time and lies

in a known compact, polytopic set Θ. We assume that we

have an initial parameter estimate θ̂0 ∈ Θ.

We study the case where we want to satisfy the following

state and input constraints

(xk, uk) ∈ X× U, ∀k ∈ N, (2)

where X = {x ∈ R
n|Hx ≤ h}, h ∈ R

q
≥0, U is a compact

polytope, and (0, 0) ∈ X × U. The goal is to minimize the

following convex economic cost

ℓeco(x, u) = ‖x‖2Q + ‖u‖2R + q⊤x+ r⊤u, (3)

with Q, R � 0. To simplify the design, we soften the state

constraints with a slack variable s = max{Hx − h, 0} ∈
R

q
≥0, which will be penalized by using the stage cost

ℓ(x, u, s) = ℓeco(x, u) + ‖s‖2Λ, (4)

with a slack penalty Λ ≻ 0. For simplicity of exposition, we

consider a diagonal matrix Λ.

Assumption 1 (Stable system). The system is open-loop

exponentially stable for all θ ∈ Θ with a common Lyapunov

function, i.e., ∃P ≻ 0:

A(θ)⊤PA(θ) + I � P ∀θ ∈ Θ.

Remark 1 (Open-loop stability and soft-constraints). By

restricting the problem setup to open-loop stable systems

(Assumption 1) and soft-state constraints, the proposed

method can be applied even if the initial parameter error

and the disturbances are large. Notably, if sufficiently small

bounds on parametric error and disturbances are known,

both simplifications can be relaxed, see the discussion in

Section IV-C.

We assume that some possibly conservative bound on

the disturbances is known, i.e., wk ∈ W, ∀k ∈ N with

W compact. In combination with U compact, A(θ∗) Schur

stable (Assumption 1) and some finite x0, this implies that

the closed-loop states xk are uniformly bounded. Hence, we

assume that some conservative upper-bound on the state is

available, i.e., xk ∈ Z, ∀k ∈ N with a known compact set Z.

III. METHOD

In this section, we describe the offline design and the

online algorithm of the proposed adaptive economic MPC

(AE-MPC) formulation. First, we provide the parameter

adaptation scheme and its properties (Sec. III-A), then we

construct a terminal cost (Sec. III-B), and finally we state

the resulting AE-MPC scheme (Sec. III-C).

A. Parameter adaptation

Based on the initial estimate θ̂0 ∈ Θ of the true parameter

θ∗, we use the projected least-mean square (LMS) filter

from [18] to adapt the parameter estimate θ̂k at every time

instant k ∈ N. Let us define the shorthand notation

Dk =D(xk, uk) =[A1xk +B1uk . . . Apxk +Bpuk].

The prediction of the state one step in the future, made at

time k, is denoted by x1|k = Dkθ̂k. The update equations of

the LMS are

θ̃k+1 = θ̂k + µD⊤
k (xk+1 − x1|k)

= θ̂k + µD⊤
k (Dk · (θ∗ − θ̂k) + wk),

(5a)

θ̂k+1 = argmin
θ∈Θ

‖θ − θ̃k+1‖, (5b)

where µ > 0 is the update gain which is chosen such that

1

µ
≥ sup

(x,u)∈Z×U

‖D(x, u)‖2. (6)

The following proposition is an adaption of [18, Lemma 5]

and shows that the cumulated prediction error is bounded.



Proposition 1 (LMS bounds). Suppose that xk ∈ Z and

uk ∈ U for all k ∈ N. Then, for all T ∈ N, it holds that

T
∑

k=0

‖x̃1|k‖2 ≤
1

µ
‖θ̂0 − θ∗‖2 +

T
∑

k=0

‖wk‖2, (7)

with the one-step parametric prediction error

x̃1|k := Dk · (θ∗ − θ̂k).

Moreover, the difference between two successive parameter

estimates satisfies

‖D(x, u)‖ · ‖θ̂k+1 − θ̂k‖ ≤ ‖x̃1|k + wk‖, ∀(x, u) ∈ Z× U.

(8)

Proof. The proof of (7) can be found in [18, Lemma 5].

Inequality (8) stems from the fact that the projection operator

is non-expansive (⋄), and from using the Cauchy-Schwarz

inequality and the triangle inequality at (⋆):

‖θ̂k+1 − θ̂k‖
(⋄)

≤ ‖θ̃k+1 − θ̂k‖
(5a),(⋆)

≤ µ‖Dk‖ · ‖x̃1|k + wk‖.
(9)

Multiplying both sides with ‖D(x, u)‖ and using our choice

of µ (cf. (6)) gives the result.

B. Terminal cost design

MPC schemes require a terminal cost for closed-loop

performance guarantees [1], [10]. In this section, we extend

the standard design procedure in [10] to incorporate online

parameter adaptation and show how to design a simple

terminal cost ℓf(x, θ). We center the design of terminal cost

around the steady-state (x, u) = 0 for simplicity. Hence, all

theoretical guarantees will be relative to the performance at

this steady state.

Proposition 2 (Terminal cost). Consider Pf ∈ R
n×n, Pf ≻ 0

and the vector-valued function p : Rd → R
n satisfying:

A(θ)⊤PfA(θ)− Pf + Q̄ � 0, ∀θ ∈ Θ, (10a)

p(θ) = (In −A(θ))−⊤q, (10b)

with Q̄ = Q + H⊤ΛH . Then, for all x ∈ R
n, θ ∈ Θ, the

terminal cost ℓf(x, θ) = ‖x‖2Pf
+ p(θ)⊤x satisfies

ℓf(A(θ)x, θ) − ℓf(x, θ) ≤ −ℓ(x, 0, s), (11)

with s = max{Hx− h, 0}.
Proof. First, note that ‖max{Hx − h, 0}‖2Λ ≤ ‖Hx‖2Λ for

all x ∈ R
n with the diagonal matrix Λ. Thus,

ℓ(x, u, s) ≤ ‖x‖2
Q̄
+ ‖u‖2R + q⊤x+ r⊤u, (12)

with Q̄ = Q+H⊤ΛH . To show that (11) holds, we use the

shorthand Aθ = A(θ) and expand the left side:

ℓf(Aθx, θ)− ℓf(x, θ)

= ‖Aθx‖2Pf
+ p(θ)⊤Aθx− ‖x‖2Pf

− p(θ)⊤x
(10b)
= −q⊤x+ (Aθx)

⊤Pf(Aθx)− x⊤Pfx

(10a)

≤ −q⊤x− x⊤Q̄x
(12)

≤ −ℓ(x, 0, s).

Due to Assumption 1, we can compute a matrix Pf satis-

fying (10a) using a semi-definite program with the vertices

of the polytope Θ, see, e.g. [19, Eq. (33)]. The vector p(θ)
needs to be computed online for each parameter estimate θ̂k.

C. Adaptive Economic MPC scheme

At time k ∈ N, the proposed AE-MPC is given by

V ∗
N (xk, θ̂k) = min

u·|k,x̂·|k,s·|k

N−1
∑

j=0

ℓ(x̂j|k, uj|k, sj|k)+ℓf(x̂N , θ̂k)

(13a)

subject to x̂j+1|k = A(θ̂k)xj|k +B(θ̂k)uj|k (13b)

Hx̂j|k ≤ h+ sj|k (13c)

uj|k ∈ U (13d)

x̂0|k = xk (13e)

∀ j ∈ N[0,N−1].

With (13b), we predict the system’s trajectory with the LMS

estimate and initialize these predictions with the measure-

ment of the current state (13e) over the prediction horizon

N ∈ N. The soft state constraints are given in (13c), the input

constraints in (13d), and we minimize the economic cost

and the penalty of slack variables together with the terminal

cost by using the cost function (13a). The solution of the

optimization problem (13) is denoted by u∗
·|k, x̂

∗
·|k, s

∗
·|k and

the optimal control input u∗
0|k is applied to the system (1).

Note that Problem (13) is a convex quadratic program which

is feasible for all (xk, θ̂k) since no hard state or terminal set

constraints are imposed.

A summary of the offline design and the online computa-

tions is given by Algorithm 1.

Algorithm 1 Adaptive Economic MPC

Choose µ as in (6), compute Pf as in (10a).

for k ∈ N do

Measure the state xk.

Adapt the parameter θ̂k ∈ Θ using LMS (5).

Update linear terminal cost p⊤ ← q⊤(In −A(θ̂k))
−1.

Solve the optimization problem (13).

Apply the control input uk ← u∗
0|k.

end for

IV. THEORETICAL ANALYSIS

In this section, we present asymptotic and transient perfor-

mance guarantees for asymptotic and transient bounds on the

disturbances wk. First, we derive an asymptotic performance

bound assuming finite-energy disturbances (Sec. IV-A).

Then, we consider point-wise bounded disturbances and

obtain a transient performance bound (Sec IV-B). Further

discussion of the relation between the two bounds is given

in Section IV-C.



A. Asymptotic performance

In the following, we provide an asymptotic average per-

formance bound for finite-energy disturbances.

Assumption 2 (Finite-energy disturbances). There exists a

finite constant Sw, such that

lim
T→∞

T
∑

k=0

‖wk‖2 ≤ Sw. (14)

Theorem 3 (Asymptotic average performance). Let Assump-

tions 1 and 2 hold. Then, the closed-loop system resulting

from Algorithm 1 satisfies

lim sup
T→∞

∑T−1
k=0 ℓ(xk, uk, s

∗
0|k)

T
≤ 0. (15)

Proof. We first define a feasible candidate solution and pro-

vide a bound on the one-step decrease of the value function

in (19). Then, we use the LMS properties (Prop. 1) and the

finite-energy of the disturbances (Asm. 2) to show (15).

Candidate solution: Recall that x̂∗
·|k, u∗

·|k, s∗·|k, denote

the optimal solution to Problem (13) at time k ∈ N

and let us denote u∗
N |k = 0, x̂∗

N+1|k = A(θ̂k)x̂
∗
N |k. We

consider the candidate input sequence uj|k+1 = u∗
j+1|k,

j ∈ N[0,N−1]. The corresponding state sequence x̂j|k+1,

j ∈ N[0,N ] is given by x̂0|k+1 = xk+1 and using (13b)

with θ̂k+1; the slack variables are chosen as sj|k+1 =
max{Hx̂j|k+1 − h, 0}. We denote ℓ∗j|k = ℓ(x̂∗

j|k, u
∗
j|k, s

∗
j|k),

ℓj|k+1 = ℓ(x̂j|k+1, uj|k+1, sj|k+1).
Difference in cost: The increase of the value function V ∗

N

can be upper bounded by the cost of the (feasible) candidate

sequence:

V ∗
N (xk+1, θ̂k+1)− V ∗

N (xk, θ̂k) + ℓ∗0|k (16)

≤
N−1
∑

j=1

(ℓj−1|k+1 − ℓ∗j|k) + ℓN−1|k+1

+ ℓN−1|k+1 + ℓf(x̂N |k+1, θ̂k+1)− ℓf(x̂
∗
N |k, θ̂k).

In the following, we first bound the increase due to dis-

turbances and parameter update, and then bound the last

terms using the properties of the terminal cost. Let ∆xj|k =

x̂j−1|k+1−x̂∗
j|k , ∆θk = θ̂k+1 − θ̂k, and recall that the states,

inputs, and parameters all lie in some compact sets. Hence,

the linear quadratic stage cost from (4) has a uniform

Lipschitz constant L ≥ 0:

∆ℓj|k := ℓj−1|k+1 − ℓ∗j|k ≤ L‖∆xj|k‖. (17)

Similarly, ℓf is Lipschitz-continuous1 with some uniform

constant Lf ≥ 0, which implies

ℓf(x̂N |k+1, θ̂k+1)− ℓf(x̂
∗
N |k, θ̂k) (18)

(11)

≤ ℓf(x̂N |k+1, θ̂k+1)− ℓf(x̂
∗
N+1|k, θ̂k)− ℓ∗N |k

≤Lf(‖∆xN+1|k‖+ ‖∆θk‖)− ℓ∗N |k,

1Note that Condition (10a) ensures stability of A(θ) and that
‖(I − A(θ))−1‖ is uniformly bounded. Given that also A(θ) is affine in
θ, we have that p(θ) in (10b) is Lipschitz continuous w.r.t. θ ∈ Θ. Thus,
ℓf is Lipschitz w.r.t. (x, θ) on the compact set (x, θ) ∈ Z×Θ.

where we denoted ℓ∗
N |k = ℓ(x̂∗

N |k, 0, s
∗
N |k) and s∗

N |k =

max{Hx∗
N |k − h, 0}. Combining (16) – (18) gives

V ∗
N (xk+1, θ̂k+1)− V ∗

N (xk, θ̂k) + ℓ∗0|k

(16)

≤
N−1
∑

j=1

∆ℓj|k

+ ℓN−1|k+1 + ℓf(x̂N |k+1, θ̂k+1)− ℓf(x̂
∗
N |k, θ̂k)

(18)

≤
N
∑

j=1

∆ℓj|k + Lf‖∆xN+1|k‖+ Lf‖∆θk‖

(17)

≤ Lf‖∆xN+1|k‖+ Lf‖∆θk‖+ L ·
N
∑

j=1

‖∆xj|k‖. (19)

Combination with the LMS estimator: Next, we use the

LMS properties to further bound the terms in (19). Similar

to [18], we can bound ∆xj|k:

∆xj|k = A(θ̂k+1)
j91(wk + x̃1|k)

+

j−1
∑

i=1

A(θ̂k+1)
j919iD(x̂i|k, ui|k) ·∆θk

, (20)

‖∆xj|k‖
(20),(8)

≤
(

j−1
∑

i=0

‖A(θ̂k+1)
j−1−i‖

)

‖wk + x̃1|k‖.

(21)

Let us denote

C′
A := max

j∈N[1,N+1],θ∈Θ

j−1
∑

i=0

‖A(θ)j−1−i‖. (22)

Combining the bounds and summing both sides from k = 0
to k = T − 1 yields

V ∗
N (xT , θ̂T )− V ∗

N (x0, θ̂0) +

T−1
∑

k=0

ℓ∗0|k

(19)

≤
T−1
∑

k=0



Lf‖∆xN+1|k‖+ Lf‖∆θk‖+ L ·
N
∑

j=1

‖∆xj|k‖





(9),(6)

≤
T−1
∑

k=0



Lf‖∆xN+1|k‖+ Lf
√
µ‖x̃1|k + wk‖

+L

N
∑

j=1

‖∆xj|k‖





(21),(22)

≤ CA

T−1
∑

k=0

[

‖wk‖+ ‖x̃1|k‖
]

, (23)

where the last step used the triangular inequality and CA :=
[Lf + (N − 1)L]C′

A + Lf
√
µ. Note that

lim
T→∞

−V ∗
N (xT , θ̂T ) + V ∗

N (x0, θ̂0)

T
= 0,

since V ∗
N (xk, θ̂k) admits a uniform bound using xk ∈

Z, θ̂k ∈ Θ, and compactness of Z and Θ. Thanks to



Assumption 2, Lemma 7 from the Appendix ensures

lim
T→∞

∑T−1
k=0 ‖x̃1|k‖+ ‖wk‖

T
= 0. (24)

Thus, taking the limit T →∞ gives the final result

− lim sup
T→∞

V ∗
N (xT , θ̂T )− V ∗

N (x0, θ̂0)

T
+ lim sup

T→∞

∑T−1
k=0 ℓ∗0|k

T

(23)

≤ lim sup
T→∞

T−1
∑

k=0

1

T

[

CA‖wk‖+ CA‖x̃1|k‖
]

(14),(24)

≤ 0,

which shows (15).

The asymptotic performance bound ensures that on aver-

age, the closed-loop system will not perform worse than the

operation at the origin, independent of the magnitude of the

initial parameter error.

In the special case that the economic cost ℓeco(x, u) is

positive definite, we recover an adaptive MPC with a tracking

objective [18], and Theorem 3 recovers the stability result in

[18, Corollary 16].

Corollary 4 (Asymptotic convergence). Let Assumptions 1

and 2 hold and suppose ℓ(x, u, s) is positive definite, i.e.

Q,R ≻ 0, q = 0, r = 0. Then, limk→∞ ‖xk‖ = 0 for the

closed-loop system resulting from Algorithm 1.

B. Transient performance bound

The previously shown asymptotic average performance

does not allow for a statement about the AE-MPC’s transient

performance, i.e., its performance over a finite time T . In this

subsection, we study the finite-time behavior in more detail.

Assumption 3 (Point-wise bounded disturbances). There

exists a constant w̄ ≥ 0 such that

T−1
∑

k=0

‖wk‖2 ≤ T w̄2 ∀T ∈ N. (25)

Under Assumption 3, the disturbances are bounded by a

uniform constant at all times. This is weaker than assuming

finite-energy, because we do not require ‖wk‖2 → 0 for

k →∞.

Theorem 5 (Transient performance bound). Let Assump-

tions 1 and 3 hold. Then, there exist uniform constants

CV , CA ≥ 0 such that for all T ∈ N, the closed-loop system

resulting from Algorithm 1 satisfies

T−1
∑

k=0

ℓ(xk, uk, s
∗
0|k)

≤ CV + w̄ · 2CAT + CA

1√
µ
‖θ̂0 − θ∗‖

√
T .

(26)

Proof. First, note that the derivation of (23) in the proof of

Theorem 3 remains valid with the bound of Assumption 3.

Using the LMS parameter estimate yields

T−1
∑

k=0

‖x̃1|k‖2
(7),(25)

≤ T w̄2 +
1

µ
‖θ̂0 − θ∗‖2. (27)

The one-step prediction error x̃1|k satisfies

T−1
∑

k=0

‖x̃1|k‖ ≤
√
T

√

√

√

√

T−1
∑

k=0

‖x̃1|k‖2 (28)

(27)

≤ T w̄ +

√

T

µ
‖θ̂0 − θ∗‖,

where the first inequality used the fact that ‖X‖1 ≤
√
T‖X‖

for any X ∈ R
T with Xi = ‖x̃1|i‖ and the second inequality

makes use of
√
a+ b ≤ √a+

√
b for any a, b ≥ 0. Similarly,

for the disturbances wk we obtain

T−1
∑

k=0

‖wk‖ ≤
√
T

√

√

√

√

T−1
∑

k=0

‖wk‖2
(25)

≤
√
T
√
T w̄2 = T w̄. (29)

Next, we combine these transient bounds with (23) to obtain

the transient performance bound:

V ∗
N (xT , θ̂T )− V ∗

N (x0, θ̂0)

(23)

≤
T−1
∑

k=0

[

−ℓ∗0|k + CA‖x̃1|k‖+ CA‖wk‖
]

(28),(29)

≤
T−1
∑

k=0

[

−ℓ∗0|k
]

+ CA

√

T

µ
‖θ̂0 − θ∗‖+ 2CAw̄T,

where CA is defined after (23). Defining the uniform constant

−CV ≤ V ∗
N (xk, θ̂k) − V ∗

N (x0, θ̂0) ∀k ∈ N, using compact-

ness of Θ and Z, yields (26).

C. Discussion

The asymptotic performance bound of Theorem 3 shows

that on average, our AE-MPC scheme performs no worse

than operating the system at the origin. Our performance

bound is relative to the performance at the origin due to

centering the terminal cost around it (cf. Prop. 2). Even with

bounded energy disturbances and uncertain initial parameters

θ̂0 6= θ∗, Theorem 3 establishes the same asymptotic perfor-

mance guarantees as economic MPC without disturbances

and with perfectly known parameters [10, Theorem 18].

The transient performance bound of Theorem 5 provides

insight into the behavior under persistent disturbances. This

transient performance bounds depends linearly depends on

the magnitude of the disturbances w̄. Furthermore, the sys-

tem’s transient performance depends on the initial parameter

error. For w̄ → 0 and T →∞, the transient performance

bound (Thm. 5) recovers the asymptotic performance bound

(Thm. 3).

The AE-MPC scheme considers the special case of soft

state constraints which is useful for a variety of systems

(e.g., temperature control). Its implementation is neither

conceptually nor computationally more complex than im-

plementing nominal MPC with soft constraints. We expect

that the MPC scheme could be extended with a robust tube

MPC formulation (e.g., [19]) to ensure robust constraint

satisfaction and relax open-loop stability to stabilizability of

(A(θ), B(θ)).



V. NUMERICAL EXAMPLE

We demonstrate the theoretical results using a simple

building temperature control example and study the perfor-

mance benefits of online adaptation for economic MPC. The

corresponding MATLAB code is available online.2

Model and setup: We model the thermal dynamics of

a single temperature zone in a building using a 2R2C-

model [31]. The discrete-time model equations are given by

xk+1=

[

1 9 [θ]1
a1

[θ]1
a1

[θ]1
a2

1 9 [θ]1+[θ]2
a2

]

xk+

[

1
a1

0

]

uk+

[

1
a1

0

0 [θ]2
a2

]

wk,

where a1 = 0.6125, a2 = 21.12 are constants that depend

on the mass and the specific heat capacity of the wall

materials. The room and wall temperature are the system’s

states [x]1, [x]2, respectively. The input u is the controllable

heat flow into the room and the disturbances w consist of

a disturbance heat flow [w]1 (e.g., solar irradiation) and

the outdoor temperature [w]2. Normal operation, i.e., room

temperature of 22◦ C and a nominal heat flow, corresponds

to x = 0, u = 0. We use a sampling time of 10 minutes. The

parameters θ reflect uncertainty in the thermal resistance. The

parameter set is given Θ = [0.005, 0.144]× [0.0004, 0.0075],
with θ∗ = [0.048, 0.0015]⊤, θ̂0 = [0.1, 0.0075]⊤. The

disturbances take values according to

[wk]1 = 0.595

(

sin

(

2π

24 · 6k
)

+ ηk(−0.2, 0.2)
)

,

[wk]2 = 7

(

sin

(

2π

24 · 6(k − 9)

)

+ ηk(−0.5, 0.5)
)

,

where ηk(a, b) is the value of a random variable, uniformly

distributed in the interval [a, b], and the phase shift k − 9
models the fact that the outdoor temperature has a lag of 90
minutes relative to the solar irradiation. The frequency of the

sinus is chosen such that its period is one day. To simplify the

exposition and in accordance to the setting in this paper, the

disturbances and their prediction are completely unknown to

the controller.

We consider a heating problem and the room temperature

is supposed to satisfy [x]1 ≥ −1. The input is constrained

by U = [−0.8, 0.8] and the economic cost of the system

is ℓeco(x, u) = x⊤Qx + r⊤u, where Q = diag(500, 0), r =
600. We want to keep the room temperature in a comfortable

range and minimize the energy consumption; the factor r > 0
reflects that increasing heating u increases the cost. The soft

penalty on the temperature constraint is given by λ = 105

and we use a horizon of N = 18. The parameter update gain

is µ = 5 · 10−5, which satisfies (6) with the conservative

bound xk ∈ Z = {[x]1 ∈ [−20, 20], [x]2 ∈ [−10, 10]}. Note

that this problem satisfies the conditions in this paper, in

particular, Assumption 1 and 3.

Results and comparison: In the following, we compare the

performance of the proposed AE-MPC scheme (Alg. 1) to the

performance of economic MPC (E-MPC) without parameter

adaptation, i.e. θ̂k = θ̂0.

2https://gitlab.ethz.ch/mdegner/ae-mpc-for-linear-systems
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Fig. 1. Evolution of the parameter estimate (black solid). Bounds of the
parameter set are the dashed black lines, and the dotted blue line is the true
parameter value.

Fig. 2. Evolution of the state [x]1 (top) and the input u (bottom) for the
initial phase (left) and after parameter convergence (right). The constraint
sets X,U are shown as black, dashed lines.

The evolution of the parameter estimate θ̂k is shown in

Figure 1. The parameter estimates improve over a few of

days and the error to the true parameters reduces. However,

since the considered disturbances are correlated and no

active excitation is performed, some residual bias remains. In

Figure 2, we show the room temperature [x]1 and the control

input u during the first three days and after 20 days, with

parameters largely converged. Due to the improved model,

AE-MPC reduces constraint violations and temperature de-

viations compared to E-MPC.

The performance of the AE-MPC scheme is compared to

E-MPC in Figure 3. During an initial phase, AE-MPC has

a larger cost due to noise amplification in the adaptation.

However, after this transient phase, AE-MPC achieves con-

sistently significantly better performance due to the improved

model estimate. In contrast, the performance of E-MPC

consistently suffers due to the wrong parameter estimate.

These results are consistent with Theorem 5, showing that

the effect of the initial parameter error vanishes as T →∞.

Overall, this numerical examples demonstrates that the

proposed AE-MPC can enhance the economic performance

during operation under persistent disturbances and paramet-

ric uncertainty.

https://gitlab.ethz.ch/mdegner/ae-mpc-for-linear-systems
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Fig. 3. Performance of AE-MPC (blue) and E-MPC (orange): Accumulated
cost (top) and stage costs (bottom).

VI. CONCLUSION

A computationally and conceptually simple adaptive eco-

nomic MPC scheme has been proposed for linear systems

with parametric uncertainty and additive, bounded distur-

bances. We used a projected LMS filter for the online model

adaptation and derived theoretical performance guarantees

for the asymptotic and the transient case. In particular, we

showed for finite-energy disturbances that asymptotically,

AE-MPC has the same performance guarantee as nominal

economic MPC with perfect knowledge of the parameters.

The presented AE-MPC scheme with its strong theoretical

performance guarantees forms a natural basis for future in-

vestigation of adaptive optimal control. Future work includes

the consideration of parameter dependent optimal steady-

states using ideas from adaptive MPC [23] and more general

economic MPC schemes [32, Chap. 5].
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APPENDIX

The following auxiliary results are used in the proof of

Theorem 3.



Lemma 6 (Limits of infinite series [24, Lemma 1]). For any

sequence (ak) that satisfies 0 ≤ ak ≤ amax < ∞ ∀k ∈ N

and any function α ∈ K∞, the following implication holds:

lim
T→∞

T−1
∑

k=0

ak ≤ S <∞⇒ lim
T→∞

T−1
∑

k=0

α(ak)

T
= 0 (30)

This lemma links uniformly bounded sequences to asymp-

totic averages. It supports the inference of explicit bounds for

the prediction error and the disturbances.

Lemma 7 (Asymptotic convergence of prediction error). Let

Assumption 2 hold. Then,

lim
T→∞

∑T−1
k=0 ‖x̃1|k‖+ ‖wk‖

T
= 0.

Proof. We know by assumption that
∑T

k=0 ‖wk‖2 ≤ Sw <

∞. We can now use Lemma 6 with ak = ‖wk‖2 and α(s) =√
s, α ∈ K∞ to get:

lim
T→∞

T−1
∑

k=0

√

‖wk‖2
T

= lim
T→∞

T−1
∑

k=0

‖wk‖
T

= 0. (31)

Furthermore, 1
µ
‖θ̂0− θ∗‖2 <∞ since Θ is compact implies

T−1
∑

k=0

‖x̃1|k‖2
(7)

≤ Sw +
1

µ
‖θ̂0 − θ∗‖2 <∞.

Applying Lemma 6 with ak = ‖x̃1|k‖2 yields

lim
T→∞

T−1
∑

k=0

√

‖x̃1|k‖2
T

= lim
T→∞

T−1
∑

k=0

‖x̃1|k‖
T

= 0. (32)

Adding (31) and (32) yields the desired inequality.
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