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We report on a quantum interface linking a diamond NV center quantum network node and
795nm photonic time-bin qubits compatible with Thulium and Rubidium quantummemories.
The interface makes use of two-stage low-noise quantum frequency conversion and waveform
shaping to match temporal and spectral photon profiles. Two-photon quantum interference
shows high indistinguishability of (89.5±1.9)% between converted 795nm photons and the
native NV center photons. We use the interface to demonstrate quantum teleportation
including real-time feedforward from an unbiased set of 795nm photonic qubit input states
to the NV center spin qubit, achieving a teleportation fidelity of (75.5±1.0)%. This proof-
of-concept experiment shows the feasibility of interconnecting different quantum network
hardware.

INTRODUCTION

The future quantum internet will leverage
the principles of quantum mechanics for ultra-
secure communication, enhanced sensing, and
distributed quantum computing [1, 2]. Progress
in the past decade has led to pioneering exper-
iments on different components of such a net-
work [3–7]. For instance, entanglement genera-
tion between separated quantum memory sys-
tems based on atomic ensembles has recently
been reported [8, 9] and the first multi-node
network of rudimentary quantum processors has
been realized inside the lab [10, 11]. As different
hardware platforms may be optimized for differ-
ent network tasks, realizing interfaces that en-
able quantum information transfer between het-
erogeneous devices is a key challenge.

Here, we report on a proof-of-concept demon-
stration of a quantum interface between a di-
amond NV center qubit [12, 13] and photonic
time-bin qubits at 795nm that are compatible
with Thulium-based solid-state memories [14–
16] and Rubidium-based atomic gas memories
[17–20]. Such an interface conceptually cor-
responds to future quantum Internet scenarios
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such as connecting remote qubit processors via
a repeater chain [21] or realizing remote state
preparation on a quantum computing server
from a photonic client [22]. We validate the
quantum nature of the interface by performing
quantum teleportation [23, 24] of 795nm time-
bin qubits into the NV center spin qubit with
state fidelity beating the classical bound.

A quantum interface between heterogeneous
devices

A major challenge for linking heterogeneous
quantum network hardware is the matching of
their corresponding photonic qubits. Many lead-
ing hardware platforms for quantum memories
and quantum network nodes are based on atom-
like systems [25, 26]. The properties of the pho-
tonic interface of these platforms, such as tem-
poral profile and wavelength of emitted photons,
are therefore largely determined by the atomic
properties and vary significantly among the dif-
ferent platforms. Our approach to bridging these
differences is depicted in the schematic of our in-
terface in Fig. 1.

The interface converts the input 795nm pho-
tonic time-bin qubit to match the properties of
the NV center photon. In parallel, entanglement
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Figure 1: Overview of the quantum interface
between 795nm photonic time-bin qubits and
an NV center processing node. The interface

consists of a low-noise two-step frequency conversion
module including a frequency stabilization module,
an interference station containing a balanced beam
splitter with output ports connected to avalanche
photodiodes (APDs), and an FPGA for real-time
feedback. The interface can be visualized in three
steps: a) a 795nm time-bin qubit with a temporal
shape matching the spontaneous emission profile of
the NV center is sent to the input of the interface.

The NV spin qubit is prepared in a balanced
superposition state. b) The 795 nm photonic qubit

is converted to 637 nm, while the NV center
generates a 637 nm photonic time-bin qubit

entangled with the spin qubit. The generation of
the 795 nm photonic qubit is timed to ensure

maximum overlap at the beam splitter with the NV
center photonic qubit. (c) Upon detecting one
photon in each time bin, feedback of the correct

phase flip to the NV spin qubit of the NV completes
the state teleportation. For the experiments

reported in this paper, we employed the NV qubit
setup, called “Alice”, described in Refs. [10, 11],

that includes a micro-controller unit (MCU) and a
fast waveform generator (AWG).

is generated between the spin state of the NV
center and the temporal mode of a single emitted
photon. Then, the converted 795nm photon and
the NV photon are interfered on a beam-splitter.
Subsequent detection of the photons in different
time bins constitutes a Bell state measurement
that teleports the original 795nm time-bin qubit
state to the NV spin qubit. Real-time feedfor-
ward of the Bell-state measurement outcome and
application of the corresponding correction gate
on the NV spin qubit completes the action of the
interface.

For this interface to function with high fi-
delity, it is crucial that the converted 795nm
photons are indistinguishable from the NV cen-
ter photons. In particular, the 795nm photons
need to match the NV photons’ 637nm wave-
length, polarization and exponential temporal
profile set by NV’s 12 ns optical lifetime. In
this proof-of-concept work, we create photonic
time-bin qubits at 795nm from weak coherent
states by using an intensity modulator and a
phase modulator. We calibrate the intensity
modulator to mimic the NV photon’s tempo-
ral profile within a 30ns time window. The
photonic states obtained through this method
are compatible with the storage and retrieval
from Thulium-doped solid-state quantum mem-
ories [27] as well as Rubidium-gas-based quan-
tum memories [28, 29]. These platforms are ca-
pable of multiplexing by storage and retrieval of
multiple photonic modes in different degrees of
freedom [26, 30], and therefore have attracted
interest for quantum repeater applications [31].

To achieve wavelength indistinguishability,
we employ a low-noise two-stage quantum fre-
quency conversion process [32], depicted in Fig.
2a. In the first step, the 795nm shaped weak-
coherent state is overlapped with a 1064nm
pump laser and coupled into a temperature-
stabilized periodically-poled Lithium Niobate
(ppLN) waveguide crystal, generating 455nm
light via a sum-frequency conversion process
with conversion efficiency of 32% (Fig. 2b),
measured free-space to free-space between the
output of the input fiber and before the cou-
pling into the output fiber. Subsequently, the
455nm light is down-converted to 637nm using
a 1596nm pump laser, with conversion efficiency



3

of 22%. At the output of each ppLN crystal
we include dichroic mirrors and filters to remove
residual unconverted light and pump light. The
overall process efficiency including in- and out-
coupling and filtering is 3%, which is sufficient
for the current proof-of-concept but should be
further improved in future designs. Importantly,
having both pump lasers red-detuned from the
signal photons results in a negligible amount of
added noise in the conversion stages. To ensure
that the converted light precisely matches the
NV photon frequency, despite unavoidable com-
ponent drifts, the frequency of converted 795nm
light is locked to the NV excitation laser light.
To this end, an identical two-stage conversion
setup is employed with 1 mW at the input de-
rived from the same 795nm source (Fig. 2a). De-
tails on the frequency locking procedure and the
employed electronics are discussed in the Sup-
plementary Information. The resulting spread
of the beat signal is 75 kHz, pushing the corre-
sponding contribution to teleportation infidelity
well below 1% (see below).

RESULTS

Two-photon quantum interference between
converted 795nm photons and NV center

photons

To investigate the degree of indistinguishabil-
ity of the NV photons and the converted 795nm
photons, we perform a two-photon quantum in-
terference (TPQI) experiment, also known as
Hong-Ou-Mandel interference. Perfectly indis-
tinguishable photons interfering on a balanced
beam-splitter show bosonic coalescence leading
to zero probability of detecting photons in both
output ports of the beam-splitter [33]. In such
an experiment, on one side we employ the NV
center in its negatively charged state NV−. The
ground state of NV− is a spin-1 system whose
spin sublevels are split by the zero-field split-
ting and the applied magnetic field of 25.3 mT
[12]. We employ the mS= 0 (-1) spin state
as the |0⟩ (|1⟩) qubit state. The NV optical
transitions are spin-dependent, allowing for spin-
selective optical excitation and photon emission.

In the current work, we use the cycling tran-
sition |0⟩ → |g⟩, where |g⟩ represent the |Ex⟩
excited state. In the TPQI experiment, the NV
center can be modeled as a single-photon source
parametrized by the probability of a photon de-
tection per optical excitation pNV (counts per
shot).

On the other side, the 795nm photonic states
constitute a multi-photon source, featuring Pois-
sonian photon statistics. Up to the second or-
der, the emission probability can be approxi-
mated through the mean-photon number |α|2 as
|α|2 + 1/2|α|4 [34]. The consequences of having
two photonic sources with different statistics are
discussed in detail in the SI.

In Fig. 3a, the experimental sequence for the
TPQI experiment is depicted. In the first step, a
Charge-Resonance (CR) check is performed [35],
which ensures that the NV center is in the cor-
rect charge state (namely, NV−) and the lasers
are on resonance with the relevant NV transi-
tions. When the CR check threshold is satis-
fied, the actual TPQI experiment is triggered.
Two trains of 10 optical π-pulses each, which
we define as 10 different bins, are sent to the
NV, which leads to 20 possible emission win-
dows (10 per train). Each train is preceded
by an optical spin-reset pulse that prepares the
NV in the |0⟩ state. In parallel, two trains of
10 decay-shaped pulses each are sent from the
795nm laser. The mean-photon number can
be manipuleted via a variable optical attenua-
tor (VOA). As illustrated in Fig. 3a, the first
train of pulses constitutes the indistinguishable
sequence, with the two photonic states overlap-
ping in time on the beam splitter. The sec-
ond train is the distinguishable sequence: each
795nm photonic state is delayed by 50ns with
respect to the corresponding NV photon, ren-
dering the photons fully distinguishable. The se-
quence of two trains is repeated 100 times before
returning to the CR check. The next CR check
validates both the previous TPQI sequence and,
in case the threshold is satisfied, directly trig-
gers the next sequence. The emitted photons
from both sides impinge on a 50:50 in-fiber beam
splitter, whose output ports are connected to two
single-photon detectors. A timetagger registers
the detection times of the photons in the two
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Figure 2: Quantum frequency conversion setup. a) Overview of the frequency conversion setup. To
generate converted weak-coherent states at 637nm, the input light at 795nm undergoes two-step frequency
conversion (QFC1 and QFC2), after passing through an intensity modulator (IM) to obtain the typical

decay time-shape of the NV spontaneous emission, a variable optical attenuator (VOA) to manipulate the
mean photon number, and a phase modulator (PM) for imprinting a phase on the time-bin qubits (only for
quantum teleportation experiments). At the output of each conversion step, a dichroic mirror (DM) and a

set of filters suppress residual unconverted light and pump light. A copy of the two-step frequency
conversion setup (QFC3 and QFC4) is used for frequency stabilization. A higher power tap-off from the
795nm laser is converted and the resulting 637nm light is mixed with the light coming from the excitation

laser of the NV. An error signal is computed and fed back to the frequency modulator of the 1593nm
pump laser to match the converted light to the excitation wavelength of the NV. b) Measured efficiency for
each step of the conversion while sweeping the power of the corresponding pump laser. The dashed lines
represent the respective fit of the data points to a saturation curve, to extrapolate the optimal pump

power. The relative error on each data point is 1%.

output ports, enabling the reconstruction of the
histograms in Fig. 3b. Each bin of the histogram
counts the number of coincident clicks in the two
beam splitter output arms for the respective bin
differences.

From the histograms in Fig. 3b we extract
the visibility V=1- pind

pdist
, where pind (pdist) is the

probability of a coincidence detection if the pho-
tons are indistinguishable (distinguishable) in
the 0-bin difference. Taking into account that
the photonic states follow different statistics and
introducing the indistinguishability η, the visi-
bility can be expressed as V =

ηx

1

2
g(2)(0) +

1

2
x2 + x+

2pnoise(1 + x)

pNV
+

2p2noise
p2NV

(see SI for the derivation), where x is the ra-

tio |α|2/pNV and pnoise is the probability of a
background (noise) click per 30ns window in one
detector.

By performing this TPQI experiment and ex-
tracting the visibility for 6 different values of
x, we can reconstruct the visibility function as
shown in Fig. 3c. We also plot the expected
visibility function, using the independently mea-
sured values for the NV g(2) of 0.011±0.004 and
pNV of (5.76±0.20)e−4, for several values of η.
The value of pnoise is discussed in the SI. We ob-
serve that the data follows the model closely over
the full range. From a fit to the data we obtain
the indistinguishability η=(0.895±0.019), show-
ing that we have matched all the relevant degrees
of freedom of the two photonic states to a high
level.
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Figure 3: Two-photon quantum interference. a) Experimental sequence for the two-photon quantum
interference experiment. The top line refers to the NV, while the bottom refers to the 795nm

weak-coherent state. b) Histograms of the coincident clicks in the two sequences (magenta) for the ratio
x = |α|2/pNV of 1.19±0.14. Each bar of the histograms represents coincident clicks in the two detectors
within 30ns windows for all the possible combinations of a given time bin difference. As a reference, we

also include, in both histograms, the expected coincidences in the case of perfectly distinguishable photons
(in pink). In both diagrams, the grey line connects the expected values of the distinguishable prediction.
In the distinguishable case, we consider two pulse windows: one around the NV photons and one around
the converted 795nm photonic states. Therefore, the histogram contains the contribution of coincident

clicks for three possible cases: coincident clicks in the NV window, in the converted 795nm window and in
the combined windows. c) Extracted visibility for different values of x. The values are fitted according to

the visibility model included in the SI. The dashed line represents the fit result, corresponding to
indistinguishability of 0.895±0.019, while the colored lines represent our model of the visibility for different

values of indistinguishability.

Qubit teleportation from a 795nm photonic
time-bin qubit to the NV center spin qubit

Having established the high indistinguisha-
bility of the photonic states involved, we exploit
the interface to perform quantum teleportation
of 795nm time-bin qubits to the NV electron
spin qubit, as illustrated in the diagram in Fig.
4a. Real-time feed-forward is included to com-

plete the teleportation, enabling the correction
of phase-flipped outcomes in the Bell-state mea-
surement and delivery of the teleported state
“alive”.

The 795nm time-bin qubit is constituted by
an early and late weak-coherent state separated
by 300 ns and generated in the same way as
in the TPQI experiment. Additionally, we in-
clude a phase modulator (PM) to manipulate



6

A

CR check Reset

Teleportation sequence

xN

X∏/2 Y∏ XY4

φ

τ

Feedback and 
tomography

Rθ

C

2

NV

B

|α|  /p

Fi
de
lit
y

Fi
de
lit
y

Figure 4: Quantum teleportation of a time-bin qubit into the electron spin of the NV center.
a) Experimental sequence. After passing the CR check, the AWG plays the teleportation sequence as

described in the main text. Such a sequence is played N times. The timeout for the teleportation sequence
is set to 50 repetitions, after which the NV center goes back to CR check. If a valid click pattern is
detected by the FPGA in the Bell-state measurement, the AWG jumps out from the teleportation

sequence and starts the feedback and tomography sequence. This sequence contains an XY4 set of pulses,
where the first pulse is played after a time τ with respect to the π/2 rotation pulse in the teleportation
sequence. The value τ is a multiple of the Larmor period of the electron spin, optimized taking into

account the effects of the spin bath. After the XY4 sequence, the base selection pulse is played taking into
account the input state and the Bell-state measurement outcome. Finally, the tomography single-shot
readout of the NV electron spin is performed at the MCU level. b) Histogram showing the individual
fidelities per each cardinal state, as well as the average and the resulting fidelity when no feedback

operations are applied to the NV electron spin qubit. The results are corrected for tomography errors, but
not for preparation errors. c) Simulation curves based on the model described in the SI. The data points in
black represent the average fidelity for the states along the three axes of the Bloch sphere. The dashed line

indicates the corrected classical bound.

the phase difference between the early and late
temporal modes. The resulting qubit state is
therefore in the general form of α|E⟩+ eiθβ|L⟩)
with |E⟩ (|L⟩) denoting the early (late) time bin.
For this experiment, we prepare time-bin qubits
in an unbiased set of states (the cardinal states)
that we indicate as: |Z⟩, |−Z⟩, |X⟩, |−X⟩, |Y ⟩,
| − Y ⟩, referring to their position on the Bloch
sphere.

On the NV’s side, the electron spin qubit is
optically initialized in |0⟩. A microwave π/2 ro-
tation along x̂ axis of the Bloch sphere brings

the qubit into a balanced superposition state.
An optical π-pulse excites the NV’s population
in |0⟩, enabling the spontaneous emission of a
photon in the early time bin. Subsequently, the
electron spin goes through a microwave π rota-
tion along ŷ axis, and another optical π- pulse
enables the NV to spontaneously emit the late
time-bin photon. The resulting NV-photon en-
tangled state is 1/

√
2(|1⟩|E⟩±|0⟩|L⟩). Through-

out the teleportation experiment we keep the ra-
tio |α|2/pNV constant at 1.20±0.24 by regular
recalibration.
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The converted 795nm photonic state and the
NV photon interfere on the balanced beam split-
ter, erasing the which-path information. Suc-
cessful teleportation is heralded by the detection
of a photon in each of the two time-bins. We
can discriminate between the Bell states |Ψ+⟩
and |Ψ−⟩ by the double-click pattern: two clicks
on the same detector for |Ψ+⟩ and two clicks on
two different detectors for |Ψ−⟩. The valid de-
tector clicks are detected by an FPGA in a 50ns
window around the corresponding photons’ time
of arrival. In data analysis, we further shorten
the valid teleportation time window to 20ns for
an improved signal-to-noise ratio. The telepor-
tation sequence is repeated for a maximum of 50
times before going back to the CR check.

When the FPGA detects a valid click pat-
tern, it sends a two-bit message to the AWG.
The AWG jumps out from the teleportation at-
tempt sequence (Fig. 4a) and starts the feed-
back and tomography sequence for the electron
spin state. This sequence is composed of an XY4
dynamical decoupling sequence [36] followed by
a basis selection pulse for the tomography. The
latter is selected in real-time, taking the detector
click pattern into account by applying a phase-
flip correction when necessary. Finally, a single-
shot readout of the NV spin qubit is performed.
Throughout the measurement, a set of auto-
mated measurement and calibration routines de-
tect anomalies in the converted frequency and
in the reset frequency, declaring those datasets
as failed when the required parameters are not
met (more details in the SI). In Fig. 4b, the
results for the teleportation of the six cardinal
states are reported together with the average
state fidelity. The average fidelity is obtained as
Favg=1/3Z̄+1/3X̄+1/3Ȳ , where Z̄, X̄, Ȳ rep-
resent the average fidelity along the respective
axis. The resulting fidelity of (75.5 ± 1.0)%. is
well above the classical bound, which is set tak-
ing into account the use of a multi-photon source
(see SI). Additionally, we also calculate the av-
erage fidelity for the equatorial states in the ab-
sence of feed-forward. In this case, the fidelity is
consistent with a fully mixed state, confirming
the critical role of feedback in the teleportation
protocol. In the measured fidelities, we also filter
based on the CR check’s validation.

In Fig. 4c we report the comparison between
the measured fidelities and the predicted values
of our model as a function of the ratio |α|2/pNV .
The model includes the effect from leakage of the
intensity modulator, resulting in a preparation
error for the Z states of around 4%. More de-
tails on the simulated curves are included in the
SI. The small discrepancy between the X and
Y data points and the simulation may be due
to errors not captured by the model. On one
side, the model does not consider imperfections
in the microwave pulses that implement the NV
quantum gates, which we estimate to cause an
accumulated error below 1.5%. On the time-
bin qubit side, our model does not take into ac-
count phase errors due to imperfections in the
fast phase modulation, which affect the prepa-
ration of the X and Y states but not Z. Cor-
recting for the input photonic qubit preparation
errors yields a best estimate for the teleportation
fidelity of (78.3 ± 0.9)%.

DISCUSSION

We have benchmarked a photonic interface
between 795nm converted time-bin qubits and
an NV center-based quantum processor. The
time-bin qubits are compatible with Thulium-
doped crystals employed for quantum memo-
ries as well as Rubidium gas quantum memo-
ries. The interface exhibits a high photon indis-
tinguishability, thanks to a low-noise two-step
quantum frequency conversion setup, that leads
to beating the classical bound for the quantum
teleportation protocol, together with the capa-
bilities of the NV center as quantum processor,
which shows long coherence time and a reliable
optical interface. Additionally, the implemen-
tation of control scripts made the setup to be
operable at distance and for long periods. Our
results demonstrate the realization of interfaces
between heterogeneous platforms that constitute
the building-blocks of the future Quantum Inter-
net. The interface presented in this work is ver-
satile, as the methods and results presented can
be transferred to platforms with similar func-
tionalities. Hence, further improvements can
be targeted at several aspects, like application



8

field, experimental rate and bandwidth match-
ing. Some examples might include the use of
actual quantum memories that can be synchro-
nized with the photon emission from the NV
center, along with the integration of NV cen-
ters into optical cavities [37] for higher photon
rate. Another possibility is the use of different
color center defects in diamonds, like the group-
IV, that promise higher photon emission rates
and the possibility of integration into nanopho-
tonic structures [38–41]. Other promising quan-
tum processor platforms might include defect
centers in SiC [42], Si [43] and optical quantum
dots [4, 44]. Additionally, higher efficiency fre-
quency conversion setups to telecom wavelengths
[45, 46] can be employed to convert the photons
emitted from both parties, leading towards the
real-case scenario of quantum networks over long
distances.

METHODS

Fidelity calculation

The fidelity for each teleported state is cal-

culated as F = (1 +
R⟨i|i⟩−R⟨j|i⟩
R⟨i|i⟩+R⟨j|i⟩

)/2, given that

we prepared the time-bin qubit in the state |i⟩
and we measure in the state |i⟩ and in its or-
thogonal state |j⟩. The quantity R⟨|⟩ represents
the tomography-related single-shot readout out-
come, including the correction for known errors
(see Supplementary of [10]).
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FREQUENCY LOCKING

To ensure indistinguishability in frequency between the converted weak coherent states and the
zero phonon line emission of the NV we apply an active frequency locking scheme outlined in Fig.
5. We use two additional frequency converters (QFC3 and QFC4) which convert a continuous wave
tap-off from the 795nm laser to light at 637nm. We interfere this light on a balanced beamsplitter
with light from the laser that excites the NV center. This excitation light passes through an AOM
before reaching the NV center, which shifts the frequency by 200 MHz. Thus, we stabilize the
frequency of the converted light to a fixed frequency offset of 200 MHz. We detect the light in
the two output ports of the beamsplitter (BS) using a balanced photodiode, the output of which
feeds, together with a 200 MHz reference, into a custom control box based on a HMC3716 Digital
Phase Frequency Detector. This control box generates an error signal which we use to adapt the
frequency of our telecom pump laser.

to
NV

QFC3
795nm to 455nm

QFC4
455nm to 637nm

Laser
795nm

BS
99:1

BS
50:50

Excitation Laser
637 nm AOM

Pump Laser
1593 nm

Controll based on 
Digital Phase

Frequency Detector

200MHz
reference

to
QFC1 & 2

Balanced
Photodiode

error signal

200MHz shift

Figure 5: Outline of the frequency locking scheme.
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MODEL OF EXPECTED TPQI VISIBILITY

In this section we will give details on our model to predict the Two Photon Quantum Interference
(TPQI) Visibility. We base this model on a similar one presented in [47]. We will derive the
expected TPQI visibility as a function of pNV , the NV emission probability and |α|2 the mean
photon number of the weak coherent state.

We start by defining the visibility as

V = 1− pind
pdist

(1)

with pind (pdist) the probability of a coincidence detection if the photons are indistinguishable
(distinguishable). We will assume the probability of 3-photon events to be negligible and thus pind
consists of four contributions

pind = p2nv + p2wcs + pnv,wcs + pbg, (2)

where p2nv is the probability of detecting 2 NV photons, p2wcs is the probability of detecting 2
photons from the weak coherent state, pnv,wcs is the probability of detecting one NV photon and
one weak coherent state photon and pbg is the probability of detecting a coincidence where one
click is originated from the background noise. Here, the probability of detecting 2 photons in the
NV detection window is given by

p2nv =
1

4
p2NV g

(2) (3)

The autocorrelation coefficient g(2) of the NV can be determined separately during the distinguish-
able sequence of the TPQI experiment by calculating the ratio of a coincidence event pcoinc between
the two detectors D1 and D2 and the individual probabilities of a detector click pD1(2) = 0.5pNV ,

g(2) = pcoinc

pD1pD2
.

Secondly, the probability of detecting two photons originating from the weak coherent state is
given by p2wcs =

1
4 |α|

4. Furthermore, the probability of a coincidence originating from one photon
entering on each side of the beam splitter depends on the indistinguishability η of the photons

pnv,wcs = (1− η)
pNV |α|2

2
(4)

and finally the probability of a coincidence where a noise count is involved is given by

pbg = pnoise(|α|2 + pNV + pnoise) (5)

with pnoise, the probability of a single background (noise) click in one detector per time window.
Thus, pind becomes

pind =
1

4
p2NV g

(2) +
1

4
|α|4 + (1− η)

pNV |α|2

2
+ pnoise(|α|2 + pNV + pnoise) (6)

For perfectly distinguishable photons (η = 0) we obtain

pdist =
1

4
p2NV g

(2) +
1

4
|α|4 + pNV |α|2

2
+ pnoise(|α|2 + pNV + pnoise) (7)
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This then leads to

V = 1− pind
pdist

= 1−

1

4
p2NV g

(2) +
1

4
|α|4 + (1− η)

pNV |α|2

2
+ pnoise(|α|2 + pNV + pnoise)

1

4
p2NV g

(2) +
1

4
|α|4 + pNV |α|2

2
+ pnoise(|α|2 + pNV + pnoise)

(8)

or

V =
ηpNV |α|2

1

2
p2NV g

(2) +
1

2
|α|4 + pNV |α|2 + 2pnoise(|α|2 + pNV + pnoise)

(9)

Finally, we can re-write the Visibility as a function of the ratio x between |α|2 and pNV , with
x = |α|2/pNV as follows

V =
ηx

1

2
g(2) +

1

2
x2 + x+

2pnoise(1 + x)

pNV
+

2p2noise
p2NV

(10)

which we use to fit the data shown in Fig. 3 of the main text.
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Figure 6: Autocorrelation function of the NV center. The magenta bins represent the data collected during
the TPQI experiment for all the measured ratios. The pink bins, instead, represent the expected

coincidences when assuming a perfect single-photon source. The resulting g(2) value corrected for noise is
0.011±0.004.
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MODEL OF EXPECTED TELEPORTATION FIDELITY

In this section we will derive the model we used to predict the Fidelity of the teleported state.
We start by defining the input states and measurements and then continue to discuss the different
emission patterns that can lead to a valid heralding event and how they affect the final fidelity we
can expect to observe.

The state to be teleported will be denoted as |ΨA⟩ and is prepared in either the early time bin
|E⟩, the late time bin |L⟩ or an equal superposition of the two. The set of states prepared for
teleportation are the two states on the poles of the Bloch-sphere

|+ Z⟩ = |E⟩ (11)

| − Z⟩ = |L⟩ (12)

(13)

as well as the four equatorial states

| ±X⟩ = 1√
2
(|E⟩ ± |L⟩) (14)

| ± Y ⟩ = 1√
2
(|E⟩ ± i|L⟩) (15)

(16)

. Due to imperfections in the preparation, the polar states cannot be prepared perfectly. Still,
there is a probability of leakage light emission in the orthogonal time bin which we will consider
in our model. The electron spin qubit of the NV center and the emitted photon are prepared in
the joint state

|Φ⟩B =
1√
2
(|1⟩|E⟩+ |0⟩|L⟩) (17)

where |0⟩ (|1⟩) denotes the bright (dark) state of the spin qubit (see main text).
The Bell-state measurement, required for teleportation consists of interfering the two photonic

states on a balanced beam splitter and post-selecting events where a detection event happened
both in the early and late time-bin (either in the same or in different detectors). This corresponds
to projection onto the states:

|Ψ±⟩ = 1√
2
(|E⟩|L⟩ ± |L⟩|E⟩) (18)

where the sign is determined by the detection pattern. As neither of the photon sources emits
perfect single-photon states, we have to consider several distinct emission cases that can lead to
an accepted heralding signal and how these affect the resulting quantum state. Due to the low
emission probability, we neglect all terms in which more than two photons are emitted from any
side as well as the case where both sides emit two photons. We will start by defining the different
probabilities of occurrence for different photon numbers. For the weak coherent state we have:

Pw
0 = e−µ (19)

Pw
1 = e−µµ (20)

Pw
2 = e−µµ

2

2
(21)

(22)
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with Pw
i the probability of emission of i photons from a weak coherent state with mean photon

number µ.

The probability of collecting i photons from the NV-center is given by PNV
i

PNV
0 = (1− pNV ) (23)

PNV
1 = pNV (1− pde) (24)

PNV
2 = pNV pde (25)

(26)

where pde denotes the double excitation probability of the NV-center. We now write out these
individual contributions as non-normalized density matrices ρij with their respective probability of
occurrence PNV

i Pw
j for the different numbers of photons emitted from the NV center (i) and from

the weak coherent state (j) as well as contributions in which (at least) one click was triggered by
a background (or noise) count. For the case where the weak coherent state is prepared in a pole
state (±|Z⟩) we also consider the probability of emitting k unwanted or leaked photons in the state
orthogonal to the desired one which are denoted as Pw⊥

k . In the following we use the simplified
notation Pijk for PNV

i Pw
j Pw⊥

k or Pij for PNV
i Pw

j . The probability of one or two background or
noise photons contributing to a valid trigger event is, for the pole states, given by

P pole
bg = 2pnoise(2pnoiseP000 + P010 + P100 + P001) (27)

and for the equatorial states by

P eq
bg = 2pnoise(2pnoiseP00 + P10 + P01) (28)

Where pnoise is the probability of a background or noise detection per detector and time bin and
we have limited the background contributions we consider to a maximum of two emitted photons.
For the teleportation experiment, the measured pnoise per detector is (5.5±0.2)e−6.

Now we will consider the non-normalized density matrix contributions corresponding to these
probabilities of occurrence. They are non-normalized as not all detection patterns are considered
valid trigger events and we will post-select on these valid heralding events. In writing down these
contributions and their probabilities of yielding a valid heralding event, we will have to differentiate
between teleporting the pole-states (| ± Z⟩) from the states in the equatorial plane of the Bloch-
sphere (|±X⟩ and |±Y ⟩), which we will mark as ρpole and ρeq. For the desired case of one emitted
NV photon and one photon emitted from the weak coherent state we can write

ρpole11 =
P110

2
|ΨA⟩⟨ΨA|+

P101

2
|Ψ⊥

A⟩⟨Ψ⊥
A| (29)

ρeq11 = P11(
η

2
|ΨA⟩⟨ΨA|+

(1− η)

2
I) (30)

The factor 1
2 takes into account the fact that we could project on any of the four Bell-states but

we can only unambiguously discern two of them and thus, only these two will lead to an accepted
heralding pattern. The difference between the pole and the equatorial states is due to the fact
that in the case of the pole states we profit from the classical correlations in the system, while
for the equatorial states we will only obtain the desired result if the photons from the two sources
interfere.

In the case of a double emission from the weak coherent state and no NV photon, there will
only be a valid trigger event for a pole state if the double emission happened in the form of one
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photon from the desired time bin and one in the orthogonal one, and there can as well be a valid
trigger in case of an equatorial state which will lead to

ρpole02 = P011I (31)

ρeq02 =
P02

2
I (32)

We will omit the case in which one photon was emitted from the NV center but two from the
weak coherent state due to it’s low probability of occurrence for the mean photon numbers used
in the experiment.

Finally, for the case of two NV photons and one from the weak coherent state we get

ρpole21 =
P210

4
|ΨA⟩⟨ΨA|+

P201

4
|Ψ⊥

A⟩⟨Ψ⊥
A| (33)

ρeq21 =
P21

4
I (34)

When teleporting pole states the final density matrix becomes

ρpole =
1
2P110 +

1
4P210

N
|ΨA⟩⟨ΨA|+

1
2P101 +

1
4P201

N
|Ψ⊥

A⟩⟨Ψ⊥
A|+

P011 + P pole
bg

N
I (35)

with

N =
P110 + P101

2
+

P210 + P201

4
+ P011 + P pole

bg (36)

Thus, we can calculate the expected fidelity to be

F pole =
P110 +

1
2P210 + P011 + P pole

bg

2N
(37)

For the equatorial states we obtain

ρeq =
ηP11

2N
|ΨA⟩⟨ΨA|+

(1− η)P11 + P02 + P21 + 2P eq
bg

2N
I (38)

with

N =
P11 + P02

2
+

P21

4
+ P eq

bg , (39)

thus, the Fidelity is given as

F eq =
1

2N
(
P11(1 + η) + P02 + P21

2
+ P eq

bg ) (40)
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CLASSICAL BOUND WHEN TELEPORTING WITH WEAK COHERENT STATES

When comparing our experimentally achieved teleportation fidelity with the classical bound of
2
3 , this bound is derived using the optimal classical strategy when using single photons to encode
qubits [48]. In the case of qubits encoded in weak coherent states, however, a classical strategy
might use the higher photon number contributions of that state to achieve a higher probability of
success. One can calculate the maximally achievable Fidelity for a classical strategy as shown in
[49] as

Fmax(|α|2) =
∑
N≥1

FMP (N)
p(|α|2, N)

1− p(|α|2, 0)
(41)

where N is the number of photons per pulse, p describes the poissonian distribution of photon
numbers

p(|α|2, N) =
|α|2N

N !
e−|α|2 (42)

and

FMP (N) =
N + 1

N + 2
(43)

is the maximum achievable fidelity for a state with a fixed amount of photonsN . For the parameters
of our teleportation experiment we can now calculate the maximum achievable fidelity for a classical
strategy as follows: During the teleportation experiment we had an average NV emission probability

of pNV = (4.50 ± 0.9)e−4 and a ratio |α|2
pNV

= 1.20 ± 0.24. It is noteworthy that, with respect to
the TPQI experiment, a degradation of the pNV parameter occurred, as well as lower CR check
counts were encountered. The reason for the lowered photon emission of the NV might be due to a
fault in our cryostat that led to ice formation inside the sample chamber. Despite that, the setup
was stable in the new configuration and the experiment was executed remotely. At the same time,
the intensity modulator employed for the generation of the time-bin qubits showed higher leakage,
leading to a generally increased noise probability. Using the upper bound of this ratio between
mean photon number and pNV (and thus |α|2 = 6.50e−4) the maximally achievable fidelity for a
classical strategy would be Fmax = 0.666694. As we can see, due to the low mean photon numbers
used in our experiment, the correction is minimal but should be considered in implementations
with higher mean photon numbers.

NOISE CHARACTERIZATION

In this section, we report on the characterization of the noise sources that are involved in the
experiments.

To obtain the dark count rates of the detector, we block the ZPL collection path of the NV
and the output of the QFC2. This results in a mean noise rate of (11.7±5.6)Hz. The contribution
of the pump lasers for the two-step frequency conversion is measured by keeping the ZPL path
closed and blocking the 795nm input of the QFC1. The rate in this case is (12.3±5.6)Hz, showing
that our conversion setup is low noise, if compared with the rate obtained when no conversion
setup was involved. To characterize the noise contribution of the weak-coherent state in the NV
center window (particularly relevant in the distinguishable sequence of the TPQI experiment), we
block the ZPL path of the NV center and we sweep the voltage applied to the variable optical
attenuator, namely we manipulate the mean-photon number of the weak-coherent state. We play
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the distinguishable sequence of the TPQI experiment, collecting the counts in the time window
where the NV center pulse is supposed to be. The results are illustrated in Fig. 7.
Lastly, we check the noise contribution coming from the NV setup. We block the output of the
QFC2 setup and we open the ZPL path. We repeat the distinguishable sequence, collecting counts
in the weak-coherent state window. The rate is (12.8 ± 5.4)Hz, which is comparable with the
rate measured above for the detector dark counts and the pump noise. We can therefore conclude
that the main source of noise comes from the preparation of the weak coherent state, particularly
the combination of the intensity modulator, whose bias voltage needs to be optimized throughout
the measurement, and the variable optical attenuator. However, this noise source is relevant only
in the distinguishable sequence of the TPQI experiment, while in the indistinguishable one, we
can consider as pnoise the constant background noise given by the detectors and the conversion
setup. For the teleportation experiment, the noise rate increased to (275±10)Hz due to equipment
degradation, as discussed above.
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Figure 7: Noise characterization of the weak coherent state. By sweeping the voltage applied to the VOA,
the mean-photon number changes. We assume a linear model for the noise count rate vs. the mean-photon
number. The result of the linear fit is used in the calculation of the pnoise term in eq. 7, thus affecting the

visibility of the TPQI experiment.

PHASE MODULATOR CHARACTERIZATION AND STABILITY

To characterize the phase modulator, namely to identify Vπ and Vπ/2, we build a Mach-Zehnder-
type interferometer at 795nm. In particular, the input of the QFC1 from main text, the shaped
pulses, is connected to a 50:50 in-fiber beam splitter. The two output arms of such a beam splitter
are 2m long fibers, and on one of the two arms, we include the phase modulator device we want
to characterize. The two arms impinge on a second in-fiber 50:50 beam splitter, whose output
ports are connected to two APDs. The voltage source for the phase modulator is one of the wave
channels of the AWG, whose output has an amplitude between ±5V.

We send a pulse to the interferometer, encountering a phase shift due to the phase modulator,
and we register, through the time-tagger at the detectors, the counts per shot for the two pulses. We
repeat this experiment while sweeping the voltage applied to the phase modulator, reconstructing
the plot in Fig.8a for the two detectors.
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The data collected for the two detectors are jointly fit to the following curves:

A1 sin

(
s · cpsdet1

2
+ o

)
+ c1

A2 cos

(
s · cpsdet2

2
+ o

)
+ c2

From the fit of the s parameter, it is possible to estimate Vπ (and Vπ/2) as |π/s| (and |π/(2s)|).
At this point, we repeat the measurement and the data fit more times over a time span of

15h. In Fig.8b we report the estimation of Vπ/2 and Vπ over time, resulting in an average of
(2.601±0.002)V and (5.202±0.004)V. These values are then used to make the time bin qubits in
the several cardinal states. The results in Fig.8b also show the stability of these values, confirming
the reproducibility. Given that Vπ exceeds the maximum amplitude that the HDAWG can provide,
we use a phase modulator pulse per bin for this case.
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Figure 8: a) Data fit to extract the values of Vπ and Vπ/2. The solid lines represent the fitted curve per
detector. b) Stability measurement for Vπ and Vπ/2. The dashed lines represent the average value.

DEVICES AND EXPERIMENTAL MONITORING

As stated in the main text, the NV setup is “Alice” of [10, 11]. However, some devices have
been replaced. In particular, in this work we employed the Zurich Instruments HDAWG as an
arbitrary waveform generator, and the PicoQuant MultiHarp as timetagger. All the other devices
remained unchanged.

The experiments, both the TPQI and the teleportation, were running remotely, at a distance
of up to 7745km between the scientists and the setup. This shows that the setup is robust over
time and automated experimental monitoring is crucial. Here we report the list of automatization
routines that have been implemented using the software environment in Ref.[50].
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• For the TPQI experiment only: auto-relocking system for the 795nm laser. During the TPQI
experiment, the 795nm laser wavelength was locked to an external cavity. A homemade
background program detects when the laser frequency drifts and about to go out of lock
and adjusts the piezo voltage of the laser to bring the desired spectral mode back. For the
teleportation experiment, the laser was locked to a wavemeter with a constant PID loop
running to keep the desired wavelength. It is important to notice that the wavelength of
the 795nm laser did not change between the two experiments, as the same wavemeter was
monitoring the wavelength during the TPQI experiment.

• The system is automatically calibrated over time. In particular, the calibration is targeted
at the laser power, the position of the NV with respect to the objective, in such a way as to
maximize the fluorescence under the excitation using green light in the Phonon-Side Band
(PSB). Small drifts in the optics of the NV setup are compensated by a Python-controlled
deformable mirror that is included in the Zero-Phonon Line (ZPL) path. The calibration
maximizes the fluorescence in the ZPL when the green light is on. A system of automated
waveplates minimizes the leakage of pulse light in the ZPL. The bias voltage of the EOM for
the NV optical π-pulses and of the intensity modulator for the 795nm pulses is also optimized
during the experiments to minimize leakage.

• A set of control scripts checks for frequency shifts of converted light and all the lasers involved
with ”real-time” data filtering. In particular, when the control scripts detect an anomaly
in one of the frequencies monitored via the wavemeter, a flag is raised and the ongoing
measurement is tagged as failed and discarded.

• For teleportation experiment only: calibration of the ratio mean-photon number/counts per
shot of the NV every 5 datasets taken. The variable optical attenuator is controlled via the
Micro-Controller Unit (MCU). In this way, it is also possible to compensate for drifts in the
mean-photon number as well as in the conversion setup that might cause lower efficiency
during the experiment.
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