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Fig. 1: Our framework could achieve robust and flexible control over several text-guided
object-centric editing scenarios, including a) replacing objects with controllable size
and position, b) adding new objects in a natural way without additional mask
input, and c) removing objects without compromising the quality of the original image.

Abstract. Our work addresses limitations seen in previous approaches
for object-centric editing problems, such as unrealistic results due to
shape discrepancies and limited control in object replacement or inser-
tion. To this end, we introduce FlexEdit, a flexible and controllable edit-
ing framework for objects where we iteratively adjust latents at each
denoising step using our FlexEdit block. Initially, we optimize latents at
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test time to align with specified object constraints. Then, our framework
employs an adaptive mask, automatically extracted during denoising, to
protect the background while seamlessly blending new content into the
target image. We demonstrate the versatility of FlexEdit in various ob-
ject editing tasks and curate an evaluation test suite with samples from
both real and synthetic images, along with novel evaluation metrics de-
signed for object-centric editing. We conduct extensive experiments on
different editing scenarios, demonstrating the superiority of our editing
framework over recent advanced text-guided image editing methods. Our
project page is published at https://flex-edit.github.io/.

Keywords: Image Editing · Diffusion Model · Generative Model

1 Introduction

Text-to-image generation, fueled by recent advancements in large-scale genera-
tive diffusion models trained on extensive image-text pairs datasets, has recently
become a focal point of research. Models like Imagen [24], DALLE-2 [21], and
Stable Diffusion [23] excel not only in conditional image generation but also offer
rich priors beneficial to visual content creation tasks. Among these tasks, text-
guided image editing stands out, demanding edited images to maintain fidelity
to the source while incorporating desired edits guided by text prompts.

Recent approaches leverage powerful generative models as priors for image
editing. Several methods [4, 10, 17, 26] employ attention-hijacking mechanisms,
alternating between source and target edit content during denoising to achieve
extensive control over edits while preserving source content. Others [2,13,28,34]
maintain content preservation via fine-tuning before a denoising process guided
by text prompts. In contrast, DiffEdit [6] and WatchUrStep [16] integrate a
coarse editing mask estimated by the discrepancy between noise maps condi-
tioned on two different text prompts. However, these methods have limitations,
particularly in object-centric editing scenarios. For instance, when replacing ob-
jects, the edited objects may not align with the expected class due to differences
in size or shape. This lack of consistency hinders real-world editing applications,
especially when assumptions about properties like size or position cannot be
made. Moreover, these methods show inconsistent results in other object-centric
editing tasks like addition and removal, which are essential in real-world settings.

To overcome these limitations, we present FlexEdit, a diffusion-based frame-
work tailored for object-centric image editing. Built on the Stable Diffusion
model, FlexEdit integrates advanced components for flexible and precise object
editing across diverse scenarios. At each denoising step, we combine two essen-
tial elements: latent optimization and blending with an adaptive binary object
mask. Initially, we refine noisy latent codes with loss functions incorporating
multiple object constraints. Then, we utilize an automatically generated adap-
tive object mask to blend edited visual contents with background information
based on editing specifications. These processes are iterated ensure that noisy
latents maintain editing semantics while preserving fidelity to the source image.

https://flex-edit.github.io/
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Fig. 2: We show an editing scenario when edited object monkey and source object bear
are distinct in shape. Our FlexEdit could achieve flexible shape transformation editing
while preserving high fidelity to the source image’s background information.

To assess our editing framework’s effectiveness, we utilize two established
benchmarks: MagicBrush [33] and PieBench [12]. From these, we create two
subsets, MagicO and PieBenchO, comprising samples relevant to object-centric
editing scenarios like addition, replacement, and removal. Additionally, we in-
troduce a new test suite, SynO (Synthetic Object-centric editing), tailored for
object-centric synthesized image editing, covering diversified samples. Recogniz-
ing the needs for suitable evaluation metrics, we also propose a new metric set
specifically designed for object-centric editing. Using these benchmarks, we con-
duct extensive experiments on recent state-of-the-art editing algorithms, demon-
strating our method’s consistency in achieving a balance between background
preservation and editing semantics. A user study further confirms user preference
for our editing results compared to others. Our contributions are threefold:

– We propose a new editing framework for object-centric image editing tasks.
– We introduce a novel test suite, including test samples along with new eval-

uation metrics for our editing problem.
– We provide an extensive evaluation on different benchmarks and various

state-of-the-art methods to showcase the versatility of our editing framework
in various flexible and customizable object editing applications.

2 Related Works

2.1 Text-guided Image Editing with Diffusion Model

Text-guided image editing is a challenging task that aims to edit a given source
image to make it adhere to a textual input while preserve unrelated background
content. Following the success of diffusion-based text-to-image generation mod-
els, particularly open-source models like Stable Diffusion (SD), recent works aim
to exploit them for text-guided image editing tasks. Most techniques harness



4 Trong-Tung Nguyen et al.

SD’s powerful attention mechanism, which builds up its strong connection be-
tween text and generated images. For instance, P2P [10] leverages a strong con-
nection between image and text observed in the attention layers of the denoising
UNet model and flexibly control the attention map to facilitate text-guided im-
age editing. Plug-and-Play [26] achieves fine-grained control to translate image
by adjusting intermediate features and self-attention layers. This aims to align
translated content with specified text prompts while preserving layout guidance.
MasaCtrl [4] proposes to convert existing self-attention layers into mutual self-
attention to query correlated local contents and textures from source images
that could achieve simultaneous image generation and non-rigid image editing.

When editing real images, a critical pre-processing step is inversion, i.e., find-
ing the suitable noise latent input that can reconstruct the image through the
denoising process. Several inversion methods have been proposed. SDEdit [15]
adds random Gaussian noise to source images as input but struggles with re-
construction quality and accurate local editing. DDIM Inversion [25] provides a
rough approximation of the source image but deviates significantly from the orig-
inal trajectory at large guidance scales, compromising source image preservation.
Null-text Inversion [17] iteratively optimizes the “null” text in the classifier-free
guidance procedure aiming to minimize the L2 distance between pivotal and tar-
get trajectories at each denoising step but is computationally expensive. Direct-
Inversion [12] disentangles the diffusion path into source and target branches,
avoiding optimization procedures and achieving practical running times.

These approaches, however, often lack of flexible and controllable editing
abilities, particularly for objects. Hence, we propose a novel editing framework
focused on a wide range of flexible and controllable object-specific editing sce-
narios.

2.2 Controllable Image Synthesis

Recent image synthesis approaches leverage pre-trained diffusion models to en-
hance image fidelity or provide additional control over generated content. For
instance, Attend-Excite [5] solves the issue of catastrophic neglect occurring
when generating more than two objects from the input prompt. They propose
to optimize the latent representation at each denoising step to enhance the visual
appearance of object fidelity given in input text prompt. Similarly, BoxDiff [32]
allows users to specify the expected location where objects should be rendered
and then performs optimizing the latent at each step using constraints designed
for object boxes. Additionally, Self-Guidance [7] introduces guidance functions
to steer the sampling process based on object properties such as size, shape,
and position. However, these advancements have not been fully applied to im-
age editing. Our aim is to incorporate it into image editing, enabling users to
perform a variety of controllable object-centric editing.
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3 Background

3.1 Stable Diffusion Model

Diffusion model (DM) is a powerful generative framework that aims to generate
high-quality images via denoising process. However, it shows limitations in long
running times due to large computational space. Latent Diffusion Model (LDM)
[23] was introduced to address the issue. It encodes the original input and brings
the denoising process into latent space instead of pixel space, hence improving
time efficiency. Stable Diffusion (SD) is an implementation built upon LDM to
enable high-quality text-to-image generation. With SD, an input image x is first
encoded into latent code z = E(x) with encoder E and decoded with a decoder
D to reconstruct image x̂ = D(E(x)). SD also uses an additional text prompt
input y, which is often preprocessed and then encoded by a text-encoder τθ(y) of
pre-trained CLIP [20]. Its core network component is a denoising UNet trained
to denoise any noisy latents zt at time step t ∈ {1, 2, ..., T}, with T is the number
of time steps, conditioned on text embedding τθ(y) to get a cleaner latent at the
previous time step t − 1. During inference, we can sample zT from N (0, 1) and
then start the denoising process initializing with zT until we reach z0, then feed
it into the decoder D to synthesize an image x̂.

3.2 Cross-Attention and Self-Attention Layers in SD

The text encoder τθ discussed above projects text input y of length N to an
intermediate representation τθ(y) ∈ RN×M with M is the feature size. It is
then mapped to cross-attention map lth at time step t. This cross-attention
map demonstrates a strong connection between visual and textual information.
Besides cross-attention maps, UNet is also equipped with self-attention maps
which are commonly used in practice to capture the self-information of the input
being associated with itself. In general, the cross-attention and self-attention map
at layer lth and time step t could be obtained via:

AC
l,t = SM

(
QzK

⊤
e√

dl

)
∈ [0, 1]HW×N , AS

l,t = SM

(
QzK

⊤
z√

dl

)
∈ [0, 1]HW×HW , (1)

where SM(·) is the softmax function, dl is the number of features at layer l. Here,
the query Qz and key Kz are different projections from the flattened intermediate
representation of zt while the key Ke is projected from the text embedding τθ(y).

4 Approach

In this section, we first outline our diffusion-based editing framework (Sec. 4.1).
Then, we discuss a core technique of extracting fine-grained object masks from
attention maps during the diffusion process (Sec. 4.2) before delving into the
algorithm details. Our method manipulates the latent representation for editing
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Fig. 3: Overview of FlexEdit framework. Given an input image I, we first bring it
to the intermediate source latents through an inversion process. Subsequently, the de-
noising process starts from z∗T cloned from zT after the inversion process and progresses
toward z∗0 , which is then decoded to get the edited image I∗. At each denoising step,
our FlexEdit block manipulates the noisy latent code through two main submodules:
latent optimization (shown in blue), and latent blending (shown in orange). This is to
achieve editing semantics as well as to maintain high fidelity to the source image. If
the iterative process (shown in green) is not executed, our FlexEdit would return z∗t .

at each denoising time step using a FlexEdit block that consists of two compo-
nents: a latent optimization process to acquire the editing semantics (Sec. 4.3)
and a latent blending procedure to preserve background content (Sec. 4.4). These
components are iteratively executed (Sec. 4.5). Our pipeline is shown in Fig. 3.

4.1 Overview of Editing Framework

Our framework achieves image editing via two main stages: a forwarding stage
that collects noisy latents corresponding to the source image at every time step
and an editing stage that gradually manipulates and denoises noisy latents to
generate the edited image. It is noteworthy that our editing framework is appli-
cable to both real and synthesized image editing. The distinction lies in the first
stage. With real image editing, we employ a straightforward inversion process,
specifically DDIM Inversion [25], to gradually add noise to the initial source la-
tent z0 encoded from source image I. As shown in Fig. 3, the inversion process
brings z0 through intermediate source latents zt at different noise levels for time
step t until a predetermined ending time step T , resulting in zT . With synthe-
sized image editing, obtaining zt is straightforward as we can record them during
the denoising process when generating the synthesized image I. These interme-
diate source latents {zt}Tt=0 play a crucial role in our editing framework, as will
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be discussed in Sec. 4.4. Starting from z∗T cloned from zT , the editing process
gradually denoises noisy latents to bring z∗t+1 into z∗t where our FlexEdit block
is integrated at each time step. Finally, the resulting clean latent z∗0 is obtained
and then decoded to generate an edited image I∗.

4.2 Dynamic Object Binary Mask from Attention Map

Based on Eq. (1), we could extract the cross-attention map AC
j,l,t for object

token jth and self-attention map AS
l,t at each time step t where we choose the

resolution of 16×16 and 32×32 respectively. These resolutions have been shown
to contain the most semantic information in [10]. We then aggregate across all
layers to obtain the average cross-attention and self-attention maps via:

AC
j,t =

1

L

L∑
l=1

AC
j,l,t, AS

t =
1

L

L∑
l=1

AS
l,t. (2)

As shown in the first row of Fig. 4, AC
j,t are coarse-grained and fail to indicate

exact segmentation for the object truck at every single time step t. Inspired from
[18], we alleviate this issue by combining AC

j,t with AS
t to enhance its granularity.

In this way, AC
j,t could benefit from the self-information being propagated to

associated similar object regions contained inAS
t . Formally, we obtain the refined

cross-attention map ÂC
j,t by taking exponential of the average self-attention map

AS
t to the power of τ before multiplying it with AC

j,t via

ÂC
j,t = (AS

t )
τ · AC

j,t, AC
j,t ∈ [0, 1]16×16. (3)

As demonstrated in the second row of Fig. 4, ÂC
j,t provides more precise

activation of object truck. Finally, we use a threshold cut-off β to convert ÂC
j,t

into a binary maskMj,t as shown in third row of Fig. 4, which could be used to
separate the foreground object jth and the background region. We utilize Mj,t

across various stages in our FlexEdit block, as detailed in the following sections.

4.3 Latent Optimization with Object Constraints

We first thoroughly analyze critical attributes of editing object, aiming to achieve
high-quality visual appearance and adherence to user-defined object constraints.
Whether replacing, adding, or removing objects specified by the editing text
prompt P ∗, each setting presents unique challenges requiring tailored manipula-
tion of noisy latents for realistic results. In the following subsection, we discuss
how to address these challenges by introducing various object constraints.

Controllable Object Replacement. Without imposing constraints on the
edited object’s properties regarding size and position, the edited objects may
exhibit high randomness and may not align with the user’s editing intentions. To
this end, we utilize attention-based estimation methods from [7] to approximate
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Raw Cross-Attention 
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Refined Cross-Attention 
Map

Dynamic Object Binary 
Mask

Edit
Car → Truck 

T=50 T=0

Source 
Image

Edited 
Image

Fig. 4: Visualization of different versions of cross-attention maps and dynamic binary
masks for edited object, i.e. truck during the denoising diffusion process.

the size and position of the edited object. Subsequently, we obtain the expected
position or size of the edited object from the user and aim to minimize the
discrepancy between these two quantities. Given the target object specified by
the jth textual token, we obtained its dynamic object mask Mj,t as described
in Sec. 4.2. We then calculate its centroid and size as follows:

centroidj,t =
1∑

h,wMj,t,h,w

[∑
h,w w · Mj,t,h,w∑
h,w h · Mj,t,h,w

]
, (4)

sizej,t =
1

HW

∑
h,w

Mj,t,h,w, Mj,t ∈ [0, 1]H×W , (5)

where Mj,t,h,w at coordinates (h,w) denotes activation value of Mj,t, which is
resized to match the resolution of the edited image, i.e., H ×W . The user could
then explicitly provide their expected centroid and size of the edited object,
which are denoted as centroid∗t and size∗t respectively. To control the position
and size of the edited object, we minimize the L2 distance between expected and
estimated properties obtained in Eq. (5) and Eq. (4) via

Lpos = ∥centroidj,t − centroid∗t ∥22, Lsize = ∥sizej,t − size∗t ∥22. (6)

Attention Separation in Mask-free Object Addition. The challenge when
inserting objects in a mask-free setting is the attention overlapping problem, as
discussed in [1, 14], which occurs when model is confused in allocating similar
regions to different objects. We mitigate such issue with a separation constraint
to delineate regions for each object. Consider a single existing object ith, we first
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extract its binary mask Si using an off-the-self segmentation module DINO-
SAM [22]. For edited object jth, we utilize our dynamic maskMj,t extracted in
Sec. 4.2. and then aim to separate Mj,t from Si via a loss that minimizes their
similarity. Intuitively, minimizing their overlapping area is an option but this
does not always work since these two regions can be fragmented and interleaved.
Hence, the overlapping area is zero, while the object masks are not fully sepa-
rated. Instead, we empirically found cosine similarity to be a reliable metric for
the separation loss. Formally, we flatten Mj,t and Si into two vectors denoting
as fj,t and gi, respectively; and then compute their cosine similarity via

Lsep =

∑H×W
k=1 fk

j,t.g
k
i

∥fj,t∥22 . ∥gi∥
2
2

. (7)

A high loss value Lsep suggests that values within the vectors are activated in
the same region, while a low loss value indicates separate regions. Minimizing
this loss ensures that the added object does not interfere with existing objects.

Latent Optimization via Object Constraints. We observe that each editing
scenario demands different object constraints, which we aim to utilize to perform
latent optimization. For object replacement, we offer flexible property control via
two controllable losses shown in Eq. (6). In object addition, we address attention
overlapping using separation loss discussed in Eq. (7). For object removal, no
optimization is needed as no target objects are generated; thus, no constraints
are imposed. We use Loptim as the representative loss for these editing scenarios.
At each time step, we denote z′t as the noisy latent before the optimization
step. We pass z′t through the denoising UNet model ϵθ(.) to generate attention
maps which are used to compute loss functions discussed as above, resulting in
a representative loss Loptim. We then update z′t via applying gradient descent
with a scaling factor αt into z

′

t via

z
′′

t ← z
′

t − αt.∇z
′
t
Loptim. (8)

4.4 Latent Blending with Adaptive Binary Mask

The resulting noisy latent z
′′

t may lose background information of the source
image. Therefore, we address such issue by utilizing source intermediate latents
zt as discussed in Sec. 4.1. Specifically, we blend z

′′

t with the corresponding source
latent zt via our adaptive binary mask M̂t as follows:

z∗t ← z
′′

t ⊙ M̂t + zt ⊙ (1− M̂t). (9)

The adaptive mask M̂t is constructed via combining both source and target
object regions to ensure both flexibility and accurate background preservation.
This is built upon our observation in various object-centric image editing sce-
narios such as (1) transforming a source object into a target one (object replace-
ment), (2) removing a source object (object removal), or (3) adding an extra
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object without affecting existing ones (object addition). Relying solely on one
object region may limit shape transformation or result in incomplete edits.

Specifically, we reused the source object mask Si discussed in Sec. 4.3 and
the dynamic target object mask Mj,t in Sec. 4.2. The adaptive object binary
mask is constructed by applying dilation operation fdilate on the unified region:

M̂t = fdilate(
⋃

i∈OS

Si ∪
⋃

j∈OT

Mj,t), (10)

where OS and OT are the set of all source and target object tokens, respectively.
The dilation function fdilate is helpful in slightly extending the mask, avoiding
visible seams observed in the edited region due to an overly tight mask.

4.5 Iterative Latent Manipulation with FlexEdit

As discussed in [5], single-step latent optimization does not guarantee low loss
values. Hence, we iterate the processes of latent optimization (Sec. 4.3) and latent
blending (Sec. 4.4). In detail, we perform such iterative latent manipulation at
time step t1 = 1, t2 = 10, t3 = 15, t4 = 20 and set different criteria for finishing
iteration based on the value of the loss terms (Sec. 5.1).

5 Experiments

5.1 Experimental Setup

Evaluation Datasets. For real image editing, we used two recent evaluation
sets: MagicBrush [33] and PieBench [12]. MagicBrush [33] covers various edit
instructions and captions across different editing scenarios, while PieBench [12]
focuses on language-driven evaluation featuring ten editing types. We curated
their samples tailored for the object-centric image editing problems, forming two
subsets: MagicO (from MagicBrush) and PiebenchO (from PieBench). MagicO
includes 254 samples, with 53 for object replacement, 187 for object addition,
and 14 for object removal. PieBenchO consists of 217 samples, with 75 for object
replacement, 69 for object addition, and 73 for object removal.

Existing benchmarks often focus on real image inputs, neglecting the effect
of inversion inaccuracies when editing. We address such issue by additionally in-
troducing a new test suite called SynO designed specifically for synthetic image
editing which covers various object-centric editing scenarios, including replace-
ment, addition, and removal. Each sample includes a synthesized image, original
and target prompts, and an equivalent edit instruction. We ensure diversity by
incorporating different object transformations, reflecting the variability of ob-
jects in real-world settings. In detail, SynO consists of 1079 editing samples for
object replacement, 483 for object addition, and 90 for object removal.

Evaluation Metrics. Background preservation and editing semantics are two
crucial aspects of image editing evaluation. While the former ensures fidelity to
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the source image, the latter measures alignment with the provided text prompt.
Existing metrics, as seen in previous works [6, 9, 12], often use LPIPS score to
measure background preservation and CLIP score to quantify editing semantics
for text-image alignment. They compute LPIPS score on the whole image while
measuring CLIP score on the region specified via an annotated mask. However,
this may not be suitable for object-centric editing since background preservation
should be measured on the background region only. On the other hand, CLIP
score should reflect the editing semantic between the editing region of the edited
image and editing object tokens. Thus, we propose a novel automatic mask-based
evaluation metric tailored to various object-centric editing scenarios.

We define three masks: source object, target object, and background masks.
The source object mask locates the source object in the source image, while the
target object mask locates the target object in the edited image. In scenarios
without a source or target object (object addition or removal), the respective
masks are empty. We use DINO-SAM [22] to extract masks for both source
object Msrc and target object Mtgt. The background mask Mbg is derived by
complementing the union of the source and target object masks, i.e., 1−(Msrc∪
Mtgt). With these masks, we can evaluate editing results based on two criteria:

– Background Preservation: We use LPIPS to measure image difference be-
tween the background regions of the source image I and edited one I∗:

LPIPS = LPIPS(Mbg ⊙ I,Mbg ⊙ I∗). (11)

– Editing Semantics: Using CLIP and the object masks, we compute a CLIP-
O score that measures the success in producing the target object given the
target token w∗ ∈ P ∗ and a CLIP-NO score that measures the success in
removing the source object corresponding to the source object token w ∈ P :

CLIP-O = CLIP(Mtgt ⊙ I∗, w∗), (12)
CLIP-NO = 1− CLIP(Msrc ⊙ I∗, w). (13)

Note that CLIP-O is not applicable in the object removal scenario, while
CLIP-NO is not applicable in object addition.

Hyper-parameters. We set τ in Eq. (3) as 4, the binary threshold β as 0.6.
For the gradient descent factor αt, we follow [5] by starting from αT = 20 and
decaying linearly using a linear scheduling rate to the value of 10. In the iterative
latent manipulation process (Sec. 4.5), we empirically set the stopping criteria as
when Lpos and Lsize both reach minimum values of T1 = 0.4, T2 = 0.2, T3 = 0.1
and T4 = 0.05 corresponding to four mentioned time steps. For separation loss
Lsep, we set the corresponding thresholds as V1 = 0.8, V2 = 0.5, V3 = 0.3, and
V4 = 0.1. The maximum number of iterations is 20 to encourage the latent to
remain in-distribution if these criteria could not be reached.
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Fig. 5: Performance comparison of FlexEdit against existing editing techniques on the
SynO, PieBenchO, and MagicO datasets. The method on the bottom right of each
subplot provides the best background preservation and editing quality trade-off.

5.2 Experimental Results

To show effectiveness, we extensively compare FlexEdit with state-of-the-art
methods in both real and synthesized image editing tasks, including caption-
based approaches like Plug-and-Play [26], P2P [10], Pix2Pix-Zero [19], MasaCtrl
[4], EDICT [29], DDS [9], and instruction-based methods like InstructPix2Pix [3]
and Instruct-Diff [8]. For methods relying on inversion for real-image editing
such as Plug-and-Play [26], P2P [10], Pix2Pix-Zero [19], MasaCtrl [4] we report
the experimental results based on DDIM Inversion [25] for fair comparison. In
addition, we also provide full experimental results on other inversion methods
such as Direct-Inversion [12] and Null-text Inversion [17] in the Appendix.

Main Quantitative Results. Tab. 1 show the experimental results of 9 editing
methods, including ours, across 3 editing benchmarks and 3 editing tasks. In gen-
eral, FlexEdit achieves competitive scores in most editing tasks. Some methods
like DDS [9], or EDICT [29] maintain good LPIPS scores as shown in MagicO
results but struggle with high editing semantic alignment. Conversely, methods
like InstructPix2Pix [3] or Instruct-Diff [8] show promising editing semantics in
MagicO but do not achieve reliable LPIPS scores. Our approach demonstrates
a superior trade-off between two criteria across various editing scenarios in all
three benchmarks. To visually illustrate this, we provide scatter plots in Fig. 5,
where each entry represents a particular editing scenario. Methods on the bot-
tom right of each plot are considered to balance well between the two criteria.
FlexEdit outperforms other methods in achieving a reliable trade-off.

Main Qualitative Results. In Fig. 6, we visualize edited results as the com-
parison between our FlexEdit and other methods across three editing tasks. For
object replacement, our FlexEdit achieves flexible object transformation such as
"car" to "turtle" when others such as DDS, EDICT, or InstructPix2Pix fail to
render appropriate texture and shape for "turtle". On the other hand, MasaC-
trl, Plug-and-Play, or Pix2Pix-Zero could achieve high editing semantics but fail
to preserve source background content. For object addition, except ours, most
methods fail to add the new object specified by the text prompt. In the exam-
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Table 1: Quantitative comparison of FlexEdit with other editing methods on three
editing benchmarks: SynO, PiebenchO, and MagicO.

Benchmark Method Object Replacement Object Addition Object Removal

LPIPS↓ CLIP-O↑ CLIP-NO↑ LPIPS↓ CLIP-O↑ LPIPS↓ CLIP-NO↑

P2P 0.04 20.74 80.29 0.06 15.86 0.06 79.09
DDS 0.06 19.47 78.1 0.03 15.92 0.06 76.07

Instruct-Pix2Pix 0.14 21.89 79.24 0.1 18.68 0.13 75.89
Instruct-Diff 0.14 20.21 78.2 0.1 19.08 0.1 78.6

SynO Pix2Pix-Zero 0.12 20.17 79.4 0.27 20.9 0.19 78.92
EDICT 0.07 19.29 79.18 0.05 16.7 0.08 77.88

MasaCtrl 0.1 21.02 78.23 0.13 17.7 0.17 78.27
Plug-and-Play 0.17 21.27 79.25 0.14 16.73 0.21 78.61

FlexEdit 0.04 24.27 81.47 0.03 22.93 0.07 80.69

P2P 0.19 19.42 79.26 0.19 16.24 0.25 79.84
DDS 0.04 20.0 79.32 0.03 14.88 0.05 80.15

Instruct-Pix2Pix 0.12 21.51 79.14 0.07 18.58 0.22 79.93
Instruct-Diff 0.12 21.45 79.72 0.09 18.16 0.12 80.54

PieBenchO Pix2Pix-Zero 0.14 20.83 80.49 0.12 18.14 0.24 80.98
EDICT 0.07 19.85 80.1 0.04 15.98 0.09 80.75

MasaCtrl 0.09 18.71 78.29 0.1 16.3 0.13 79.96
Plug-and-Play 0.11 19.94 79.34 0.11 16.95 0.14 79.74

FlexEdit 0.05 21.72 80.58 0.06 19.75 0.05 80.89

P2P 0.23 17.27 80.83 0.27 17.84 0.27 82.53
DDS 0.05 18.86 79.98 0.05 18.32 0.06 82.21

Instruct-Pix2Pix 0.13 20.9 79.13 0.13 21.06 0.12 80.83
Instruct-Diff 0.09 20.32 80.02 0.1 21.26 0.11 81.1

MagicO Pix2Pix-Zero 0.17 18.24 81.11 0.23 19.56 0.28 82.02
EDICT 0.07 18.38 80.51 0.08 18.78 0.09 82.33

MasaCtrl 0.12 15.94 78.97 0.14 17.33 0.15 81.2
Plug-and-Play 0.14 17.41 79.45 0.16 17.96 0.15 82.23

FlexEdit 0.07 20.58 81.26 0.07 21.05 0.06 82.19

ple of "adding pineapples" to the image, P2P and InstructPix2Pix struggle to
allocate accurate editing regions, affecting existing objects, i.e., "parrot". Other
methods produce results that are mostly identical to the source image, whereas
Pix2PixZero destroys the source image’s structure. For object removal, FlexEdit
produces satisfactory results in removing the object and inpainting in the missing
regions, resulting in natural-looking edited outcomes. Other methods struggle to
pinpoint the right object for removal, degrading the edited image’s quality.

Controllable Editing. We also demonstrate FlexEdit’s capability of control-
lable editing in Fig. 7. FlexEdit achieves reasonable edits by controlling the
target object position and size while preserving other source image’s details.

Human Preference Study. In addition, we conducted a human preference
study for edited images generated by our FlexEdit compared to other edit-
ing methods. We choose DDS [9] and InstructPix2Pix [3] as compared meth-
ods due to their competitive trade-off scores (Fig. 5). The study comprises
60 questions, with 20 questions for each editing task. We ask users to select
the best result from three edited images generated from our FlexEdit and two
others based on criteria discussed in Sec. 5.1. Overall, results from 250 par-
ticipants show that FlexEdit achieves dominant preference statistics. In object
addition, removal, and replacement scenarios, our edited results are preferred by
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A vase sitting on a table near a window-> A plant sitting on a table near a window

A photo of a car on the beach -> A photo of a turtle on the beach

An empty suitcase with a blue interior sitting on top of a bed -> A cat sitting next to an empty … 

A photo of a parrot on grass field -> A photo a parrot and pineapples and a parrot on …

An older man sitting on a bench with a dog -> An older man sitting on a bench with a dog

A photo of car in front of house-> A photo of car in front of house.

     (c)
P2P

       (a)
Src Image

     (b)
FlexEdit

     (d)
MasaCtrl

     (e)
Plug-and-

Play

           (f)
Pix2Pix-Zero

            (g)
DDS

            (h)
   EDICT

            (i)
Instruct
Pix2Pix

(iii) Object Removal

(ii) Object Addition

(i) Object Replacement

Fig. 6: Visualization of comparison results on 3 different editing scenario for different
editing methods denoted on top of each column.

Position Control

Leftmost Middle Rightmost

Size Control

0.5x 1x 2xSource Image Source Image

turtle → mouse dog → bear

Fig. 7: Controllable object replacement.

approximately 88.55%, 96.53%, and 88.91% of users for editing semantics and by
68.12%, 83.95%, and 76.72% of users for background preservation.

5.3 Ablation Studies

Robustness to Inversion Method. For diffusion-based real image editing,
an inversion method is required to convert the source image into noisy latents.
Our framework is not confined to any specific inversion method. As shown in
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Src image
w/ DDIM 
Inversion 

w/ Direct 
Inversion 

w/ Null-text 
Inversion 

paper art a monsterpaper art and kids a house

Src image
w/ DDIM 
Inversion 

w/ Direct 
Inversion 

w/ Null-text 
Inversion 

(a) Inversion robustness.

no masking w/ src mask w/ adaptive mask 
(no dilation)

w/ target 
mask 

w/ full setting 

a dog a rabbit

Src image

(b) Mask design for latent blending.

Separation loss for Object Addition Controllable loss for Object Replacement

a bag
w/o sep loss w/ sep loss

+ carrot →
no control w/ pos control w/ size control

*** Controlling position and size of target object with 
respect to original position and size of source object.

a dog a cat
no control

an elephant→

(c) Effect of object constraints.

Fig. 8: Ablation studies. Note that on the left panel of (c), we illustrate the impact of
the separation loss by visualizing the editing results along with averaged cross-attention
maps for the source and added object.

Fig. 8a, when combining with any inversion method, FlexEdit yields editing
results aligned with the specified object in the text prompt.

Latent Blending with Adaptive Mask. In Fig. 8b, we compare editing re-
sults using different mask settings in the latent blending mechanism. Without
a mask, the output loses content from the source image. Using only the source
mask leads to incomplete object generation, while using only the target mask
leaves artifacts. Combining both masks resolves these issues but may create vis-
ible seams. Our adaptive mask with dilation yields the best results.

Loss Constraints. We show the effect of our proposed losses in Fig. 8c. On the
left pane, we show that without separation loss, added objects often blend with
existing ones due to unresolved designated regions. Our separation loss helps to
separate objects clearly, resulting in more coherent object addition editing. On
the right panel, we show that uncontrolled editing leads to randomness in the
target object’s position and size, and our constraints can mitigate that issue by
enforcing the desired properties on the target object.

6 Conclusions

We introduce FlexEdit, a novel editing framework that is built upon Stable
Diffusion model to enable flexible and controllable object-centric image editing.
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Our approach employs optimization with object constraints and a latent blend-
ing mechanism using an adaptive mask to manipulate latents during denois-
ing. FlexEdit ensures editing semantics while preserving source image fidelity,
extensively verified through qualitative and quantitative results across various
scenarios and benchmarks. We also introduce a curated evaluation test suite to
leverage the object-centric image editing tasks.

Limitations and future work. While our method achieves a reasonable trade-
off between editing semantics and background preservation, it may fail due to
incorrect object masks generated by the DINO-SAM model or from attention
maps. In addition, the editing process relying on multiple steps of the diffusion
model is quite time-consuming. Exploring one-step diffusion model for editing is
an interesting direction for our future work.
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Appendix

In this supplementary material, we first demonstrate how we construct object-
centric editing benchmarks (MagicO, PiebenchO, and SynO) in Appendix A.
We then show in detail how we implement the baselines used for comparison in
Appendix B. We also provide additional quantitative and qualitative results of
FlexEdit compared to other editing approaches in Appendix C. In Appendix D,
we discuss the societal impact of FlexEdit. Finally, we demonstrate the potential
application of FlexEdit for various editing scenarios in Appendix E.

A Benchmark Construction

A.1 Synthesized Image Editing

For synthesized image editing, we design editing prompts and instructions to
capture object-centric editing scenarios, including object replacement, addition,
and removal. Each editing sample consists of a source prompt, a target prompt,
the original synthesized image generated by the source prompt, and an editing
instruction (for comparison with instruction-based image editing baselines). We
utilize Stable Diffusion v1.4 as the generative model to synthesize the source
image using the source prompt. For both editing prompt and instruction, we
develop several templates covering all three editing tasks: object replacement,
addition, and removal, as follows:

# Template of generated prompts and instructions for SynO.
## Object Replacement
Source Prompt: "A photo of <A_OBJECT > <C_BACKGROUND >."
Target Prompt: "A photo of <B_OBJECT > <C_BACKGROUND >."
Instruction: "Turn <A_OBJECT > into <B_OBJECT >."

## Object Addition
Source Prompt: "A photo of <A_OBJECT > <C_BACKGROUND >."
Target Prompt: "A photo of <A_OBJECT > and <B_OBJECT >

<C_BACKGROUND >."
Instruction: "Add <B_OBJECT > next to <A_OBJECT >"

## Object Removal
Source Prompt: "A photo of <A_OBJECT > <C_BACKGROUND >."
Target Prompt: "A photo of <C_BACKGROUND >."
Instruction: "Remove <A_OBJECT >."

We designate <A_OBJECT> as the source object, <B_OBJECT> as another object
used for editing operation, and <C_BACKGROUND> as the selected background cor-
responding to the object. To complete prompts and instructions using the above
template, we design several object groups along with corresponding backgrounds
to fill in the tokens <A_OBJECT>, <B_OBJECT>, and <C_BACKGROUND>. Each group of
objects includes a list of objects that are semantically similar to each other, along
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with a list of background contexts that capture object in real-world scenarios.
The list of groups is constructed as follows:

{
"group1 ": {

"name": "animal",
"list_objects ": [" parrot", "monkey", "bird",

"turtle", "cat", "dog", "elephant", "giraffe",
"lion", "horse", "bear"],

"background ": ["on beach", "on grass field", "in the
forest", "on street "]

},
"group2 ": {

"name": "transportation",
"list_objects ": ["car", "bicycle", "boat"],
"background ": ["on street", "on beach", "in front of

house"]
},
"group3 ": {

"name": "fruit",
"list_objects ": ["apple", "banana", "orange",

"avocado", "pineapple", "pear"],
"background ": ["on table", "hanging on tree", "on

grass field "]
},
"group4 ":{

"name": "furniture",
"list_objects ": ["chair", "table", "sofa"],
"background ": ["in living room", "in the kitchen "]

},
"group5 ":{

"name": "musical instruments",
"list_objects ": [" guitar", "piano", "violin",

"drums"],
"background ": ["on grass field", "on table"]

},
"group6 ":{

"name": "household appliances",
"list_objects ": [" refrigerator", "microwave",

"toaster"],
"background ": ["in living room", "in the kitchen "]

}
}

A.2 Real-Image Editing Benchmark

To construct MagicO and PieBenchO, we utilize the Magic Brush [33] and
Piebench [12] test suites to curate editing samples relevant to object-centric
editing problems. Specifically, we provide an input prompt wrapped with an
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editing instruction to the language model Zephyr [27] to determine whether a
corresponding editing sample relates to object replacement, addition, or removal.
The prompt is constructed for each editing scenario and includes a few input-
output pairs as examples to help the language model better capture the context
of the prompt. The prompts used to construct both MagicO and PiebenchO for
individual object editing scenarios, such as object replacement, addition, and
removal, are shown in Tab. 5. We then curate images marked as relevant editing
samples returned by Zephyr based on the provided annotation JSON file from
both MagicBrush and PieBench test suites to construct MagicO and PiebenchO.

B Implementation Details

For all editing approaches built upon Stable Diffusion [23] (SD), we employ the
same Stable Diffusion v1.4 with similar model’s default hyperparemeters: T = 50
for number of diffusion steps, and w = 7.5 for guidance scale. When performing
synthesis image editing, we keep track of the intermediate latents during the
denoising process to generate synthesized images. These intermediate latents
are then utilized similarly for all editing approaches which rely on an inversion
process.

For quantitative and qualitative comparisons shown in the main paper, we
use the official implementation of P2P [10], MasaCtrl [4], Plug-and-Play [26],
Pix2Pix-Zero [19], EDICT [29], DDS [9], InstructPix2Pix [3], and InstructD-
iffusion [8]. For inversion techniques, we also use the official implementation
of Direct-Inversion [12] and Null-text Inversion [17] with their default hyper-
parameters. All the experiments are conducted on a single NVIDIA V100 GPU.

C Additional Results

C.1 Quantiative Results

Other Inversion Methods. In addition to the comparison results presented
in the main paper, we also provide supplementary comparison results for editing
methods that rely on an inversion process. Specifically, we apply other inversion
methods such as Direct Inversion [12] on editing methods such as MasaCtrl [4],
Plug-and-Play [26], and Pix2Pix-Zero [19] and Null-text Inversion [17] on P2P
[10]. Our FlexEdit is not limited to any particular inversion method and can
be combined with both Direct Inversion and Null-text Inversion. In Tab. 2 and
Tab. 3, we show the comparison results on different benchmarks and editing
tasks using different inversion methods.

The results demonstrate that our FlexEdit consistently outperforms most of
the editing approaches using both inversion methods: Direct Inversion and Null-
text Inversion, in terms of both background preservation and editing semantics
criteria across various benchmarks and editing tasks. We also achieve a reliable
trade-off, while other approaches can only maintain good results in one aspect.
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Table 2: Quantitative comparison of FlexEdit with other editing methods with Direct
Inversion across two benchmarks and three editing tasks.

Benchmark Method Object Replacement Object Addition Object Removal

LPIPS↓ CLIP-O↑ CLIP-NO↑ LPIPS↓ CLIP-O↑ LPIPS↓ CLIP-NO↑

P2P 0.09 17.80 79.86 0.17 19.16 0.12 81.97
MasaCtrl 0.09 16.63 78.68 0.11 17.67 0.12 81.13

MagicO Plug-and-Play 0.11 17.53 79.5 0.13 17.82 0.14 82.72
Pix2Pix-Zero 0.13 18.78 80.99 0.18 19.44 0.24 82.18
FlexEdit 0.07 20.35 81.62 0.07 21.11 0.07 82.35

P2P 0.07 20.34 79.49 0.13 17.45 0.10 79.89
Pix2Pix-Zero 0.11 20.69 80.49 0.09 17.78 0.20 80.97

PieBenchO MasaCtrl 0.08 19.05 78.08 0.08 16.25 0.10 79.75
Plug-and-Play 0.10 19.88 79.33 0.10 16.64 0.13 79.58

FlexEdit 0.05 21.78 80.43 0.06 19.92 0.05 80.80

Table 3: Quantitative comparison of FlexEdit with other editing methods with Null-
text Inversion across two benchmarks and three editing tasks.

Benchmark Method Object Replacement Object Addition Object Removal

LPIPS↓ CLIP-O↑ CLIP-NO↑ LPIPS↓ CLIP-O↑ LPIPS↓ CLIP-NO↑

MagicO P2P 0.05 18.21 80.51 0.14 20.03 0.10 82.31
FlexEdit 0.07 20.36 81.70 0.08 21.12 0.07 83.26

PiebenchO P2P 0.05 20.28 80.57 0.09 18.08 0.07 80.83
FlexEdit 0.06 21.11 80.83 0.07 20.38 0.05 81.74

Inference time comparison. We also provide estimated inference time of each
editing method including our FlexEdit executed on the same machine setting
shown in Tab. 4

Table 4: Inference time of different editing techniques

Methods FlexEdit MasaCtrl Plug-and-Play P2P Pix2Pix-Zero DDS EDICT Instruct-Pix2Pix Instruct-Diffusion

Inference time (s) 41.481 29.051 16.565 42.202 66.297 124.048 234.970 17.847 42.310

C.2 Qualitative Results

Additional editing results of FlexEdit compared with other methods on different
benchmarks are provided in Fig. 9, Fig. 10, and Fig. 11 for three corresponding
tasks: object replacement, object addition, and object removal.

D Societal Impacts of FlexEdit

FlexEdit is built upon state-of-the-art text-to-image diffusion models, which en-
able image manipulation to achieve desirable edits. As an AI-powered visual
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generation tool, FlexEdit offers customizable content generation capabilities to
the visual art community. By automating image editing tasks, FlexEdit enhances
the efficiency of various visual creation endeavors. We also recognize the ethical
and societal challenges that come with the widespread adoption of our editing
framework. FlexEdit could be exploited by malicious parties to produce sen-
sitive or unrealistic content aiming to spread disinformation. We believe these
issues should be addressed, and we can thoroughly engineer its capabilities to
fulfill their intended functions while possessing the ability to detect and avoid
unintended consequences and behavior in the future. Several ongoing research
works have been conducted aiming to mitigate such issues, including detecting
and localizing image manipulation [11,30,31,35].

E Other Editing Applications

E.1 Flexible Object Replacement

We demonstrate the potential editing application of our FlexEdit framework
when achieving flexible shape transformation in object replacement for both
synthesized image and real image as shown in Fig. 12 and Fig. 13, respectively.
As shown in the visualization results, source objects could be edited to transform
into several object types with a large variation in terms of shape using our
FlexEdit framework.

E.2 Controllable Object Replacement

In real-world scenarios, users might want to replace objects in a controllable
manner. To this end, FlexEdit provides extensive control over objects’ proper-
ties when the user can explicitly specify the relative position and size of a re-
placed object with respect to the source object. As shown in Fig. 14 and Fig. 15,
FlexEdit could handle diverse object replacement scenarios, ensuring that the
properties of the replaced objects align with our specified constraints about the
object’s properties in terms of size or position while maintaining high fidelity to
the source image.

E.3 Mask-free Object Insertion

Another interesting application of FlexEdit is to perform editing by inserting
new objects without explicitly requiring mask input from users. Our FlexEdit
could add object via text guidance by specifying the target prompt as source
prompt combined with additional objects that users might want to add. The
method could automatically add the object to a reasonable location and with
reasonable interactions with existing objects. As shown in Fig. 16, objects could
be seamlessly inserted into the source image without affecting the original source
image’s content. For instance, when adding a “picnic mat” to a photo of a cat,
FlexEdit automatically puts the mat on the ground and under the cat. It is
layered well to seamlessly blend into the image context.
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     (c)
P2P

       (a)
Src Image

     (b)
FlexEdit

     (d)
MasaCtrl

     (e)
PlugPlay

           (f)
Pix2PixZero

            (g)
DDS

            (h)
   EDICT

            (i)
InstructPix2Pix

A cup of coffee and a moon over the ocean-> A cup of coffee and a astronaut over the ocean

A butterfly on a leaf in the garden-> A parrot on a leaf in the garden

A photo of a boat in front of house -> A photo of a car in front of house

A squirrel is sitting on top of a wooden fence-> A rabbit is sitting on top of a wooden fence

A white bulldog is walking on the grass-> A white rat is walking on the grass

Bamboo bonsai plant and notebook on white table -> Bamboo bonsai plant and calendar on white table

A white table with four chairs and flowers-> A white table with four chairs and dog

A tiger swimming in a pond of green algae -> A dog swimming in a pond of green algae

A hand holds a hot dog while a little girl stands near-> A hand holds a sandwich while a little 
girl stands near

Fig. 9: Visualization for comparison of editing results in object replacement task.
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       (a)
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     (b)
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     (d)
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     (e)
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           (f)
Pix2PixZero

            (g)
DDS

            (h)
   EDICT

            (i)
InstructPix2Pix

An empty white train is sitting at a station-> A small dog sits next to an empty white train …

A photo of a wavy wooden bench at night on a marble …-> … wooden bench with a cat on the seat at …

An elephant is carrying some plants in its tusk-> … elephant with a red bow on its head is carrying …

A large trash can filled with items -> … filled with items and soda cans inside the suitcase

A pink unicorn is walking around in the grassy mountain -> A pink unicorn is walking near a river in the …

A beautiful garden-> A beautiful garden with balloons

A train crosses as a bunch of gathered vehicles watch> … gathered vehicles and a helicopter watch

A digital art of a woman in a dress surrounded by dark roses-> … dark roses and snakes

A bunch of oranges sitting on top of a wooden table -> … oranges and a glass of water sitting on …

Fig. 10: Visualization for comparison of editing results in object addition task.
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A cat is laying inside a suitcase with a blue …-> A cat is laying inside an empty suitcase with a blue …

A crowd of people standing on snow covered ground-> Snow covered ground with no people

A lion in a suit sitting at a table with a laptop-> A lion in a suit sitting at a table with a laptop 

A teddy bear sitting on a box with a rose-> A teddy bear sitting on a box with a rose

A painting of a dog in the forest-> A painting of a dog in the forest

A poster of a bus driving down a road … -> A poster of a bus driving down a road …

A seal pup on the beach -> A seal pup on the beach

A girl with … is standing in front of castles-> A girl with … is standing in front of castles

Two boats are docked on the shore of a lake-> two boats are docked on the shore of a lake

Fig. 11: Visualization for comparison of editing results in object removal task.
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→

→

→

→

→

Source Image Edited Images

… turtle …

… turtle …

… pears …

… piano …

… giraffe …

… pineapples … … parrot … … lion … … bear … … avocado …

… cat … … dog … … monkey … … lion … … bird …

… pineapples … … oranges … … drums … … banana … … apples …

… pineapple … … pear … … lion … … drums … … apple …

… boat … … cat … … monkey … … tiger … … turtle …

→

… bag … … painting … … bicycles … … laptop … … clock … … book …

Fig. 12: Visualization results of FlexEdit in achieving flexible shape transformation
for synthesis object replacement.
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Source Image
Edited Images

… (basket of) 
apples …

… (basket of) 
a chicken …

… (basket of) 
flowers …

… (basket of) 
monkeys …

… (basket of) 
books …

… bear … … fox … … duck … … dear … … chicken …

… bird … … duck … … monkey … … bag … … rabbit …

… cat … … laptop … … wolf … … hat … … pig …

… dog … … rabbit … … wolf … … horse … … chicken …

Fig. 13: Visualization results of FlexEdit in achieving flexible shape transformation
for real object replacement.
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Leftmost Rightmost

→ Edited 
Images

Source Images

… turtle …

… rabbit …

… frog …

… parrot …

… pig …

… cat …

Center

Fig. 14: Visualization results of FlexEdit in achieving controllable object replacement
with varying position.
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→ Edited 
Images

Source Images

… dog …

… boat …

… lion …

… chicken …

… monkey …

… duck …

0.5x 2x1x

Smaller Larger

Fig. 15: Visualization results of FlexEdit in achieving controllable object replacement
with varying size.
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Source Image

Edited Images
+ volleyball net

+ picnic mat

+ suitcase

+ beach ball

+ picnic mat

+ picnic cooler

+ squirrel

+ kangaroo

+ skateboard

+ bear

+ pig

+ squirrel

+ skateboard

+ flowers

+ monkey

+ picnic mat

+ skateboard

+ picnic cooler

Fig. 16: Visualization results of FlexEdit in achieving mask-free object addition.
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Table 5: Our full prompt for prompting Zephyr model to extract relevant editing
information for constructing MagicO and PiebenchO.

# Your Role: You are a friendly chatbot who always responds
in the style of programmer

## Scenario 1: Prompt designed to extract relevant editing
information given editing instruction for object
replacement.

- User Prompt: "Given the Instruction: {instruction} for
object replacement in image editing task. Return in the
following string format without any further explanation:
A-B where A is the source object and B is the target
object ."

## Scenario 2: Prompt designed to extract relevant editing
information given editing instruction for object removal.

- User prompt: "Given the Instruction: ‘{instruction}’ for
object removal in image editing task. Return in the
following string format without any further explanation:
A-B where A is the source object to be removed and B is
None."

## Scenario 3: Prompt designed to extract relevant editing
information given editing instruction for object
addition.

- User prompt: "Given the Instruction: {instruction} for
object adding in image editing task. Return in the
following string format without any further explanation:
A-B where A is the new object being added , and B is the
specified position of where to add object , if there is
no position being mentioned , B is None."
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