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#### Abstract

In this paper, we consider the inverse scattering problem associated with an anisotropic medium with a conductive boundary. We will assume that the corresponding far-field pattern is known/measured and we consider two inverse problems. First, we show that the far-field data uniquely determines the boundary coefficient. Next, since it is known that anisotropic coefficients are not uniquely determined by this data we will develop a qualitative method to recover the scatterer. To this end, we study the so-called monotonicity method applied to this inverse shape problem. This method has recently been applied to some inverse scattering problems but this is the first time it has been applied to an anisotropic scatterer. This method allows one to recover the scatterer by considering the eigenvalues of an operator associated with the far-field operator. We present some simple numerical reconstructions to illustrate our theory in two dimensions. For our reconstructions, we need to compute the adjoint of the Herglotz wave function as an operator mapping into $H^{1}$ of a small ball.
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## 1 Introduction

Here, we will study the inverse shape problem of recovering the scatterer as well as the inverse boundary parameter problem from given far-field data. For the inverse shape problem, we analyze the monotonicity method for reconstructing an anisotropic medium with a conductive boundary. The monotonicity method is a qualitative reconstruction scheme for the unknown region that is comparable to the so-called linear sampling [11, 16] and factorization methods [29, 30. This is do to the fact that each method derives an imaging function that requires the eigenvalue(or singular) value decomposition of an operator associated with the known/measured far-field operator. The monotonicity method does not require us to have any restriction on the wave number i.e. valid even at transmission eigenvalues(see for e.g. [6, 12, 28, 34]). This is not true for the linear sampling and factorization methods but here we need to assume we know the sign of the anisotropic contrast. Our main contribution will be to study the application of the monotonicity method for an anisotropic material with a conductive boundary on an unbounded domain. This problem has not been studied before and will require original analysis to complete. Indeed, one of the main calculations needed to apply the monotonicity method to an anisotropic scatterer is to compute the adjoint of the Herglotz wave function as an operator mapping into $L^{2}\left(\mathbb{S}^{d-1}\right) \rightarrow H^{1}(B(z, \epsilon))$. Here $B(z, \epsilon)$ denotes the 'sampling ball' at the 'sampling point' $z \in \mathbb{R}^{d}$. The main result of this paper states that for a known operator associated with the measurements only has finitely many negative eigenvalues provided that the sampling ball is contained in the scatterer. This gives us a way to recover the
scatterer via computing the eigenvalues of a known operator with little a priori information on the geometry. Since the imaging function is given by computing the eigenvalues of known operators, this would imply stability by the continuity of the spectrum.

Here the conductive boundary condition is modeled by a Robin condition that states the normal/co-normal derivative of the total field has a jump across the boundary of the scatterer that is proportional to the total field. We remark that this is different from the model presented in [5] but was recently studied in [28, 34]. The aforementioned papers consider the associated transmission eigenvalue problem. We wish to fill the current gap in knowledge i.e. to study the associated inverse problems for this model. For this model, we will need to derive a factorization of the far-field operator. See [31] for a a factorization of the far-field operator with no conductivity parameter. We note that our analysis is still valid for the case when there is no conductive boundary parameter. This is then used in conjunction with the main result in $[18$ to derive a monotonicity method. In 18 the authors give a theoretical blueprint for applying the monotonicity method to inverse scattering problems. This method has been studied in 20 for other inverse media scattering problems as well as in (1) for some inverse obstacle scattering problems. The monotonicity method has been used in shape reconstruction for the $p$-Laplace [3], electrical impedance tomography [23] as well as other models/configurations see for e.g. [2, 8, 17, 22, 33]. This paper adds to the growing literature on the monotonicity method applied to many imaging modalities.

The rest of the paper is organized as follows: In Section 2 , we formulate the direct and inverse scattering problem for an anisotropic material with a conductive boundary. Next, in Section 3 we study the uniqueness of the inverse parameter problem for determining the boundary parameter. We are able to prove that the far-field pattern uniquely determines the boundary parameter. In section 4. we decompose the far-field operator into a symmetric factorization, this is necessary for the use of the monotonicity method. Once an an appropriate factorization is derived, in Section 5 we provide an explanation on how to apply the monotonicity method to this problem given our factorization of the far field operator using the theory developed in [18. Finally, in Section 6] we provide numerical examples to validate our theoretical results.

## 2 Formulation of the Problem

We start by discussing the direct scattering problem for an anisotropic material with a conductive boundary. Let $D \subset \mathbb{R}^{d}$ for $d=2$ or 3 be a simply connected open set with Lipschitz boundary $\partial D$, where $\nu$ represents the unit outward normal vector. The region $D$ denotes the scatterer that we illuminate with an incident plane wave $u^{i}:=\mathrm{e}^{\mathrm{i} k x \cdot \hat{y}}$ such that $k>0$ is the wave number and $\hat{y} \in \mathbb{S}^{d-1}$ denotes the incident direction. We assume that we have a symmetric matrix-valued function $A(x) \in \mathscr{C}^{1}\left(\bar{D}, \mathbb{C}^{d \times d}\right)$ that is uniformly positive definite in $D$ satisfying

$$
\bar{\xi} \cdot \operatorname{Re}(A(x)) \xi \geq A_{\min }|\xi|^{2} \quad \text { and } \quad \bar{\xi} \cdot \operatorname{Im}(A(x)) \xi \leq 0 \quad \text { for a.e. } x \in D \text { and } \xi \in \mathbb{C}^{d}
$$

where $A_{\min }$ is a positive constant. We also assume that the refractive index $n(x) \in L^{\infty}\left(\mathbb{R}^{d}\right)$ satisfies

$$
\operatorname{Im}(n(x)) \geq 0 \quad \text { for a.e. } x \in D
$$

We assume that the parameters $A(x)$ and $n(x)$ for an anisotropic material satisfy

$$
A(x)=I \quad \text { and } \quad n(x)=1 \quad \text { for } x \in \mathbb{R}^{d} \backslash \bar{D}
$$

We also consider the conductivity parameter $\eta \in L^{\infty}(\partial D)$, with the condition

$$
\operatorname{Im}(\eta(x)) \geq 0 \quad \text { for a.e. } x \in \partial D
$$

We have that the direct scattering problem for an anisotropic material with a conductive boundary condition is formulated as follows: find $u^{s} \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ such that

$$
\begin{array}{rlrl}
\Delta u^{s}+k^{2} u^{s} & =0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{D} \quad \text { and } \quad \nabla \cdot A \nabla u+k^{2} n u=0 & & \text { in } D \\
\left(u^{s}+u^{i}\right)^{+} & =u^{-} \quad & \text { and } \quad \partial_{\nu}\left(u^{s}+u^{i}\right)^{+}=\nu \cdot A \nabla u^{-}-\eta u &  \tag{2}\\
\text { on } \partial D
\end{array}
$$

where $u=u^{s}+u^{i}$ denotes the total field. Here the superscripts + and - demonstrate approaching the boundary from the outside and inside of $D$, respectively. To close the system, we assume that the scattered field satisfies the radiation condition

$$
\begin{equation*}
\partial_{r} u^{s}-\mathrm{i} k u^{s}=\mathcal{O}\left(\frac{1}{r^{(d+1) / 2}}\right) \quad \text { as } \quad r \rightarrow \infty \tag{3}
\end{equation*}
$$

uniformly with respect to $\hat{x}=\frac{x}{r}$ where $r=|x|$. With the above assumptions on the coefficients we can prove well-posedness of $\sqrt{1}-(2)$ along with the radiation condition. This can be done in a similar manner to the analysis in [4] where a variational formulation of (1)-(2) for the scattered field $u^{s}$ is used to study the system.

We are interested in recovering the scatterer $D$ and/or the boundary parameter $\eta$ from measured far-field data. To this end, recall that the asymptotic expansion of the scattering field $u^{s}(\cdot, \hat{y})$ has the form

$$
u^{s}(x, \hat{y})=\gamma_{d} \frac{\mathrm{e}^{\mathrm{i} k|x|}}{|x|^{\frac{d-1}{2}}}\left\{u^{\infty}(\hat{x}, \hat{y})+\mathcal{O}\left(\frac{1}{|x|}\right)\right\}
$$

where $\gamma_{d}$ is given by

$$
\gamma_{2}=\frac{\mathrm{e}^{\mathrm{i} \pi / 4}}{\sqrt{8 \pi k}} \quad \text { and } \quad \gamma_{3}=\frac{1}{4 \pi} .
$$

Here we let $\hat{x}=x /|x|$ and $u^{\infty}(\hat{x}, \hat{y})$ is the corresponding far-field pattern associated with (1)-(2), which is dependent on the incident direction $\hat{y}$ and the observation direction $\hat{x}$. Due to the fact that $u^{s}$ is a radiating solution to the Helmholtz equation in $\mathbb{R}^{d} \backslash \bar{D}$ we have that it can be written using Green's representation formula [10]. Therefore, we have that the far-field pattern has the following integral representation

$$
u^{\infty}(\hat{x}, \hat{y})=-\int_{\partial \Omega} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z} \partial_{\nu} u^{s}-u^{s} \partial_{\nu} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z} \mathrm{~d} s(z)
$$

for any region $\Omega$ such that $\bar{D} \subseteq \Omega$. With the far-field pattern, we now define the far-field operator $F: L^{2}\left(\mathbb{S}^{d-1}\right) \longrightarrow L^{2}\left(\mathbb{S}^{d-1}\right)$ as

$$
(F g)(\hat{x}):=\int_{\mathbb{S}^{d-1}} u^{\infty}(\hat{x}, \hat{y}) g(\hat{y}) \mathrm{d} s(\hat{y}) \quad \text { where } g \in L^{2}\left(\mathbb{S}^{d-1}\right)
$$

It is well known that the far-field operator $F$ is compact.
We are interested in the inverse problem of recovering $D$ from the given the far-field data. The main goal is to apply the monotonicity method to perform this reconstruction of $D$, given we have the far-field data. Another inverse problem that we will consider is the uniqueness for recovering the boundary parameter $\eta$ from the known far-field data.

## 3 Uniqueness of the Inverse Parameter Problem

In this section, we show that the far-field pattern uniquely determines the boundary parameter $\eta$ provided that $D$ is known. In general, the anisotropic material parameter $A$ is not uniquely recovered by the far-field pattern(see for e.g. [21]). Therefore, we will consider a qualitative method to recover $D$ in the preceding section. Here we will prove a uniqueness result for the inverse boundary parameter problem. We are considering the injectivity of the mapping

$$
\eta \in L^{\infty}(\partial D) \longmapsto u^{\infty}(\hat{x}, \hat{y}) \in L^{2}\left(\mathbb{S}^{d-1} \times \mathbb{S}^{d-1}\right)
$$

To this end, in addition to the assumption on $\eta$ in Section 2, we assume that

$$
\begin{equation*}
\varphi \in H_{0}^{1}(D) \quad \text { satisfies } \quad \nabla \cdot A \nabla \varphi+k^{2} n \varphi=0 \text { in } D \quad \text { implies } \varphi=0 \quad \text { a.e. in } D \tag{4}
\end{equation*}
$$

and we need a density result as in [13, 15]. Notice, that (4) is true for all $k \in \mathbb{R}$ provided that $A$ and $n$ are complex-valued.

Lemma 3.1. Under the assumption (4), the set

$$
\mathcal{U}:=\left\{\left.u(\cdot, \hat{y})\right|_{\partial D}: u \text { is the total field of (1)-2 for } \hat{y} \in \mathbb{S}^{d-1}\right\}
$$

is dense in $L^{2}(\partial D)$.
Proof. To prove the claim, we will show that $\mathcal{U}^{\perp}$ is trivial. For any $\phi \in \mathcal{U}^{\perp}$ and let $p \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ be the unique radiating solution of

$$
\begin{array}{rlll}
\Delta p+k^{2} p=0 & \text { in } \mathbb{R}^{d} \backslash \bar{D} & \text { and } \quad \nabla \cdot A \nabla p+k^{2} n p=0 & \text { in } D \\
p^{+}=p^{-} & \text {and } & \partial_{\nu} p^{+}-\nu \cdot A \nabla p^{-}+\eta p=\phi & \text { on } \partial D .
\end{array}
$$

If $u$ is the total field of (1)-22, from the boundary conditions, we have that

$$
\int_{\partial D} p \partial_{\nu} u^{+}-u \partial_{\nu} p^{+} \mathrm{d} s=\int_{\partial D} p\left(\nu \cdot A \nabla u^{-}\right)-u\left(\nu \cdot A \nabla p^{-}\right)-u \phi \mathrm{~d} s
$$

Notice that from Green's 2nd identity and the symmetry of $A$,

$$
\int_{\partial D} p\left(\nu \cdot A \nabla u^{-}\right)-u\left(\nu \cdot A \nabla p^{-}\right) \mathrm{d} s=\int_{D} \nabla p \cdot A \nabla u-\nabla u \cdot A \nabla p \mathrm{~d} x=0
$$

Therefore, combining the above two equations, we have that

$$
\int_{\partial D} p \partial_{\nu} u^{+}-u \partial_{\nu} p^{+} \mathrm{d} s=-\int_{\partial D} u \phi \mathrm{~d} s=0
$$

that is,

$$
\int_{\partial D} p \partial_{\nu} u^{i}-u^{i} \partial_{\nu} p^{+} \mathrm{d} s=\int_{\partial D} u^{s} \partial_{\nu} p^{+}-p \partial_{\nu} u^{s} \mathrm{~d} s
$$

Applying Green's 2 nd identity to $u^{s}$ and $p$ in $B_{R} \backslash \bar{D}$ where $B_{R}$ is the ball of radius $R>0$ centered at the origin and containing $D$ in its interior, we have

$$
\int_{\partial D} u^{s} \partial_{\nu} p^{+}-p \partial_{\nu} u^{s} \mathrm{~d} s=-\int_{B_{R}} u^{s} \partial_{\nu} p-p \partial_{\nu} u^{s} \mathrm{~d} s \rightarrow 0 \quad \text { as } \quad R \rightarrow \infty
$$

since $u^{s}$ and $p$ are satisfy the radiation condition (3). Thus,

$$
\begin{equation*}
\int_{\partial D} p \partial_{\nu} u^{i}-u^{i} \partial_{\nu} p^{+} \mathrm{d} s=0 \tag{5}
\end{equation*}
$$

Recall, that the fundamental solution $\Phi(x, y)$ of the Helmholtz equation is given by

$$
\begin{equation*}
\Phi(x, y)=\frac{\mathrm{i}}{4} H_{0}^{(1)}(k|x-y|) \text { for } d=2 \quad \text { and } \quad \Phi(x, y)=\frac{\mathrm{e}^{\mathrm{i} k|x-y|}}{4 \pi|x-y|} \text { for } d=3 \tag{6}
\end{equation*}
$$

where $H_{0}^{(1)}$ is the Hankel function of the first kind and of order 0. Now, consider the incident field $u^{i}(x,-\hat{y})=\mathrm{e}^{-\mathrm{i} k x \cdot \hat{y}}$ which is the far field pattern of $\Phi(y, x)$. From the Green's representation formula(see for e.g. [10]),

$$
p(y)=\int_{\partial D} p \partial_{\nu} \Phi(\cdot, y)-\partial_{\nu} p^{+} \Phi(\cdot, y) \mathrm{d} s \quad \text { for } \quad y \in \mathbb{R}^{d} \backslash \bar{D}
$$

This implies that left-hand side of (5) represents the far-field pattern $p^{\infty}(\hat{y})$ of the function $p(y)$. Since $p^{\infty}(\hat{y})=0$ from (5), we obtain that $p(y)$ vanishes in $\mathbb{R}^{d} \backslash \bar{D}$ by Rellich's lemma(see for e.g. [10]). This implies that $p^{-}=0$ on $\partial D$. By assumption (4), we conclude that $p \equiv 0$ in $D$ which completes the proof.

We showed the density of the set $\mathcal{U}$ in $L^{2}(\partial D)$. With this, we will show that the far-field pattern uniquely determines the boundary parameter under the same assumption as in Lemma 3.1.

Theorem 3.1. Under the assumption (4), the knowledge of the far-field pattern $u^{\infty}(\hat{x}, \hat{y})$ for all $\hat{x}$ and $\hat{y} \in \mathbb{S}^{d-1}$ uniquely determines the boundary parameter $\eta \in L^{\infty}(\partial D)$.

Proof. Let us denote $u_{j}(\cdot, \hat{y})$ as the total field to $\sqrt{1}-2$ with the boundary parameter $\eta$ replaced by $\eta_{j}$ for each $j=1,2$, and let $u_{j}^{s}$ be the corresponding scattered field. Assuming that the far-field patterns of $u_{1}^{\infty}(\hat{x}, \hat{y})=u_{2}^{\infty}(\hat{x}, \hat{y})$ for all $\hat{x}$ and $\hat{y} \in \mathbb{S}^{d-1}$. Then by Rellich's lemma we have that $u_{1}^{s}(x, \hat{y})=u_{2}^{s}(x, \hat{y})$ for all $x \in \mathbb{R}^{d} \backslash \bar{D}$ and $\hat{y} \in \mathbb{S}^{d-1}$, which implies that $u_{1}(\cdot, \hat{y})=u_{2}(\cdot, \hat{y})$ on $\partial D$. With assumption (4), $u_{1}(\cdot, \hat{y})$ and $u_{2}(\cdot, \hat{y})$ coincide in $\mathbb{R}^{d}$.

Now, let us denote $u_{1}$ and $u_{2}$ by $u$. From the boundary condition,

$$
0=\partial_{\nu} u^{+}-\nu \cdot A \nabla u^{-}+\eta_{1} u=\partial_{\nu} u^{+}-\nu \cdot A \nabla u^{-}+\eta_{2} u \text { on } \partial D .
$$

Then, $\left(\eta_{1}-\eta_{2}\right) u(\cdot, \hat{y})=0$ on $\partial D$. Since $\left(\eta_{1}-\eta_{2}\right) \in L^{\infty}(\partial D) \subset L^{2}(\partial D)$, it follows from Lemma 3.1 that $\eta_{1}=\eta_{2}$ a.e. on $\partial D$.

With this result, we know that the inverse boundary parameter problem is unique with respect to the data. In the following section we will solve the inverse shape problem i.e. recover the unknown scatterer $D$ from the given far-field pattern/operator.

## 4 Factorization of Far Field Operator

In order to utilize the monotonicity method for reconstructing the region $D$, we will first need to obtain a symmetric factorization of the far-field operator. To this end, motivated by the original direct scattering problem (1)-22, we consider the problem of finding $u \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ for any given $v \in H^{1}(D)$ such that

$$
\begin{align*}
\nabla \cdot A \nabla u+k^{2} n u=\nabla \cdot(I-A) \nabla v+k^{2}(1-n) v & \text { in } \mathbb{R}^{d} \backslash \partial D  \tag{7}\\
u^{+}-u^{-}=0 \quad & \text { and } \quad \partial_{\nu} u^{+}-\nu \cdot A \nabla u^{-}=\nu \cdot(A-I) \nabla v-\eta(u+v)
\end{aligned} \begin{aligned}
& \text { on } \partial D  \tag{8}\\
& \partial_{r} u-\mathrm{i} k u=\mathcal{O}\left(\frac{1}{r^{(d+1) / 2}}\right)
\end{aligned} \begin{aligned}
& \text { as } r \rightarrow \infty
\end{align*}
$$

Note that $I-A$ and $1-n$ are supported in $D$. This system is equivalent to (1)-(2) when you use the fact the incident field solves the Helmholtz equation in all of $\mathbb{R}^{d}$. The variational formulation for the above system is given by

$$
\begin{align*}
-\int_{B_{R}} A \nabla u \cdot \nabla \bar{\phi}-k^{2} n u \bar{\phi} \mathrm{~d} x & +\int_{\partial B_{R}} \bar{\phi} \Lambda_{k} u \mathrm{~d} s \\
& =\int_{D} \nabla \bar{\phi} \cdot(A-I) \nabla v-k^{2}(n-1) v \bar{\phi} \mathrm{~d} x-\int_{\partial D} \bar{\phi} \eta(u+v) \mathrm{d} s \tag{9}
\end{align*}
$$

for all $\phi \in H^{1}\left(B_{R}\right)$, where $B_{R}$ is the open ball of radius $R$ such that $\bar{D} \subset B_{R}$. Here we let

$$
\Lambda_{k}: H^{1 / 2}\left(B_{R}\right) \longrightarrow H^{-1 / 2}\left(B_{R}\right)
$$

denote the Dirichlet to Neumann map on $\partial B_{R}$ for the radiating solution to the Helmholtz equation on the exterior of $B_{R}$, defined as

$$
\Lambda_{k} f=\left.\partial_{\nu} \varphi\right|_{\partial B_{R}} \quad \text { where } \quad \Delta \varphi+k^{2} \varphi=0 \text { in } \mathbb{R}^{d} \backslash \overline{B_{R}} \quad \text { and }\left.\quad \varphi\right|_{\partial B_{R}}=f
$$

along with the radiation condition (3). From Theorem 5.22 of [9] we know that $\Lambda_{k}$ is a bounded linear operator. This is a direct consequence of the well-posedness of the above Dirichlet problem along with the (Neumann) Trace Theorem.

To get an initial factorization of $F$ we first define the source to far-field pattern operator

$$
\begin{equation*}
G: H^{1}(D) \longrightarrow L^{2}\left(\mathbb{S}^{d-1}\right) \quad \text { given by } \quad G v=u^{\infty} \tag{10}
\end{equation*}
$$

where $u \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ is the unique solution to (7)-8) for a given $v \in H^{1}(D)$. Next we define the bounded linear operator

$$
\begin{equation*}
H: L^{2}\left(\mathbb{S}^{d-1}\right) \longrightarrow H^{1}(D) \quad \text { given by } \quad(H g)(x)=\left.\int_{\mathbb{S}^{d-1}} \mathrm{e}^{\mathrm{i} k x \cdot \hat{y}} g(\hat{y}) \mathrm{d} s(\hat{y})\right|_{D} \tag{11}
\end{equation*}
$$

By the superposition principle, we have that the far-field operator associated with $\sqrt[1]{1}-(2)$ is given by $F=G H$. In order to use the monotonicity method, we need to have a symmetric factorization of far-field operator. To achieve this, we compute the adjoint of the operator $H$.
Theorem 4.1. The operator $H^{*}: H^{1}(D) \longrightarrow L^{2}\left(\mathbb{S}^{d-1}\right)$ is given by

$$
H^{*} f=-w^{\infty} \quad \text { for all } \quad f \in H^{1}(D)
$$

where $w^{\infty}$ is the far-field pattern for the unique radiating solution $w$ that satisfies

$$
\begin{equation*}
-\int_{B_{R}} \nabla w \cdot \nabla \bar{\phi}-k^{2} w \bar{\phi} \mathrm{~d} x+\int_{\partial B_{R}} \bar{\phi} \Lambda_{k} w \mathrm{~d} s=(f, \phi)_{H^{1}(D)} \tag{12}
\end{equation*}
$$

for all $\phi \in H^{1}\left(B_{R}\right)$.
Proof. To prove the claim, we let $\psi=H g$ be extended for all $x \in \mathbb{R}^{d}$. Then we have that

$$
\left(H^{*} f, g\right)_{L^{2}\left(\mathbb{S}^{d-1}\right)}=(f, H g)_{H^{1}(D)}=-\int_{B_{R}} \nabla w \cdot \nabla \bar{\psi}-k^{2} w \bar{\psi} \mathrm{~d} x+\int_{\partial B_{R}} \bar{\psi} \partial_{\nu} w \mathrm{~d} s
$$

Using Green's 1st Identity and along with the fact that $\psi$ is a solution to the Helmholtz equation in $\mathbb{R}^{d}$ we now obtain

$$
\begin{aligned}
\left(H^{*} f, g\right)_{L^{2}\left(\mathbb{S}^{d-1}\right)} & =\int_{B_{R}} w \overline{\left(\Delta \psi+k^{2} \psi\right)} \mathrm{d} x+\int_{\partial B_{R}} \bar{\psi} \partial_{\nu} w-w \partial_{\nu} \bar{\psi} \mathrm{d} s \\
& =\int_{\partial B_{R}} \bar{\psi} \partial_{\nu} w-w \partial_{\nu} \bar{\psi} \mathrm{d} s \\
& =\int_{\mathbb{S}^{d-1}} \overline{g(\hat{y})}\left[\int_{\partial B_{R}} \mathrm{e}^{-\mathrm{i} k x \cdot \hat{y}} \partial_{\nu} w-w \partial_{\nu} \mathrm{e}^{-\mathrm{i} k x \cdot \hat{y}} \mathrm{~d} s(x)\right] \mathrm{d} s(\hat{y}) \\
& =-\int_{\mathbb{S}^{d-1}} \overline{g(\hat{y})} w^{\infty}(\hat{y}) \mathrm{d} s(\hat{y})=\left(-w^{\infty}, g\right)_{L^{2}\left(\mathbb{S}^{d-1}\right)}
\end{aligned}
$$

This implies that $H^{*} f=-w^{\infty}$, proving the claim.
Now that we have the adjoint of our operator $H$, we proceed as is done in [14, 27] to show that $G=-H^{*} T$, for some operator $T$. To this end, from (7) we have that

$$
\Delta u+k^{2} u=\nabla \cdot(I-A) \nabla(u+v)+k^{2}(1-n)(u+v) \quad \text { in } \mathbb{R}^{d} \backslash \partial D
$$

where $u \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ is the solution of $\sqrt{7}$ - $\sqrt{8}$ for any given $v \in H^{1}(D)$. The corresponding variational form is given by

$$
\begin{align*}
-\int_{B_{R}} \nabla u \cdot \nabla \bar{\phi} & -k^{2} u \bar{\phi} \mathrm{~d} x+\int_{\partial B_{R}} \bar{\phi} \Lambda_{k} u \mathrm{~d} s \\
& =\int_{D} \nabla \bar{\phi} \cdot(A-I) \nabla(u+v)-k^{2}(n-1)(u+v) \bar{\phi} \mathrm{d} x-\int_{\partial D} \bar{\phi} \eta(u+v) \mathrm{d} s \tag{13}
\end{align*}
$$

for any $\phi$. By wellposedness of the direct scattering problem, we have that $v \longmapsto u$ is a bounded linear mapping. With this fact we can use the Riesz Representation Theorem on the right hand side of the variational form which implies that there exists a bounded linear operator $T$ : $H^{1}(D) \longrightarrow H^{1}(D)$ such that for all $v \in H^{1}(D)$

$$
\begin{equation*}
(T v, \phi)_{H^{1}(D)}=\int_{D} \nabla \bar{\phi} \cdot(A-I) \nabla(u+v)-k^{2}(n-1)(u+v) \bar{\phi} \mathrm{d} x-\int_{\partial D} \bar{\phi} \eta(u+v) \mathrm{d} s \tag{14}
\end{equation*}
$$

It is clear by $\sqrt{13}$, that we have

$$
-\int_{B_{R}} \nabla u \cdot \nabla \bar{\phi}-k^{2} u \bar{\phi} \mathrm{~d} x+\int_{\partial B_{R}} \bar{\phi} \Lambda_{k} u \mathrm{~d} s=(T v, \phi)_{H^{1}(D)}
$$

By appealing to the definition of $G$ and $H^{*}$ as defined in 10 and 12 we have that

$$
u^{\infty}=G v \quad \text { and } \quad u^{\infty}=-H^{*} T v \quad \text { for any } v \in H^{1}(D)
$$

which implying $G=-H^{*} T$. Now, recalling that we have the initial factorization $F=G H$, which implies the desired symmetric factorization $F=-H^{*} T H$.

Lemma 4.1. The far-field operator $F: L^{2}\left(\mathbb{S}^{d-1}\right) \longrightarrow L^{2}\left(\mathbb{S}^{d-1}\right)$ for the scattering problem (1)-2) has the factorization $F=-H^{*} T H$.

With this result we have the factorization required to apply the theory of the monotonicity method to our inverse problem. In the next section we will develop the required theoretical results. This will require us to study the analytical properties of the operators $H$ and $T$ that are used to factorize the far-field operator.

## 5 The Monotonicity Method

In this section, we connect the support of the scattering object $D$ to the spectrum of an operator associated with the far-field operator $F$. We recall the symmetric factorization of the far-field operator $F=-H^{*} T H$, this factorization is important for applying the theory of the monotonicity method. We now provide the following definition that will give some background for our analysis going forward.

Definition 5.1. Let $A, B$ be self-adjoint compact operators on a Hilbert space. We write

$$
A \leq_{\text {fin }} B
$$

If $B-A$ had finitely many negative eigenvalues.
The main result of the monotonicity method that we will employ here is given in Theorem 4.2 of [18]. This result outlines how the number of negative eigenvalues of an operator associated with the far-field operator will increase provided that the sampling point is in the interior of the scatterer $D$. For completeness we state a version of Theorem 4.2 in [18 for our setting.

Theorem 5.1. (Theorem 4.2 of [18]) Assume we have compact operators $\mathcal{F}_{j}: \mathbb{Y} \rightarrow \mathbb{Y}$ acting on the Hilbert space $\mathbb{Y}$ with factorizations

$$
\mathcal{F}_{j}=H_{j}^{*} T_{j} H_{j} \quad \text { such that } \quad H_{j}: \mathbb{Y} \rightarrow \mathbb{X}_{j} \quad \text { and } \quad T_{j}: \mathbb{X}_{j} \rightarrow \mathbb{X}_{j}
$$

with $T_{j}$ and $H_{j}$ being bounded linear operators with Hilbert spaces $\mathbb{X}_{j}$ for $j=1$ and 2.

1. Assume that
(a) $\operatorname{Re}\left(T_{1}\right)$ is the sum of a positive coercive operator and self-adjoint compact operator.
(b) There exists a compact operator $R: \mathbb{X}_{1} \rightarrow \mathbb{X}_{2}$ such that $H_{2}=R H_{1}$.

$$
\text { Then we have that } \operatorname{Re}\left(\mathcal{F}_{2}\right) \leq_{\text {fin }} \operatorname{Re}\left(\mathcal{F}_{1}\right)
$$

## 2. Assume that

(a) $\operatorname{Re}\left(T_{2}\right)$ is the sum of a positive coercive operator and self-adjoint compact operator.
(b) $\operatorname{Ran}\left(H_{1}^{*}\right) \cap \operatorname{Ran}\left(H_{2}^{*}\right)=\{0\}$ where $\operatorname{Dim}\left(\operatorname{Ran}\left(H_{2}^{*}\right)\right)=\infty$.

Then we have that $\operatorname{Re}\left(\mathcal{F}_{2}\right) \not \not_{\text {fin }} \operatorname{Re}\left(\mathcal{F}_{1}\right)$.
We note that the real part of a compact operator $\mathcal{F}: \mathbb{Y} \rightarrow \mathbb{Y}$ is given by

$$
\operatorname{Re}(\mathcal{F})=\frac{1}{2}\left(\mathcal{F}+\mathcal{F}^{*}\right)
$$

Notice, that this is always a self-adjoint compact operator. To apply the above result to our problem we first notice we already have the needed factorization $F=-H^{*} T H$. The next thing to accomplish is to show that $\pm \operatorname{Re}(T)$ is the sum of a positive coercive operator and self-adjoint compact operator where $T$ is defined by (14).

Going forward, we want to prove that we can apply the monotonicity method result under the analytical assumption that

$$
\operatorname{Re}(A)-I>0 \quad \text { uniformly in } D
$$

or for some constant $\alpha>0$

$$
I-\operatorname{Re}(A)-\alpha \operatorname{Im}(A)>0 \quad \text { uniformly in } D \text { and } \operatorname{Re}(A)-\frac{1}{\alpha} \operatorname{Im}(A) \geq 0 \quad \text { in } D
$$

The notation $M>0(M \geq 0)$ denotes that the matrix $M$ is a positive definite (semi-positive definite) matrix. With this in mind we will prove that the operator $T$ has the desired properties to apply the above result.

Recall, the definition of the operator $T: H^{1}(D) \longrightarrow H^{1}(D)$ for any $v \in H^{1}(D)$

$$
(T v, \phi)_{H^{1}(D)}=\int_{D} \nabla \bar{\phi} \cdot(A-I) \nabla(u+v)-k^{2}(n-1)(u+v) \bar{\phi} \mathrm{d} x-\int_{\partial D} \bar{\phi} \eta(u+v) \mathrm{d} s
$$

where $u \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ satisfies the auxiliary problem 7 with $v \in H^{1}(D)$ given. Therefore, we have that for any $v_{j}$ there exists a unique $u_{j}$ that satisfies the variational formulation for $j=1$ and 2. By definition we have that

$$
\begin{aligned}
\left(T v_{1}, v_{2}\right)_{H^{1}(D)}= & \int_{D} \nabla \overline{v_{2}} \cdot(A-I) \nabla\left(u_{1}+v_{1}\right)-k^{2}(n-1)\left(u_{1}+v_{1}\right) \overline{v_{2}} \mathrm{~d} x-\int_{\partial D} \overline{v_{2}} \eta\left(u_{1}+v_{1}\right) \mathrm{d} s \\
= & \int_{D} \nabla \overline{\left(u_{2}+v_{2}\right)} \cdot(A-I) \nabla\left(u_{1}+v_{1}\right)-k^{2}(n-1)\left(u_{1}+v_{1}\right) \overline{\left(u_{2}+v_{2}\right)} \mathrm{d} x \\
& -\int_{D} \nabla \overline{u_{2}} \cdot(A-I) \nabla\left(u_{1}+v_{1}\right)-k^{2}(n-1)\left(u_{1}+v_{1}\right) \overline{u_{2}} \mathrm{~d} x \\
& -\int_{\partial D} \overline{\left(u_{2}+v_{2}\right)} \eta\left(u_{1}+v_{1}\right) \mathrm{d} s+\int_{\partial D} \overline{u_{2}} \eta\left(u_{1}+v_{1}\right) \mathrm{d} s
\end{aligned}
$$

Now using the variational form (13) corresponding to $\left(u_{1}, v_{1}\right)$ with $\phi=u_{2}$ we have

$$
\begin{aligned}
-\int_{B_{R}} \nabla u_{1} \cdot & \nabla \overline{u_{2}}-k^{2} u_{1} \overline{u_{2}} \mathrm{~d} x+\int_{\partial B_{R}} \overline{u_{2}} \Lambda_{k} u_{1} \mathrm{~d} s \\
& =\int_{D} \nabla \overline{u_{2}} \cdot(A-I) \nabla\left(u_{1}+v_{1}\right)-k^{2}(n-1)\left(u_{1}+v_{1}\right) \overline{u_{2}} \mathrm{~d} x-\int_{\partial D} \overline{u_{2}} \eta\left(u_{1}+v_{1}\right) \mathrm{d} s
\end{aligned}
$$

Plugging this into the expression for $T$ we get

$$
\begin{aligned}
\left(T v_{1}, v_{2}\right)_{H^{1}(D)} & =\int_{D} \nabla \overline{\left(u_{2}+v_{2}\right)} \cdot(A-I) \nabla\left(u_{1}+v_{1}\right)-k^{2}(n-1)\left(u_{1}+v_{1}\right) \overline{\left(u_{2}+v_{2}\right)} \mathrm{d} x \\
& -\int_{\partial D} \eta\left(u_{1}+v_{1}\right) \overline{\left(u_{2}+v_{2}\right)} \mathrm{d} s+\int_{B_{R}} \nabla u_{1} \cdot \nabla \overline{u_{2}}-k^{2} u_{1} \overline{u_{2}} \mathrm{~d} x-\int_{\partial B_{R}} \overline{u_{2}} \Lambda_{k} u_{1} \mathrm{~d} s
\end{aligned}
$$

With these calculations, we show that our operator $T$ has the desired decomposition for us to use the monotonicity method given by Theorem 5.1.

Theorem 5.2. Let $T: H^{1}(D) \longrightarrow H^{1}(D)$ be as defined in (14).

1. If $\operatorname{Re}(A)-I>0$ uniformly in $D$, then $\operatorname{Re}(T)$ is the sum of a positive coercive operator and self-adjoint compact operator.
2. If $I-\operatorname{Re}(A)-\alpha \operatorname{Im}(A)>0$ uniformly in $D$ and $\operatorname{Re}(A)-\frac{1}{\alpha} \operatorname{Im}(A) \geq 0$ in $D$, then $-\operatorname{Re}(T)$ is the sum of a positive coercive operator and self-adjoint compact operator.

Proof. (1) Using Riesz Representation Theorem on the above calculations for the operator $T$, we can define the following bounded linear operators $S, K: H^{1}(D) \longrightarrow H^{1}(D)$ as follows

$$
\begin{align*}
&\left(S v_{1}, v_{2}\right)_{H^{1}(D)}=\int_{D} \nabla \overline{\left(u_{2}+v_{2}\right)} \cdot(A-I) \nabla\left(u_{1}+v_{1}\right)+\left(u_{1}+v_{1}\right) \overline{\left(u_{2}+v_{2}\right)} \mathrm{d} x \\
&+\int_{B_{R}} \nabla u_{1} \cdot \nabla \overline{u_{2}}+u_{1} \overline{u_{2}} \mathrm{~d} x-\int_{\partial B_{R}} \overline{u_{2}} \Lambda_{k} u_{1} \mathrm{~d} s \tag{15}
\end{align*}
$$

and

$$
\begin{gather*}
\left(K v_{1}, v_{2}\right)_{H^{1}(D)}=-\int_{D} k^{2}(n-1)\left(u_{1}+v_{1}\right) \overline{\left(u_{2}+v_{2}\right)} \mathrm{d} x-\int_{D}\left(u_{1}+v_{1}\right) \overline{\left(u_{2}+v_{2}\right)} \mathrm{d} x \\
-\int_{\partial D} \eta\left(u_{1}+v_{1}\right) \overline{\left(u_{2}+v_{2}\right)} \mathrm{d} s+\int_{B_{R}}\left(k^{2}+1\right) u_{1} \overline{u_{2}} \mathrm{~d} x \tag{16}
\end{gather*}
$$

With this it is clear that $T=S+K$ which implies that $\operatorname{Re}(T)=\operatorname{Re}(S)+\operatorname{Re}(K)$. Notice, by virtue of the compact embeddings $H^{1}(D)$ into $L^{2}(D), H^{1}\left(B_{R}\right)$ into $L^{2}\left(B_{R}\right)$, and $H^{1 / 2}(\partial D)$ into $L^{2}(\partial D)$ (see for e.g. 32]), we have that $K$, and thus $\operatorname{Re}(K)$ is also compact operator. It is also clear to see that $\operatorname{Re}(K)$ is a self-adjoint operator.
To complete the proof, we will show that $\operatorname{Re}(S)$ is a positive coercive operator provided that $\operatorname{Re}(A)-I>0$ uniformly in $D$. To this end, notice that

$$
\begin{align*}
&\left(\operatorname{Re}(S) v_{1}, v_{1}\right)_{H^{1}(D)}=\int_{D} \nabla \overline{\left(u_{1}+v_{1}\right)} \cdot(\operatorname{Re}(A)-I) \nabla\left(u_{1}+v_{1}\right)+\left|u_{1}+v_{1}\right|^{2} \mathrm{~d} x \\
&+\int_{B_{R}}\left|\nabla u_{1}\right|^{2}+\left|u_{1}\right|^{2} \mathrm{~d} x-\int_{\partial B_{R}} \overline{u_{1}} \operatorname{Re}\left(\Lambda_{k}\right) u_{1} \mathrm{~d} s \tag{17}
\end{align*}
$$

where $\operatorname{Re}\left(\Lambda_{k}\right)$ is a non-positive operator (see for e.g. [10]). We want to show that $\operatorname{Re}(S)$ is positive coercive i.e. there is a $\beta>0$ independent of $v_{1} \in H^{1}(D)$ such that

$$
\left(\operatorname{Re}(S) v_{1}, v_{1}\right)_{H^{1}(D)} \geq \beta\left\|v_{1}\right\|_{H^{1}(D)}^{2}
$$

To this end, we proceed by considering a contradiction argument. We assume $\operatorname{Re}(S)$ has no such constant, then there exists a sequence $v^{n} \in H^{1}(D)$ with corresponding $u^{n} \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ satisfying (7)-(8) such that

$$
\left\|v^{n}\right\|_{H^{1}(D)}=1 \quad \text { and } \quad\left(\operatorname{Re}(S) v^{n}, v^{n}\right)_{H^{1}(D)} \leq \frac{1}{n}
$$

Since $\operatorname{Re}(A)-I$ is positive definite and $\operatorname{Re}\left(\Lambda_{k}\right)$ is non-positive, as $n \rightarrow \infty$, we have

$$
\left(\operatorname{Re}(S) v^{n}, v^{n}\right)_{H^{1}(D)} \rightarrow 0 \quad \text { implying } \quad u^{n} \rightarrow 0 \quad \text { and } \quad v^{n} \rightarrow 0 \quad \text { in } H^{1}(D)
$$

This contradicts the normalization of $v^{n}$ in $H^{1}(D)$. Therefore, $\operatorname{Re}(S)$ is a positive coercive operator. This proves the claim for $\operatorname{Re}(A)-I>0$ uniformly in $D$.
(2) Since we have new assumptions on the coefficients, we will have to derive a new variational expression of the operator $T$. To this end, recall that by (14) for a given $v_{j} \in H^{1}(D)$ with corresponding $u_{j} \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ satisfying (7)-8) we have that

$$
\begin{aligned}
&\left(T v_{1}, v_{2}\right)_{H^{1}(D)}= \int_{D} \nabla \overline{v_{2}} \cdot(A-I) \nabla\left(u_{1}+v_{1}\right)-k^{2}(n-1)\left(u_{1}+v_{1}\right) \overline{v_{2}} \mathrm{~d} x-\int_{\partial D} \eta\left(u_{1}+v_{1}\right) \overline{v_{2}} \mathrm{~d} s \\
&= \int_{D} \nabla \overline{v_{2}} \cdot(A-I) \nabla v_{1}- \\
& k^{2}(n-1) v_{1} \overline{v_{2}} \mathrm{~d} x-\int_{\partial D} \eta\left(u_{1}+v_{1}\right) \overline{v_{2}} \mathrm{~d} s \\
&+\int_{D} \nabla \overline{v_{2}} \cdot(A-I) \nabla u_{1}-k^{2}(n-1) u_{1} \overline{v_{2}} \mathrm{~d} x
\end{aligned}
$$

In an effort to rewrite the above expression for $T$, we use the variational form (9) with respect to $\left(v_{2}, u_{2}\right)$ and let $\phi=u_{1}$, obtaining

$$
\begin{aligned}
-\int_{B_{R}} A \nabla u_{2} \cdot \nabla \overline{u_{1}} & -k^{2} n u_{2} \overline{u_{1}} \mathrm{~d} x+\int_{\partial B_{R}} \overline{u_{1}} \Lambda_{k} u_{2} \mathrm{~d} s \\
& =\int_{D} \nabla \overline{u_{1}} \cdot(A-I) \nabla v_{2}-k^{2}(n-1) v_{2} \overline{u_{1}} \mathrm{~d} x-\int_{\partial D} \eta\left(u_{2}+v_{2}\right) \overline{u_{1}} \mathrm{~d} s
\end{aligned}
$$

By taking the conjugate of the above equation, we can rewrite the definition of $-T$ we obtain

$$
\begin{aligned}
&\left(-T v_{1}, v_{2}\right)_{H^{1}(D)}=\int_{D} \nabla \overline{v_{2}} \cdot(I-A) \nabla v_{1}+k^{2}(n-1) v_{1} \overline{v_{2}} \mathrm{~d} x+\int_{\partial D} \eta v_{1} \overline{v_{2}} \mathrm{~d} s \\
&-\int_{D} \nabla \overline{v_{2}} \cdot(A-\bar{A}) \nabla u_{1}-k^{2}(n-\bar{n}) u_{1} \overline{v_{2}} \mathrm{~d} x+\int_{\partial D}(\eta-\bar{\eta}) u_{1} \overline{v_{2}} \mathrm{~d} s \\
&+\int_{B_{R}} \nabla \overline{u_{2}} \cdot \bar{A} \nabla u_{1}-k^{2} \bar{n} u_{1} \overline{u_{2}} \mathrm{~d} x-\int_{\partial D} \bar{\eta} u_{1} \overline{u_{2}} \mathrm{~d} s-\int_{\partial B_{R}} u_{1} \overline{\Lambda_{k} u_{2}} \mathrm{~d} s
\end{aligned}
$$

Now, we compute $-\left(\operatorname{Re}(T) v_{1}, v_{2}\right)_{H^{1}(D)}=-\frac{1}{2}\left(\left(T+T^{*}\right) v_{1}, v_{2}\right)_{H^{1}(D)}$ we can determine

$$
\left(T^{*} v_{1}, v_{2}\right)_{H^{1}(D)}={\overline{\left(T v_{2}, v_{1}\right)_{H^{1}(D)}}}
$$

by the above calculations to obtain

$$
\begin{aligned}
\left(-\operatorname{Re}(T) v_{1}, v_{2}\right)_{H^{1}(D)} & =\int_{D} \nabla \overline{v_{2}} \cdot(I-\operatorname{Re}(A)) \nabla v_{1}+k^{2}(\operatorname{Re}(n)-1) v_{1} \overline{v_{2}} \mathrm{~d} x+\int_{\partial D} \operatorname{Re}(\eta) v_{1} \overline{v_{2}} \mathrm{~d} s \\
& +\int_{B_{R}} \nabla \overline{u_{2}} \cdot \operatorname{Re}(A) \nabla u_{1}-k^{2} \operatorname{Re}(n) u_{1} \overline{u_{2}} \mathrm{~d} x-\int_{\partial D} \operatorname{Re}(\eta) u_{1} \overline{u_{2}} \mathrm{~d} s \\
& -\frac{1}{2} \int_{\partial B_{R}} \overline{u_{2}} \Lambda_{k} u_{1}+u_{1} \overline{\Lambda_{k} u_{2}} \mathrm{~d} s \\
& -\mathrm{i} \int_{D} \nabla \overline{v_{2}} \cdot \operatorname{Im}(A) \nabla u_{1}-k^{2} \operatorname{Im}(n) u_{1} \overline{v_{2}} \mathrm{~d} x+\mathrm{i} \int_{\partial D} \operatorname{Im}(\eta) u_{1} \overline{v_{2}} \mathrm{~d} s \\
& +\mathrm{i} \int_{D} \nabla \overline{u_{2}} \cdot \operatorname{Im}(A) \nabla v_{1}-k^{2} \operatorname{Im}(n) v_{1} \overline{u_{2}} \mathrm{~d} x-\mathrm{i} \int_{\partial D} \operatorname{Im}(\eta) v_{1} \overline{u_{2}} \mathrm{~d} s .
\end{aligned}
$$

Using Riesz Representation Theorem on the definition of the operator $-\operatorname{Re}(T)$, we can define the following bounded linear operators $S, K: H^{1}(D) \longrightarrow H^{1}(D)$ as

$$
\begin{align*}
\left(S v_{1}, v_{2}\right)_{H^{1}(D)} & =\int_{D} \nabla \overline{v_{2}} \cdot(I-\operatorname{Re}(A)) \nabla v_{1}+v_{1} \overline{v_{2}} \mathrm{~d} x \\
& +\int_{B_{R}} \nabla \overline{u_{2}} \cdot \operatorname{Re}(A) \nabla u_{1} \mathrm{~d} x-\frac{1}{2} \int_{\partial B_{R}} \overline{u_{2}} \Lambda_{k} u_{1}+u_{1} \overline{\Lambda_{k} u_{2}} \mathrm{~d} s \\
& -\mathrm{i} \int_{D} \nabla \overline{v_{2}} \cdot \operatorname{Im}(A) \nabla u_{1} \mathrm{~d} x+\mathrm{i} \int_{D} \nabla \overline{u_{2}} \cdot \operatorname{Im}(A) \nabla v_{1} \mathrm{~d} x \tag{18}
\end{align*}
$$

and

$$
\left(K v_{1}, v_{2}\right)_{H^{1}(D)}=\left(-\operatorname{Re}(T) v_{1}, v_{2}\right)_{H^{1}(D)}-\left(S v_{1}, v_{2}\right)_{H^{1}(D)}
$$

Notice that $\left(K v_{1}, v_{2}\right)_{H^{1}(D)}$ contains only $L^{2}$ terms in $D, B_{R}$, and on $\partial D$, therefore the compactness of $K$ follows similarly to the other case. It is also clear by the variational formulation that $K$ is a self-adjoint operator.

Now we wish to show that $S$ is a positive coercive operator. To this end, first we use Young's Inequality to get the estimate

$$
\left|\int_{D} \nabla \bar{v} \cdot \operatorname{Im}(A) \nabla u \mathrm{~d} x\right| \leq \frac{\alpha}{2}(\operatorname{Im}(A) \nabla v, \nabla v)_{H^{1}(D)}+\frac{1}{2 \alpha}(\operatorname{Im}(A) \nabla u, \nabla u)_{H^{1}(D)}
$$

for any $\alpha>0$. Therefore we have

$$
\begin{aligned}
\left(S v_{1}, v_{1}\right)_{H^{1}(D)} & \geq\left([I-\operatorname{Re}(A)-\alpha \operatorname{Im}(A)] \nabla v_{1}, \nabla v_{1}\right)_{L^{2}(D)}+\left(v_{1}, v_{1}\right)_{L^{2}(D)} \\
& +\left(\left[\operatorname{Re}(A)-\frac{1}{\alpha} \operatorname{Im}(A)\right] \nabla u_{1}, \nabla u_{1}\right)_{H^{1}(D)}-\int_{\partial B_{R}} \overline{u_{1}} \operatorname{Re}\left(\Lambda_{k}\right) u_{1} \mathrm{~d} s \\
& \geq C\left\|v_{1}\right\|_{H^{1}(D)}^{2}
\end{aligned}
$$

meaning that we have completed this part of the proof provided $\alpha>0$ is a constant such that $I-\operatorname{Re}(A)-\alpha \operatorname{Im}(A)>0$ uniformly in $D$ and $\operatorname{Re}(A)-\frac{1}{\alpha} \operatorname{Im}(A) \geq 0$ in $D$.

Now, we turn attention to satisfying Theorem55.1. To this end, we need to find another operator with a similar factorization to the far-field operator $F$. With this in mind, being motivated by the work in [20] we now define $B:=B(z, \epsilon)$ to be the ball of radius $\epsilon>0$ centered at the point $z \in \mathbb{R}^{d}$, and the operator

$$
H_{B}: L^{2}\left(\mathbb{S}^{d-1}\right) \longrightarrow L^{2}(B) \quad \text { given by } \quad\left(H_{B} g\right)(x)=\left.\int_{\mathbb{S}^{d-1}} \mathrm{e}^{\mathrm{i} k x \cdot \hat{y}} g(\hat{y}) \mathrm{d} s(\hat{y})\right|_{B}
$$

Notice, that when $B(z, \epsilon) \subset D$ the operator $H_{B}$ is the restriction of the operator $H$ defined in 11) on the ball $B(z, \epsilon) \subset D$ in the $L^{2}(B)$. This implies that $H_{B}=R_{B} H$ where

$$
\begin{equation*}
R_{B}: H^{1}(D) \rightarrow L^{2}(B) \quad R_{B} f=\left.f\right|_{B} \quad \text { provided that } B \subset D \tag{19}
\end{equation*}
$$

is the restriction operator onto $B(z, \epsilon)$. Again, by appealing to the compact embedding of $H^{1}$ into $L^{2}$ we have that $R_{B}$ is a compact operator.

With this in mind, we now have just about all we need to state the main result. The last piece of the puzzle to apply Theorem 5.1 to our scattering problem is to consider the intersection of the range of $H^{*}$ and $H_{B}^{*}$. In order to apply the result we need to show that the corresponding ranges are disjoint provided that the 'sampling ball' $B=B(z, \epsilon)$ and $D$ are disjoint. This will ultimately allow us to test whether or not the 'sampling point' $z \in \mathbb{R}^{d}$ is in the support of the scatterer $D$.

Theorem 5.3. If for a given sampling point $z \in \mathbb{R}^{d}$ and radius $\epsilon>0$ we have that $B(z, \epsilon) \cap D=\emptyset$ then $\operatorname{Ran}\left(H_{B}^{*}\right) \cap \operatorname{Ran}\left(H^{*}\right)=\{0\}$.

Proof. To begin, we will assume $B(z, \epsilon) \cap D=\emptyset$, and let $g \in \operatorname{Ran}\left(H_{B}^{*}\right) \cap \operatorname{Ran}\left(H^{*}\right)$. By Theorem 4.1 we have that for some $f_{1} \in H^{1}(D)$ by 12 there exists $u_{D} \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ such that $g=H^{*} f_{1}=u_{D}^{\infty}$ that satisfy

$$
\Delta u_{D}+k^{2} u_{D}=0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{D}
$$

Similarly, we have that for some $f_{2} \in L^{2}(B)$ just as in 20 there exists $u_{B} \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ such that $g=H_{B}^{*} f_{2}=u_{B}^{\infty}$ that satisfy

$$
\Delta u_{B}+k^{2} u_{B}=0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{B}
$$

Here both $u_{D}$ and $u_{B}$ satisfy the radiation condition (3). By Rellich's Lemma, we have that $u_{B}=u_{D}$ in $\mathbb{R}^{d} \backslash(\bar{D} \cup \bar{B})$. With this, we can now define $w \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ as

$$
w= \begin{cases}u_{D} & \text { in } D \\ u_{B} & \text { in } \mathbb{R}^{d} \backslash \bar{D}\end{cases}
$$

Notice, that $w$ is a radiating solution to Helmholtz equation in all of $\mathbb{R}^{d}$, and thus $w=0$ in $\mathbb{R}^{d}$. This implies that $0=w^{\infty}=u_{D}^{\infty}$, proving the claim since $g=u_{D}^{\infty}=0$.

Notice, that by the above results we can apply Theorem 5.1 to our inverse problem. Indeed, let us consider the case when $\operatorname{Re}(A)-I>0$. Then we would have that in Theorem 5.1 we consider

$$
\mathcal{F}_{1}=-F=H^{*} T H \quad \text { and } \quad \mathcal{F}_{2}=H_{B}^{*} H_{B}
$$

By Theorem 5.2 gives that $\operatorname{Re}(T)$ is the sum of a positive coercive operator and a self-adjoint compact operator. Recall, that $H_{B}=R_{B} H$ and by the definition given in (19) we have that $R_{B}$
is compact. Therefore, by appealing to (1) of Theorems 5.1 and 5.2 we have that provided the sampling ball $B(z, \epsilon) \subset D$ then

$$
H_{B}^{*} H_{B} \leq_{\text {fin }}-\operatorname{Re}(F)
$$

Now, by appealing to (2) of Theorem5.1 as well as Theorem5.3 we have that provided the sampling ball $B(z, \epsilon) \cap D=\emptyset$ then

$$
H_{B}^{*} H_{B} \not \leq_{\mathrm{fin}}-\operatorname{Re}(F)
$$

Here we use that fact that $H_{B}$ is injective which implies that $H_{B}^{*}$ has a dense range i.e. the range is infinite dimensional. Similarly for the case when $I-\operatorname{Re}(A)-\alpha \operatorname{Im}(A)>0$ uniformly in $D$ and $\operatorname{Re}(A)-\frac{1}{\alpha} \operatorname{Im}(A) \geq 0$ in $D$. For this case we note that in Theorem 5.1 we let

$$
\mathcal{F}_{1}=F=H^{*}(-T) H \quad \text { and } \quad \mathcal{F}_{2}=H_{B}^{*} H_{B}
$$

This gives the main result of the paper that derives a monotonicity based reconstruction method to recover the unknown scatterer.

Theorem 5.4. Let $D \subset \mathbb{R}^{d}$ be a simply connected open set with a Lipschitz boundary and $B=$ $B(z, \epsilon)$ be the ball of radius $\epsilon$ centered at $z \in \mathbb{R}^{d}$, we have the following:

1. If $\operatorname{Re}(A)-I>0$, then

$$
B(z, \epsilon) \subset D \quad \Longleftrightarrow \quad H_{B}^{*} H_{B} \leq_{\text {fin }}-\operatorname{Re}(F)
$$

2. If $I-\operatorname{Re}(A)-\alpha \operatorname{Im}(A)>0$ and $\operatorname{Re}(A)-\frac{1}{\alpha} \operatorname{Im}(A) \geq 0$ for some $\alpha>0$, then

$$
B(z, \epsilon) \subset D \quad \Longleftrightarrow \quad H_{B}^{*} H_{B} \leq_{\text {fin }} \operatorname{Re}(F)
$$

Theorem 5.4 implies that the eigenvalues of the self-adjoint operator $\pm \operatorname{Re}(F)-H_{B}^{*} H_{B}$ can be used to recover $D$. In the next section, we will provide some numerical examples of this to recover circular regions in two dimensions with respect to noisy data.

## 6 Numerical Results

In previous sections, we have proved that we can use the monotonicity method to perform reconstructions of the scatterer $D$. Now, we will provide numerical examples to validate our theoretical results. It is worth noting that the monotonicity method given in Theorem 5.4 is a qualitative reconstruction method that is valid for all wave number $k$. Unlike the linear sampling and factorization methods that have to avoid wave numbers that are so-called transmission eigenvalues. Notice, that even though the monotonicity method is theoretically valid for all wave numbers, one does need to have the a priori information on the matrix-valued coefficient to apply this method.

In order to apply the monotonicity method to recover $D$, we need to compute $H_{B}^{*} H_{B}$ where the sampling ball $B=B(z, \epsilon)$. To this end, in the following subsection we derive an integral representation for the operator $H_{B}^{*} H_{B}$. We will do the calculation in both 2 and 3 dimensions. Recall, that the operator

$$
H_{B}^{*} H_{B}: L^{2}\left(\mathbb{S}^{d-1}\right) \longrightarrow L^{2}\left(\mathbb{S}^{d-1}\right)
$$

so we will write it as an integral operator with an explicit kernel function.

### 6.1 Computing the Integral Representation of $H_{B}^{*} H_{B}$

In this section, we provide the calculations for writing $H_{B}^{*} H_{B}$ as an integral operator mapping $L^{2}\left(\mathbb{S}^{d-1}\right)$ into itself. Note, that here we consider $H_{B}$ as an operator mapping into $H^{1}(B)$ which implies that $H_{B}^{*}$ is given in Theorem 4.1 and is associated with the variational formulation given in 12 . This is due to the fact that in our investigation the reconstructions are more accurate for this case. Recall, that $H_{B}^{*} f=-w^{\infty}$ where $w$ solves 12 for any given $f \in H^{1}(D)$. To this end, we will need to determine the strong form of the PDE associated with the equivalent variational formulation given in 12 .

By appealing to Green's Identities we have that $w \in H_{l o c}^{1}\left(\mathbb{R}^{d}\right)$ satisfying the variational formulation $\sqrt{12}$ will be the solution to

$$
\begin{aligned}
& \Delta w+k^{2} w=f-\Delta f \quad \text { in } B=B\left(z_{j}, \epsilon\right) \quad \text { and } \quad \Delta w+k^{2} w=0 \quad \text { in } \mathbb{R}^{d} \backslash \bar{B} \\
& w^{+}-w^{-}=0 \quad \text { and } \quad \partial_{\nu} w^{+}-\partial_{\nu} w^{-}=\partial_{\nu} f \quad \text { on } \partial B
\end{aligned}
$$

for any $f \in H^{1}(B)$ such that $\Delta f \in L^{2}(B)$, closed with the Sommerfeld radiation condition. From this, we get the expression for $H_{B}^{*}$, given by

$$
\left(H_{B}^{*}\right) f(\hat{x})=-w^{\infty}(\hat{x})=\int_{B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}(f-\Delta f) \mathrm{d} z+\int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z} \partial_{\nu} f \mathrm{~d} s(z)
$$

just as in [25]. Now, using the fact that $H_{B} g$ is a smooth solution to the Helmholtz equation in $B$ we have that

$$
\begin{aligned}
\left(H_{B}^{*} H_{B}\right) g(\hat{x}) & =\int_{B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left(H_{B} g-\Delta H_{B} g\right) \mathrm{d} z+\int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z} \partial_{\nu} H_{B} g \mathrm{~d} s(z) \\
& =\int_{B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left(k^{2}+1\right)\left(H_{B} g\right) \mathrm{d} z+\int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z} \partial_{\nu}\left(H_{B} g\right) \mathrm{d} s(z)
\end{aligned}
$$

In order to proceed, we will need to evaluate the volume and surface integral above.
With this, we will start by considering the volume above to obtain that

$$
\begin{aligned}
\int_{B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left(k^{2}+1\right)\left(H_{B} g\right) \mathrm{d} z & =\int_{B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left(k^{2}+1\right)\left[\int_{\mathbb{S}^{d-1}} \mathrm{e}^{\mathrm{i} k \hat{y} \cdot z} g(\hat{y}) \mathrm{d} s(\hat{y})\right] \mathrm{d} z \\
& =\left(k^{2}+1\right) \int_{\mathbb{S}^{d-1}}\left[\int_{B} \mathrm{e}^{-\mathrm{i} k z \cdot(\hat{x}-\hat{y})} \mathrm{d} z\right] g(\hat{y}) \mathrm{d} s(\hat{y})
\end{aligned}
$$

Using polar/spherical coordinates to represent the inner integral over $B=B\left(z_{j}, \epsilon\right)$, we obtain that

$$
\begin{aligned}
\int_{B} \mathrm{e}^{-\mathrm{i} k z \cdot(\hat{x}-\hat{y})} \mathrm{d} z & =\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \int_{B(0, \epsilon)} \mathrm{e}^{-\mathrm{i} k z \cdot(\hat{x}-\hat{y})} \mathrm{d} z \\
& =\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \int_{\mathbb{S}^{d-1}} \int_{0}^{\epsilon} \mathrm{e}^{-\mathrm{i} k z \cdot(\hat{x}-\hat{y})} r^{d-1} \mathrm{~d} r \mathrm{~d} s(\hat{z}) \\
& =\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \int_{0}^{\epsilon}\left[\int_{\mathbb{S}^{d-1}} \mathrm{e}^{-\mathrm{i} k \hat{z} \cdot r(\hat{x}-\hat{y})} \mathrm{d} s(\hat{z})\right] r^{d-1} \mathrm{~d} r
\end{aligned}
$$

where $z=r \hat{z}$ and $r=|z|$. Recall, the Funk-Hecke integral identities(see for e.g. [24]) that are given as follows

$$
\int_{\mathbb{S}^{d-1}} \mathrm{e}^{-\mathrm{i} k \hat{z} \cdot r(x-y)} \mathrm{d} s(\hat{z})= \begin{cases}2 \pi J_{0}(k r|x-y|) & \text { for } d=2 \\ 4 \pi j_{0}(k r|x-y|) & \text { for } d=3\end{cases}
$$

where $J_{m}$ are Bessel functions of the first kind of order $m$ and $j_{m}$ are Spherical Bessel functions of the first kind of order $m$. Using well known recurrence relationships for Bessel functions we can calculate the following anti-derivates

$$
\int t J_{0}(t) \mathrm{d} t=t J_{1}(t) \quad \text { and } \quad \int t^{2} j_{0}(t) \mathrm{d} t=t^{2} j_{1}(t)
$$

Therefore, for $d=2$ we have

$$
\begin{aligned}
\int_{B} \mathrm{e}^{-\mathrm{i} k z \cdot(\hat{x}-\hat{y})} \mathrm{d} z & =\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \int_{0}^{\epsilon} J_{0}(k r|\hat{x}-\hat{y}|) r \mathrm{~d} r \\
& =\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})}\left(\frac{2 \pi \epsilon}{k|\hat{x}-\hat{y}|} J_{1}(k \epsilon|\hat{x}-\hat{y}|)\right) \\
& =\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \pi \epsilon^{2}\left(J_{0}(k \epsilon|\hat{x}-\hat{y}|)+J_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)
\end{aligned}
$$

where we have used the recurrence relationship $(2 / t) J_{1}(t)=J_{0}(t)+J_{2}(t)$ along with a substitution in the above calculations. We obtain that the volume integral is given by

$$
\begin{aligned}
\int_{B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left(k^{2}+1\right) & \left(H_{B} g\right) \mathrm{d} z \\
& =\left(k^{2}+1\right) \int_{\mathbb{S}^{1}}\left[\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \pi \epsilon^{2}\left(J_{0}(k \epsilon|\hat{x}-\hat{y}|)+J_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)\right] g(\hat{y}) \mathrm{d} s(\hat{y})
\end{aligned}
$$

Similar calculation for $d=3$, we obtain that

$$
\begin{aligned}
& \int_{B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left(k^{2}+1\right)\left(H_{B} g\right) \mathrm{d} z \\
& \qquad=\left(k^{2}+1\right) \int_{\mathbb{S}^{2}}\left[\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \frac{4}{3} \pi \epsilon^{3}\left(j_{0}(k \epsilon|\hat{x}-\hat{y}|)+j_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)\right] g(\hat{y}) \mathrm{d} s(\hat{y})
\end{aligned}
$$

by appealing to the recurrence relationship $(3 / t) j_{1}(t)=j_{0}(t)+j_{2}(t)$ along with a substitution in the above calculations.

Now, we turn our attention to the surface integral to continue our derivation of an integral
representation of $H_{B}^{*} H_{B}$. Notice that

$$
\begin{aligned}
\int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left(\partial_{\nu} H_{B} g\right) \mathrm{d} s(z) & =\int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left[\int_{\mathbb{S}^{d-1}} \partial_{\nu} \mathrm{e}^{\mathrm{i} k z \cdot \hat{y}} g(\hat{y}) \mathrm{d} s(\hat{y})\right] \mathrm{d} s(z) \\
& =\int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left[\int_{\mathbb{S}^{d-1}} \partial_{r} \mathrm{e}^{\mathrm{i} k r \hat{z} \cdot \hat{y}} g(\hat{y}) \mathrm{d} s(\hat{y})\right] \mathrm{d} s(z) \\
& =\int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left[\int_{\mathbb{S}^{d-1}}(\mathrm{i} k \hat{z} \cdot \hat{y}) \mathrm{e}^{\mathrm{i} k r \hat{z} \cdot \hat{y}} g(\hat{y}) \mathrm{d} s(\hat{y})\right] \mathrm{d} s(z)
\end{aligned}
$$

Here we have used the fact that we are integrating over $\partial B$, which would imply that $\partial_{\nu}=\partial_{r}$ when written in polar/spherical coordinates. Continuing with the calculations we see that

$$
\begin{aligned}
\int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left(\partial_{\nu} H_{B} g\right) \mathrm{d} s(z) & =\int_{\mathbb{S}^{d-1}}\left[\int_{\partial B}(\mathrm{i} k \hat{z} \cdot \hat{y}) \mathrm{e}^{-\mathrm{i} k z \cdot(\hat{x}-\hat{y})} \mathrm{d} s(z)\right] g(\hat{y}) \mathrm{d} s(\hat{y}) \\
& =\int_{\mathbb{S}^{d-1}}\left[\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \int_{\partial B(0, \epsilon)}(\mathrm{i} k \hat{z} \cdot \hat{y}) \mathrm{e}^{-\mathrm{i} k z \cdot(\hat{x}-\hat{y})} \mathrm{d} s(z)\right] g(\hat{y}) \mathrm{d} s(\hat{y}) \\
& =\int_{\mathbb{S}^{d-1}}\left[\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \mathrm{i} k \hat{y} \epsilon^{d-1} \cdot \int_{\mathbb{S}^{d-1}} \hat{z} \mathrm{e}^{-\mathrm{i} k \hat{z} \cdot \epsilon(\hat{x}-\hat{y})} \mathrm{d} s(\hat{z})\right] g(\hat{y}) \mathrm{d} s(\hat{y})
\end{aligned}
$$

We now use the following Funk-Hecke integral identities(see for e.g. [24])
to get the following expression

$$
\begin{aligned}
\int_{\partial B}(\mathrm{i} k \hat{z} \cdot \hat{y}) \mathrm{e}^{-\mathrm{i} k z \cdot(\hat{x}-\hat{y})} \mathrm{d} s(z) & =2 \pi \mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \mathrm{i} k \epsilon \hat{y} \cdot \frac{(\hat{x}-\hat{y})}{\mathrm{i}|\hat{x}-\hat{y}|} J_{1}(k \epsilon|\hat{x}-\hat{y}|) \\
& =\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \pi k^{2} \epsilon^{2}(\hat{x} \cdot \hat{y}-1)\left(J_{0}(k \epsilon|\hat{x}-\hat{y}|)+J_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)
\end{aligned}
$$

for $d=2$. Notice, that we have used that $\hat{y} \cdot(\hat{x}-\hat{y})=\hat{x} \cdot \hat{y}-1$ to now get the expression

$$
\begin{aligned}
& \int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z}\left(\partial_{\nu} H_{B} g\right) \mathrm{d} s(z) \\
& \quad=\int_{\mathbb{S}^{1}}\left[\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \pi k^{2} \epsilon^{2}(\hat{x} \cdot \hat{y}-1)\left(J_{0}(k \epsilon|\hat{x}-\hat{y}|)+J_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)\right] g(\hat{y}) \mathrm{d} s(\hat{y})
\end{aligned}
$$

Again, similar calculations for $d=3$, we have that

$$
\begin{aligned}
& \int_{\partial B} \mathrm{e}^{-\mathrm{i} k \hat{x} \cdot z} \partial_{\nu} H_{B} g \mathrm{~d} s(z) \\
& \quad=\int_{\mathbb{S}^{2}}\left[\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \frac{4}{3} \pi k^{2} \epsilon^{3}(\hat{x} \cdot \hat{y}-1)\left(j_{0}(k \epsilon|\hat{x}-\hat{y}|)+j_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)\right] g(\hat{y}) \mathrm{d} s(\hat{y})
\end{aligned}
$$

With this, we can get the integral representation for $H_{B}^{*} H_{B}$, given by

$$
\left(H_{B}^{*} H_{B}\right) g(\hat{x})=\int_{\mathbb{S}^{1}}\left[\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \pi \epsilon^{2}\left(1+k^{2} \hat{x} \cdot \hat{y}\right)\left(J_{0}(k \epsilon|\hat{x}-\hat{y}|)+J_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)\right] g(\hat{y}) \mathrm{d} s(\hat{y})
$$

for $d=2$. Similarly, by combining our calculations we have

$$
\left(H_{B}^{*} H_{B}\right) g(\hat{x})=\int_{\mathbb{S}^{2}}\left[\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \frac{4}{3} \pi \epsilon^{3}\left(1+k^{2} \hat{x} \cdot \hat{y}\right)\left(j_{0}(k \epsilon|\hat{x}-\hat{y}|)+j_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)\right] g(\hat{y}) \mathrm{d} s(\hat{y})
$$

for $d=3$.
Notice, that by our calculations we obtained that

$$
\left(H_{B}^{*} H_{B}\right) g(\hat{x})=\int_{\mathbb{S}^{d-1}} h(\hat{x}, \hat{y}) g(\hat{y}) \mathrm{d} s(\hat{y})
$$

where the kernel function is given by

$$
h(\hat{x}, \hat{y})= \begin{cases}\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \pi \epsilon^{2}\left(1+k^{2} \hat{x} \cdot \hat{y}\right)\left(J_{0}(k \epsilon|\hat{x}-\hat{y}|)+J_{2}(k \epsilon|\hat{x}-\hat{y}|)\right) & \text { for } d=2 \\ \mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y}) \frac{4}{3} \pi \epsilon^{3}\left(1+k^{2} \hat{x} \cdot \hat{y}\right)\left(j_{0}(k \epsilon|\hat{x}-\hat{y}|)+j_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)} & \text { for } d=3\end{cases}
$$

where we see that $h(\hat{x}, \hat{y})=\overline{h(\hat{y}, \hat{x})}$. This is to be expected due to the fact that $H_{B}^{*} H_{B}$ is a selfadjoint operator. With this we have all we need to provide some numerical reconstructions using the monotonicity result in Theorem 5.4.

### 6.2 Numerical Reconstruction

Now, we will provide some numerical examples for reconstruction of the scatterer $D$ via the monotonicity method. To this end, we will use separation of variables to obtain an integral representation for the far-field operator $F$. For simplicity, we consider the direct scattering problem with constant coefficients on $B(0, R)$, where assume $A=a I$, with constant $a \in \mathbb{C}$ along with constants $n$, and $\eta$. Therefore, we have that $(1)-(2)$ is given by

$$
\begin{array}{clll}
\Delta u^{s}+k^{2} u^{s}=0 & \text { in } \mathbb{R}^{d} \backslash \overline{B(0, R)} \quad \text { and } \quad \Delta u+\frac{n}{a} k^{2} u=0 & \text { in } B(0, R) \\
\left(u^{s}+u^{i}\right)^{+}=u^{-} & \text {and } \quad a \partial_{r} u^{-}=\partial_{r}\left(u^{s}+u^{i}\right)^{+}+\eta\left(u^{s}+u^{i}\right) \quad \text { on } \partial B(0, R)
\end{array}
$$

along with the radiation condition as $|x| \rightarrow \infty$ for the scattered field $u^{s}$. Recall that we can express the incident field $u^{i}=\mathrm{e}^{\mathrm{i} k x \cdot \hat{y}}$, using the Jacobi-Anger expansion is given by

$$
u^{i}(r, \theta)=\sum_{p \in \mathbb{Z}} \mathrm{i}^{p} J_{p}(k r) \mathrm{e}^{\mathrm{i} p(\theta-\phi)}
$$

where $x=r(\cos (\theta), \sin (\theta))$ and $\hat{y}=(\cos (\phi), \sin (\phi))$.

To solve for the scattered field $u^{s}$, and the total field $u$ for this problem we make the assumption that they can be written as

$$
u^{s}(r, \theta)=\sum_{p \in \mathbb{Z}} \mathrm{i}^{p} \mathrm{u}_{p}^{s} H_{p}^{(1)}(k r) \mathrm{e}^{\mathrm{i} p(\theta-\phi)} \quad \text { and } \quad u(r, \theta)=\sum_{p \in \mathbb{Z}} \mathrm{i}^{p} \mathrm{u}_{p} J_{p}\left(k \sqrt{\frac{n}{a}} r\right) \mathrm{e}^{\mathrm{i} p(\theta-\phi)}
$$

where $H_{p}^{(1)}$ are Hankel functions of the first kind of order $p$. Here $u_{p}^{s}$ and $u_{p}$ can be seen as the coefficients that are to be determined by using the boundary conditions at $r=R$. Therefore, we have that $\mathrm{u}_{p}^{s}$ and $\mathrm{u}_{p}$ satisfy the $2 \times 2$ linear system

$$
\left(\begin{array}{cc}
H_{p}^{(1)}(k R) & -J_{p}\left(k \sqrt{\frac{n}{a}} R\right) \\
k H_{p}^{(1)^{\prime}}(k R)+\eta H_{p}^{(1)}(k R) & -k \sqrt{n a} J_{p}^{\prime}\left(k \sqrt{\frac{n}{a}} R\right)
\end{array}\right)\binom{\mathrm{u}_{p}^{s}}{\mathrm{u}_{p}}=\binom{-J_{p}(k R)}{-k J_{p}^{\prime}(k R)-\eta J_{p}(k R)}
$$

for each $p \in \mathbb{Z}$. We can solve for the coefficients $\mathrm{u}_{p}^{s}$ by using Cramer's Rule, we have

$$
\begin{aligned}
& \mathrm{u}_{p}^{s}=\frac{\operatorname{Det}\left(M_{x}\right)}{\operatorname{Det}(M)} \quad \text { with matrices } M=\left(\begin{array}{cc}
H_{p}^{(1)}(k R) & -J_{p}\left(k \sqrt{\frac{n}{a}} R\right) \\
k H_{p}^{(1)^{\prime}}(k R)+\eta H_{p}^{(1)}(k R) & -k \sqrt{n a} J_{p}^{\prime}\left(k \sqrt{\frac{n}{a}} R\right)
\end{array}\right) \\
& \text { and } \quad M_{x}=\left(\begin{array}{cc}
-J_{p}(k R) & -J_{p}\left(k \sqrt{\frac{n}{a}} R\right) \\
-k J_{p}^{\prime}(k R)-\eta J_{p}(k R) & -k \sqrt{n a} J_{p}^{\prime}\left(k \sqrt{\frac{n}{a}} R\right)
\end{array}\right) .
\end{aligned}
$$

With this computation of $u_{p}^{s}$, we get an expression for the far-field pattern is given by

$$
u^{\infty}(\hat{x}, \hat{y}) \approx \frac{4}{\mathrm{i}} \sum_{|p|=0}^{15} \mathrm{u}_{p}^{s} \mathrm{e}^{\mathrm{i} p(\theta-\phi)} \quad \text { where } \quad \mathrm{u}_{p}^{s}=\frac{\operatorname{Det}\left(M_{x}\right)}{\operatorname{Det}(M)}
$$

In all our numerical experiments we use the above approximation of the far-field pattern.
In order to numerically compute the eigenvalues of $\pm \operatorname{Re}(F)-H_{B}^{*} H_{B}$, we approximate the integral representations of $F$ and $H_{B}^{*} H_{B}$ with a 64 -point Riemann sum. The $64 \times 64$ discretization of the operators $F$ and $H_{B}^{*} H_{B}$ are computed as

$$
\mathbf{F}=\left[\frac{2 \pi}{64} u^{\infty}\left(\hat{x}_{i}, \hat{y}_{j}\right)\right]_{i, j=1}^{64} \quad \text { and } \quad \mathbf{H}_{B}^{*} \mathbf{H}_{B}=\left[\frac{2 \pi}{64} h\left(\hat{x}_{i}, \hat{y}_{j}\right)\right]_{i, j=1}^{64} \quad \text { respectively. }
$$

We recall, that the kernel function to define $\mathbf{H}_{B}^{*} \mathbf{H}_{B}$ is given by

$$
h(\hat{x}, \hat{y})=\mathrm{e}^{-\mathrm{i} k z_{j} \cdot(\hat{x}-\hat{y})} \pi \epsilon^{2}\left(1+k^{2} \hat{x} \cdot \hat{y}\right)\left(J_{0}(k \epsilon|\hat{x}-\hat{y}|)+J_{2}(k \epsilon|\hat{x}-\hat{y}|)\right)
$$

Here we discretize the $\mathbb{S}^{1}$ such that

$$
\hat{x}_{i}=\hat{y}_{i}=\left(\cos \left(\theta_{i}\right), \sin \left(\theta_{i}\right)\right) \quad \text { where } \quad \theta_{i}=2 \pi(i-1) / 64 \text { for } i=1, \ldots, 64
$$

In order to test the stability we will add random noise to the discretized far-field operator $\mathbf{F}$ such that

$$
\mathbf{F}_{\delta}=\left[\mathbf{F}_{i, j}\left(1+\delta \mathbf{E}_{i, j}\right)\right]_{i, j=1}^{64} \quad \text { where } \quad\|\mathbf{E}\|_{2}=1
$$

Here, the matrix $\mathbf{E} \in \mathbb{C}^{64 \times 64}$ is taken to have random entries and $0<\delta<1$ is the relative noise level added to the data.

In our numerical computations, we consider recovering $D=B(0, R)$ for different values of $R \in(0,1]$. Therefore, begin by discretizing a rectangular region $\Omega=[-2,2] \times[-2,2]$ that completely encompasses our region $D=B(0, R)$, and we fix a small radius $\epsilon$ of our ball $B$. In all our numerical examples we pick the radius $\epsilon=10^{-4}$. According to the theory, as we move our ball $B=B(z, \epsilon)$ along the grid $\Omega$, we should have that there are more positive eigenvalues of the self-adjoint matrix

$$
\pm \operatorname{Re}\left(\mathbf{F}_{\delta}\right)-\mathbf{H}_{B}^{*} \mathbf{H}_{B} \quad \text { where } \quad \operatorname{Re}\left(\mathbf{F}_{\delta}\right)=\frac{1}{2}\left(\mathbf{F}_{\delta}+\mathbf{F}_{\delta}^{*}\right)
$$

provided that $z \in D$ and less positive eigenvalues if $z \notin D$, roughly speaking. Therefore, at each point in the region $\Omega$, we compute the imaging function

$$
W(z)=\#\left\{\lambda_{j} \in \operatorname{eig}\left( \pm \operatorname{Re}\left(\mathbf{F}_{\delta}\right)-\mathbf{H}_{B}^{*} \mathbf{H}_{B}\right): \lambda_{j}>0\right\}
$$

This is just the cardinality of the set of positive eigenvalues. To evaluate the imaging function we use the built in eig command in MATLAB. This gives us a contour plot that will serve as our reconstruction for $D$. We remark that in our experiments we do not attempt to regularize the imaging function(see for e.g. [19]). This is due to the simplicity of the geometry we are considering.

Example 1: For this reconstruction, we will provide two examples with minimal amounts of noise in the data. We provide reconstructions with added $1 \%$ noise i.e. $\delta=0.01$ in our calculations. The reconstructions are shown in Figure 1 .


Figure 1: Reconstruction of domains with $1 \%$ noise. Here $D=B(0,3 / 4)$ with $k=10, a=2-\mathrm{i}$, $n=1 / 2, \eta=2$ (left) and $D=B(0,1)$ with $k=2 \pi, a=1 / 4, n=2, \eta=2$ (right).

Example 2: We provide reconstruction examples for the same scatterers in the previous example with more noise added added to the data i.e. $5 \%$ noise. The reconstructions are shown in Figure 2 ,



Figure 2: Reconstruction of domains with $5 \%$ noise. Here $D=B(0,3 / 4)$ with $k=10, a=2-\mathrm{i}$, $n=1 / 2, \eta=2$ (left) and $D=B(0,1)$ with $k=2 \pi, a=1 / 4, n=2, \eta=2$ (right).

Example 3: Now, we provide an example with added $10 \%$ noise with slightly different refractive indices $n$ in the scatterer. The reconstructions are shown in Figure 3.


Figure 3: Reconstruction of domains with $10 \%$ noise. Here $D=B(0,3 / 4)$ with $k=10, a=2-\mathrm{i}$, $n=1 / 2, \eta=2$ (left) and $D=B(0,1)$ with $k=2 \pi, a=1 / 4, n=2, \eta=2$ (right).

Example 4: Lastly, we provide an example where there is no conductivity parameter $\eta$. Also, we are inspired by [1] and consider finding the radius of the region $D$ by plotting the number
of positive eigenvalues where the sampling point is fixed but the sampling ball $B(0, \epsilon)$ has radius $\epsilon \in(0,2]$. As we see in Figure 4, the number of positive eigenvalues of our operator decrease as the sampling radius increases. Here, the radius $R=1 / 2$ for the scatterer $D$ and the number of positive eigenvalues decreases almost monotonically when the radius of the sampling ball $\epsilon>1 / 2$. This is consistent with the theoretical results.


Figure 4: Reconstruction of domains with $2 \%$ noise. Here $D=B(0,1 / 2)$ with $k=10, a=4$, $n=1 / 2, \eta=0$ (left) and the plot of the number of positive eigenvalues as a function of $\epsilon$ where the sampling ball is $B(0, \epsilon)$ for $\epsilon \in(0,2]$ (right).

From our examples, we have faithful reconstructions for the circular regions under either set of assumptions on the coefficients. We also see that the method is resilient to added noise in these examples. With this we see that the monotonicity method is applicable to reconstructing anisotropic scatterers with or without a conductive boundary condition.

## 7 Conclusions

In this paper, we studied the monotonicity method for an anisotropic material with a conductive boundary on an unbounded domain. We obtained the necessary symmetric factorization of the far-field to apply the monotonicity method. Our main contribution was adopting the theory of the monotonicity method for the anisotropic material under two different assumptions on its physical parameters. We then provided some numerical examples of using the method on different circular domains in two dimensions with various levels of noise. We see that this method creates faithful reconstructions that are resilient to noise. With that, there is still room for more extensive numerical tests of the monotonicity method studied in this paper. Another area to be investigated is applying this analysis for near-field data [27] as well as scattering in waveguides [2, 7] and by periodic structures [26] since the factorization of the data operators has been studied.
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