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Abstract

In the absence of parallax cues, a learning based sin-
gle image depth estimation (SIDE) model relies heavily
on shading and contextual cues in the image. While this
simplicity is attractive, it is necessary to train such mod-
els on large and varied datasets, which are difficult to cap-
ture. It has been shown that using embeddings from pre-
trained foundational models, such as CLIP, improves zero
shot transfer in several applications. Taking inspiration
from this, in our paper we explore the use of global im-
age priors generated from a pre-trained ViT model to pro-
vide more detailed contextual information. We argue that
the embedding vector from a ViT model, pre-trained on
a large dataset, captures greater relevant information for
SIDE than the usual route of generating pseudo image cap-
tions, followed by CLIP based text embeddings. Based on
this idea, we propose a new SIDE model using a diffusion
backbone which is conditioned on ViT embeddings. Our
proposed design establishes a new state-of-the-art (SOTA)
for SIDE on NYU Depth v2 dataset, achieving Abs Rel
error of 0.059(14% improvement) compared to 0.069 by the
current SOTA (VPD). And on KITTI dataset, achieving Sq
Rel error of 0.139 (2% improvement) compared to 0.142
by the current SOTA (GED). For zero shot transfer with a
model trained on NYU Depth v2, we report mean rela-
tive improvement of (20%, 23%, 81%, 25%) over NeWCRF
on (Sun-RGBD, iBims1, DIODE, HyperSim) datasets,
compared to (16%, 18%, 45%, 9%) by ZoEDepth. The
code is available at this link.

1. Introduction
Single Image Depth Estimation (SIDE) is the task of pre-
dicting per pixel depth using a single RGB image from a
monocular camera. It is a fundamental problem in computer
vision with applications in several domains, viz robotics,
autonomous driving, and augmented reality. The problem is

*Equal contribution.

(a) Sun-RGBD [42]

(b) iBims1 [19]

(c) DIODE [49]

(d) HyperSim [35]

Figure 1. Qualitative results across four different datasets, demon-
strating the zero-shot performance of our model trained only on
the NYU Depth v2 dataset. Corresponding quantitative results
are presented in Table 3. The first column displays RGB images,
the second column depicts ground truth depth, and the third col-
umn showcases our model’s predicted depths. Additional images
for each dataset are available in the Supplementary Material.

typically formulated in two flavors: metric depth estimation
(MDE), and relative depth estimation (RDE). As the names
suggest, MDE deals with estimation in physical units such
as meters, whereas, RDE techniques focus on relative depth
only, and require a per-image affine transformation as post-
processing to convert to a physical unit.

Conventional geometric techniques for depth estimation
typically rely on feature correspondence, parallax, and tri-
angulation from two or more views. However, the problem
becomes ill-posed for estimation from a single view. In-
tuitively, depth map is a 3D representation of the scene,
whereas an RGB image is a 2D projection of the scene.
Hence, it cannot be uniquely determined from a single RGB
image. Therefore, learning-based SIDE models rely on vi-
sual cues like ‘shape from shading’ and other contextual
priors for per-pixel depth prediction.
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A data-driven approach makes the SIDE pipeline sim-
pler, but also makes the learnt model dependent on the qual-
ity of training data. It has been observed that such mod-
els overfit on a particular training distribution/domain and
fail to generalize on unseen data. This is especially true for
MDE models when the range of depth in the training dataset
is limited. Hence, training on multiple datasets, with wide
variations in depth ranges has been proposed [4, 34].

On the other hand, development of large foundational
models (LFMs) in recent years has altered the preferred de-
sign approach for many computer vision problems. These
huge models are trained using extensive datasets of unla-
beled images and learning objectives that are agnostic to
specific tasks. The learnt embeddings from such pre-trained
models have been shown to help generalization and zero-
shot transfer in many applications. We are aware of at least
two works for MDE in SIDE problem that have appeared
in the last few months and make use of such foundational
models. VPD [54] uses a text-to-image diffusion model pre-
trained on LAION-400M [39] dataset having large-scale
image-text pairs as the backbone. The model prompts the
denoising UNet with textual inputs to make the visual con-
tents interact with the text prompts. Since the problem for-
mulation doesn’t include text description as the input, the
model generates simple descriptions such as ‘‘A photo
of a {scene name}’’ based on the scene label given
in the NYU Depth v2 dataset. Another work, TADP [20]
improves upon VPD. Instead of simple image descriptions,
TADP uses BLIP-2 [23] to generate image captions, and
then uses CLIP [31] embeddings of the pseudo-caption to
condition the diffusion model.

We view the above works as providing robust semantic
context to LFMs for the actual task at hand, which helps in
visual recognition in general, as well as SIDE. While we do
agree with the broad motivations of these works, the ques-
tion that we ask is if pseudo-captions are the most effective
way to provide the semantic context. Textual descriptions
of an image typically focus on large salient objects and em-
phasize on their relationships. On the other hand, large vi-
sion models for image classification, typically contain rep-
resentation for even smaller objects present in the scene.
Even when a single object is present in the scene, the rep-
resentations typically capture uncertainties and ambiguities
inherent in the scene. Hence, we posit that using embed-
dings from a transformer model, pretrained on a large im-
age dataset unrelated to the SIDE task, captures more rele-
vant information, and is a better alternative to using pseudo-
captions’ CLIP embedding. Since diffusion-based models
have shown their superiority for the dense prediction tasks
in recent works [8, 16, 20, 38, 54]. Hence, we propose a
diffusion backbone for our model, along with a novel CIDE
module which employs ViT [7] to extract semantic context
embeddings. These embeddings are subsequently utilized

to condition the diffusion backbone.

Contributions. The key contributions of this work are:
(1) We propose a new model for MDE in a SIDE task. The

proposed model uses a conditional diffusion architec-
ture with the semantic context being supplied through
embeddings generated using a ViT model. Achiev-
ing a new state-of-the-art (SOTA) performance, our
method outperforms existing approaches on benchmark
datasets, including the NYU Depth v2 indoor and
KITTI outdoor datasets. Notably, we report a signif-
icant improvement of 14% in absolute relative error,
achieving 0.059 compared to the current SOTA (VPD)
performance of 0.069 on NYU Depth v2. And we
report an improvement of 2% in square relative error,
achieving 0.139 compared to the current SOTA (GED)
performance of 0.142 on KITTI.

(2) We show, qualitatively as well as quantitatively, that
using ViT embeddings to provide semantic context is
a better alternative to generating pseudo captions and
then using its CLIP embeddings to condition a SIDE
model. In contrast to TADP [20], which uses pseudo
captions, but only achieves a RMSE of 0.225 on NYU
Depth v2, we report a lower, and a new SOTA, error
of 0.218 (VPD [54] achieves 0.254).

(3) We show that providing ViT conditioning, helps our
model perform better in a zero shot transfer task.
ZoEDepth [4], the current SOTA for zero-shot trans-
fer, reports an improvement of (16%, 18%, 45%,
9%) over NeWCRF on (Sun-RGBD, iBims1, DIODE,
HyperSim) datasets, after training their model on 12
other datasets and NYU Depth v2. In contrast, we
only train on NYU Depth v2, and report a much
larger improvement of (21%, 23%, 81%, 25%).

2. Related Work

Traditional Methods. Earlier techniques for SIDE have
used Markov Random Fields [47], non-parametric depth
sampling [18], and structural similarity with prior depth
map [13] to predict pixel-wise depth.

Deep Learning Techniques for SIDE. Modern techniques
have approached the problem as a dense regression prob-
lem. CNNs have been the dominant architecture for the
SIDE in the last decade, with global-local network stack
[9], and multi-scale [21], or encoder-decoder architecture
[11] as some of the popular solution strategies. Recently,
PixelFormer [1] used a transformer-based encoder-
decoder architecture with skip connections from encoders
to decoders. MIM [51] proposed masked image modeling
as a general-purpose pre-training for geometric and motion
tasks such as SIDE and pose estimation. Similarly, AiT
[28] used mask augmentation and proposed soft tokens to
generalize visual prediction tasks. While earlier works ei-
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Figure 2. An overview of our proposed model: The latent representation of the input image undergoes a diffusion process, which is
conditioned by our proposed CIDE module. Within the CIDE module, the input image is fed through the frozen ViT model. From this, a
linear combination of the learnt embeddings is computed, which is transformed to generate a 768-dimensional contextual embedding. This
embedding is utilized to condition the diffusion backbone. Subsequently, hierarchical feature maps are extracted from the UNet’s decoder
which are concatenated and processed through a depth regressor to generate the depth map.

ther focused on MDE for a specific dataset or RDE for gener-
alization on multiple datasets, ZoEDepth [4] has proposed
a generalized method for MDE that performs well in zero-
shot transfer. We outperform [4] by a large margin even
when training on a single dataset - NYU Depth v2 for in-
door scenes or KITTI for outdoor scenes. Whereas, [4]
uses 12 datasets for pre-training and then fine-tunes on NYU
Depth v2 or KITTI for zero shot transfer.
Diffusion-based Methods with Pretraining on Large
Datasets. Recently, many techniques for SIDE has used
diffusion architectures. These techniques [8, 16, 20, 38, 54],
exploit prior knowledge acquired by pretraining on large
datasets like LAION-400M [39], which consists of 400
million image-text pairs. In contrast, depth datasets, such as
NYU Depth v2 and KITTI, contain around 20-30 thou-
sand image-depth pairs. DepthGen [38] and DDP [16]
work on a noise-to-depthmap paradigm and use images for
conditional guidance of the diffusion process. DepthGen
employs self-supervised pretraining on tasks like coloriza-
tion, inpainting, and JPEG artifact removal, followed by su-
pervised training on indoor and outdoor datasets [6, 12, 26,
27, 48]. DDP [16] decouples the image encoder and map
decoder, allowing the image encoder to run just once, while
the lightweight map decoder is run multiple times. VPD
[54] and TADP [20] use denoising UNet [37] as a back-
bone to extract the rich features at multiple scales. Also,
they utilize text instead of image for conditioning the diffu-
sion backbone.
Vision Transformer for Scene Understanding. The trans-
former architecture was initially proposed for NLP tasks
[50], but introduced to the computer vision community as
Vision Transformer (ViT) in [7]. Prior to this, CNNs dom-

inated computer vision problems due to their ability to cap-
ture spatial hierarchies in image data. However, such archi-
tectures were constrained due to their ability to learn spa-
tially localized features only. Transformer architecture has
a weaker inductive bias and allows ViT to learn long-range
dependencies, and robust, generalizable features. ViT ar-
chitectures have replaced CNNs for SOTA performance on
most computer vision tasks in recent years. We use a pre-
trained ViT model for providing semantic information to
the diffusion backbone in our model.

3. Proposed Methodology
3.1. Preliminaries

Problem Formulation. The objective of single image
depth prediction task is to predict continuous values, de-
noted as y ∈ RH×W , for every pixel present in the input
RGB image, x ∈ [0, 255]3×H×W . Here H and W represent
the height and width respectively of the input image.
Diffusion Model. Diffusion models are a class of gener-
ative models that progressively inject noise into the input
data (forward pass) and then learn to reconstruct the original
data in a reverse denoising process (reverse pass). There are
three formulations of diffusion models: denoising diffusion
probabilistic models (DDPMs) [14], score-based generative
models [43, 44], and those based on stochastic differential
equations [45, 46]. DDPMs are of relevance to our paper,
and are described below. The architecture of DDPMs con-
sists of two Markov chains: a forward chain that adds noise
to the data, and a reverse chain that converts noise back to
data by learning transition kernels parameterized by deep
neural networks. Formally, the forward pass is modeled as



a Markov process:

P (zt | zt−1) = N
(
zt;

√
1− βtzt−1, βtI

)
. (1)

Here zt denotes the random variable at the tth time step,
N (z;µ,σ) denotes Gaussian probability distribution, and
βt is the noise schedule. The above equation leads to the
analytic form of P(zt | z0),∀t ∈ {0, 1, . . . , T}:

zt =

√
β̄tz0 +

√
1− β̄tϵ, (2)

where β̄t =
∏t

s=1 βs and ϵ ∼ N (0, I). The model then
gradually removes noise by executing a learnable Markov
chain in the reverse time direction, parameterized by a nor-
mal prior distribution P (zT ) = N (zT ; 0, I) and a learn-
able transition kernel Pθ (zt−1 | zt) given by:

Pθ (zt−1 | zt) = N (zt−1;µθ (zt, t) ,Σθ (zt, t)) . (3)

The goal of the training process is to approximately match
the reverse Markov chain with the actual time reversal of the
forward Markov chain. Mathematically, parameter θ is ad-
justed so that the joint distribution of the reverse Markov
chain Pθ (z0, z1, · · · , zT ) := P (zT )

∏T
t=1 Pθ (zt−1 | zt)

closely approximates that of the forward Markov chain
P (z0, z1, · · · , zT ) := P (z0)

∏T
t=1 P (zt | zt−1). This is

achieved by minimizing the following loss:

Et∼U [1,T ],z0∼P(z0),ϵ∼N (0,I)

[
∥ϵ− ϵθ (zt, t)∥2

]
, (4)

where zt is computed using Eq. (2), and ϵθ is predicted us-
ing a neural network, typically a UNet architecture [37].
In a conditional diffusion model ϵθ (zt, t) gets replaced by
ϵθ (zt, t, C), where C is a conditioning variable.

3.2. Our Architecture

Image Encoder and Latent Diffusion. Diffusion models
typically take large number of time steps to train, and are
difficult to converge. Recently, [36] proposed a new dif-
fusion with improved convergence properties and is called
“stable-diffusion”. The key idea is to perform the diffu-
sion in latent space, with latent embedding learnt separately
through a variational autoencoder (VAE). The Encoder of
VAE first transforms the input image x of size (H,W ) to la-
tent space, then we follow latent diffusion formulation and
utilize the UNet used in Stable Diffusion[36]. Utilizing la-
tent diffusion formulation enables our architecture to cap-
ture multi-resolution features. Hence, we aggregate the fea-
ture maps from different layers of the UNetmodule (imple-
menting conditional diffusion) by bringing them all to 1/4th
resolution of the latent space, resulting in a feature map of
size 8e×H/32×W/32.
Exploiting Semantic Context with Conditional Diffu-
sion. Recall that we formulated the single image depth esti-
mation as a dense regression problem, predicting P(y | x),

𝑥
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𝑦
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Figure 3. (a) Probabilistic graphical model corresponding to VPD.
(b) The same corresponding to our formulation. Here, C represents
the semantic embedding derived from our CIDE module. This
embedding is internally generated by passing x through the ViT,
resulting in E . Subsequently, E undergoes further processing to
yield C, which is then utilized in the conditional diffusion module
implementing P(z0 | zt, C). The output of the conditional dif-
fusion module is fed into the Depth Regressor module within our
architecture, implementing P(y | z0).

where y and x denote output depth, and input image respec-
tively. In our diffusion formulation, we predict z0 which
is then used to predict pixel-wise depth, y. It has been
shown that noise prediction in a diffusion model, ϵθ, can
be seen as predicting the gradient of the density function,
∇zt

logP(zt). Hence, overall architecture for SIDE using
a diffusion architecture can be seen as factorizing the condi-
tional probability, as shown in the probabilistic graph model
in Fig. 3a. To utilize additional semantic context generated
from a ViT model, we condition it on the ViT embeddings
as shown in Fig. 3b. Mathematically, we model:

P(y | x, E) =P(y | z0)P(z0 | zt, C)P(zt | x)P(C | x),
where

P(C | x) =P(C | E)P(E | x). (5)

Here, the first term, P(y | z0), is implemented through
the Depth Regressor module explained earlier. Similarly,
P(zt | x) is implemented using the VAE’s Encoder as de-
scribed earlier. We generate conditional information, C us-
ing our Comprehensive Image Detail Embedding module
(hereafter CIDE, and explained below). The CIDE mod-
ule takes x as input and generates embedding vector C (of
dimension 768 in our design) as the output, thus, imple-
menting P(C | x) given in Eq. (5). We use E to denote the
embedding vector of a ViT module, and P(E | x) is im-
plemented through the ViT. P(C | E) is implemented using
downstream modules in CIDE consisting of learnable em-
beddings. The second term, P(z0 | zt, C), is implemented
using conditional diffusion,
Comprehensive Image Detail Embedding (CIDE) Mod-
ule. As described earlier, we believe using pseudo-captions



Table 1. Results on Indoor NYU Depth v2 [27] Dataset. Results that are bold perform best. ↑ means the metric should be higher, ↓
indicate lower is better. The evaluation uses an upper bound of 10 meters on the ground truth depth map. All the numbers for other works
have been taken from the corresponding papers. For MIM, and ZoEDepth we have used SwinV2-L 1K, and ZoeDepth-M12-N versions
respectively. We see an overall improvement against SOTA on all the metrics used for evaluation.

Method Venue Abs Rel↓ RMSE↓ log10 ↓ Sq Rel↓ δ1 ↑ δ2 ↑ δ3 ↑
Eigen et al.[9] NIPS’14 0.158 0.641 - - 0.769 0.950 0.988
DORN[10] CVPR’18 0.115 0.509 0.051 - 0.828 0.965 0.992
SharpNet[32] ICCV’19 0.139 0.502 0.047 - 0.836 0.966 0.993
Chen et al.[5] IJCAI-19 0.111 0.514 0.048 - 0.878 0.977 0.994
BTS[22] Arxiv’19 0.110 0.392 0.047 0.066 0.885 0.978 0.994
AdaBins[2] CVPR’21 0.103 0.364 0.044 - 0.903 0.984 0.997
DPT[33] ICCV’21 0.110 0.357 0.045 - 0.904 0.988 0.998
P3Depth[30] CVPR’22 0.104 0.356 0.043 - 0.898 0.981 0.996
NeWCRFs[53] CVPR’22 0.095 0.334 0.041 0.045 0.922 0.992 0.998
SwinV2-B[24] CVPR’22 0.133 0.462 0.059 - 0.819 0.975 0.995
SwinV2-L[24] CVPR’22 0.112 0.381 0.051 - 0.886 0.984 0.997
Localbins[3] ECCV’22 0.099 0.357 0.042 - 0.907 0.987 0.998
Jun et al.[17] ECCV’22 0.098 0.355 0.042 - 0.913 0.987 0.998
PixelFormer[1] WACV’23 0.090 0.322 0.039 0.043 0.929 0.991 0.998
DDP[16] ICCV’23 0.094 0.329 0.040 - 0.921 0.990 0.998
MIM [51] CVPR’23 0.083 0.287 0.035 - 0.949 0.994 0.999
AiT[28] ICCV’23 0.076 0.275 0.033 - 0.954 0.994 0.999
ZoeDepth [4] Arxiv’23 0.075 0.270 0.032 0.030 0.955 0.995 0.999
VPD[54] ICCV’23 0.069 0.254 0.030 0.027 0.964 0.995 0.999

Ours CVPR’24 0.059 0.218 0.026 0.013 0.978 0.997 0.999

RGB GT ZoeDepth [4] VPD [54] Ours

Figure 4. Visual Comparison on NYU Depth v2 Indoor Dataset. Note, our method’s ability to delineate objects in terms of their
depth, such as the table lamp in Row 5, even when such information is absent from the ground truth depth map.



Table 2. Performance on the Outdoor KITTI [12] Dataset. Please refer to the caption of Tab. 1 for notation details. For ZoEDepth
results, we use the ZoeDepth-M12-K version following the authors’ recommendation. In instances where results for certain methods were
not reported in the respective works, denoted by “-”, and the code is unavailable, we were unable to generate the missing numbers. Despite
the saturation of results on the outdoor KITTI dataset, our method consistently achieves comparable or superior performance to the state-
of-the-art (SOTA) across all metrics. VPD[54] cannot be trained on KITTI dataset as it required a per image text label which is not present
in KITTI. The symbol † indicates that the method utilizes additional information beyond RGB.

Method Venue Abs Rel↓ Sq Rel↓ RMSElog ↓ RMSE↓ δ1 ↑ δ2 ↑ δ3 ↑
Eigen et al.[9] NIPS’14 0.203 1.517 0.282 6.307 0.702 0.898 0.967
DORN[10] CVPR’18 0.072 0.307 0.120 2.727 0.932 0.984 0.994
BTS[22] Arxiv’19 0.059 0.241 0.096 2.756 0.956 0.993 0.998
AdaBins[2] CVPR’21 0.067 0.190 0.088 2.960 0.949 0.992 0.998
DPT[33] ICCV’21 0.060 - 0.092 2.573 0.959 0.995 0.996
P3Depth[30] CVPR’22 0.071 0.270 0.103 2.842 0.953 0.993 0.998
NeWCRFs[53] CVPR’22 0.052 0.155 0.079 2.129 0.974 0.997 0.999
PixelFormer[1] WACV’23 0.051 0.149 0.077 2.081 0.976 0.997 0.999
ZoeDepth [4] Arxiv’23 0.054 0.189 0.083 2.440 0.97 0.996 0.999
DDP [16] ICCV’23 0.050 0.148 0.076 2.072 0.975 0.997 0.999
URCDC [40] ToM’23 0.050 0.142 0.076 2.032 0.977 0.997 0.999
IEBins [41] NeurIPS’23 0.050 0.142 0.075 2.011 0.978 0.998 0.999
MIM [51] CVPR’23 0.050 0.139 0.075 1.966 0.977 0.998 1.000
GEDepth[52]† ICCV’23 0.048 0.142 0.076 2.044 0.976 0.997 0.999

Ours CVPR’24 0.048 0.139 0.074 2.039 0.979 0.998 1.000

RGB NewCRF[53] Pixelformer[1] IEbins[41] URCDCdepth[40] Ours

Figure 5. Visual Comparison on KITTI Outdoor Dataset.

to generate the semantic context has limited utility, as the
textual descriptions typically focus on large salient ob-
jects only. Instead we propose our CIDE module which
use embeddings from a pre-trained ViT, and extract de-
tailed semantic context from these embeddings. For this we
take 1000 dimensional logit vector from ViT, and pass it
through a two layer MLP which converts it to a 100 dimen-
sional vector. Subsequently, we employ this vector to com-
pute the linear combination of 100 learnable embeddings.

This resulting embedding undergoes a linear transformation
to yield a semantic context vector of dimension 768, which
is then passed to conditional diffusion module.

Depth Regressor. The output feature map undergoes
through an Upsampling Decoder, comprised of deconvo-
lution layers, followed by a Depth Regressor. The Depth
Regressor is essentially a two-layer convolutional neural
network (CNN), with the initial layer having dimensions
Conv(3× 3),192, and the subsequent layer Conv(3× 3),1.



Table 3. Quantitative results for zero-shot transfer to four unseen indoor datasets. mRIθ denotes the mean relative improvement with
respect to NeWCRFs across all metrics (δ1, REL, RMSE). Evaluation depth is capped at 8m for SUN RGB-D, 10m for iBims and DIODE
Indoor, and 80m for HyperSim. Best results are in bold, second best are underlined. Our mRIθ outperforms all methods across all datasets
by a large margin. † denotes that ZoeD is trained on 12 datasets and our method is trained only on NYUv2.

SUN RGB-D iBims-1 Benchmark DIODE Indoor HyperSim
Method δ1 ↑ REL ↓ RMSE ↓ mRIθ ↑ δ1 ↑ REL ↓ RMSE ↓ mRIθ ↑ δ1 ↑ REL ↓ RMSE ↓ mRIθ ↑ δ1 ↑ REL ↓ RMSE ↓ mRIθ ↑

BTS [22] 0.740 0.172 0.515 -14.2% 0.538 0.231 0.919 -6.9% 0.210 0.418 1.905 2.3% 0.225 0.476 6.404 -8.6%
AdaBins [2] 0.771 0.159 0.476 -7.0% 0.555 0.212 0.901 -2.1% 0.174 0.443 1.963 -7.2% 0.221 0.483 6.546 -10.5%
LocalBins [3] 0.777 0.156 0.470 -5.6% 0.558 0.211 0.880 -0.7% 0.229 0.412 1.853 7.1% 0.234 0.468 6.362 -6.6%
NeWCRFs [53] 0.798 0.151 0.424 0.0% 0.548 0.206 0.861 0.0% 0.187 0.404 1.867 0.0% 0.255 0.442 6.017 0.0%
VPD [54] 0.861 0.121 0.355 14.7% 0.627 0.187 0.767 11.5% 0.480 0.392 1.295 63.4% 0.333 0.531 5.111 8.5%
ZoeD-M12-N† [4] 0.864 0.119 0.346 16.0% 0.658 0.169 0.711 18.5% 0.376 0.327 1.588 45.0% 0.292 0.410 5.771 8.6%

Ours 0.885 0.112 0.319 20.5% 0.688 0.163 0.664 23.1% 0.545 0.344 1.164 81.3% 0.394 0.442 4.739 25.2%
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Figure 6. Visualization of improvements over VPD [54] in our model due to ViT embeddings passed down as conditional vectors (in blue
and green). In the above images, ViT detects the desktop computer (first image) and table lamp (second image) with high probability,
and they are thus better detected by our model. Additional visualizations are provided in the supplementary material.

4. Experiments and Results

Datasets and Evaluation. We use NYU Depth v2 [27]
and KITTI [12] as the primary datasets for training. The
NYU Depth v2 dataset is a widely used indoor bench-
mark for monocular depth estimation, containing over 24k
densely labeled pairs of RGB and depth images in the train
set and 654 in the test set. The dataset covers a wide range
of indoor scenes and includes challenging scenarios such
as reflective surfaces, transparent objects, and occlusions.
The ground truth depth maps are obtained using a structured
light sensor and are provided at a resolution of 640 × 480.

KITTI dataset is a widely used outdoor benchmark for
monocular depth estimation, containing over 24k densely
labeled pairs of RGB and depth images. The dataset cov-
ers outdoor driving scenarios and includes varying lighting
conditions, weather, and occlusions. The ground truth depth
maps are obtained using a Velodyne LiDAR sensor and
are provided at a resolution of 1242 × 375. To demon-
strate generalizability, we evaluate zero-shot performance
on the following datasets: Sun-RGBD [42], iBims1 [19],
DIODE [49], and HyperSim [35]. Whereas, the main pa-
per contains mostly quantitative, and only some representa-



Table 4. Effectiveness of different embeddings for guiding the dif-
fusion process for depth estimation on NYU Depth v2 dataset.
In the third row, rather than using pseudo caption embeddings gen-
erated from the scene label (as implemented by VPD [54]), we
provide the one-hot vector representing the scene label as a condi-
tion to the diffusion model. We observe a slight improvement in
the metrics, highlighting that information content in the caption is
similar to that in one-hot label.

Embeddings RMSE↓ Abs Rel↓ δ1 ↑
Scene label emb. [54] 0.254 0.069 0.964
Text caption emb. [20] 0.225 0.062 0.976
One-hot vector emb. 0.244 0.067 0.968
Proposed scene emb. 0.218 0.059 0.978

tive visual results, detailed visual results on each dataset are
included in the supplementary.
Implementation Details. Our model is implemented using
PyTorch [29]. For optimization, we have used AdamW op-
timizer [25] with β0 values of 0.9 and 0.999, a batch size
of 32, and a weight decay of 0.1. We train our model for
25 epochs for both KITTI and NYU Depth v2 datasets,
with an initial learning rate of 3×10−5. We first linearly in-
crease learning rate to 5× 10−4, and then linearly decrease
across training iterations. We use usual data augmentation
techniques, including random hue addition, horizontal flip-
ping, changing the image brightness, and Cut Depth [15].
Our model takes approximately 21 minutes per epoch to
train using 8 NVIDIA A100 GPUs.

4.1. Comparison on Benchmark Datasets

Comparison on NYU Depth v2. Tab. 1 shows the com-
parison of our proposed method with SOTA methods on the
indoor NYU Depth v2 dataset [27]. We achieve a new
state of the art on this dataset. Our methods perform better
than the previous SOTA ([54])) by a large margin of 14% in
terms of RMSE. Fig. 4 provides a qualitative comparison on
the dataset.
Comparison on KITTI. Tab. 2 shows the comparison with
various methods on the KITTI dataset [12]. Fig. 5 shows
the qualitative results. Unlike NYU Depth v2 dataset,
KITTI is an outdoor dataset. On this dataset also, we
achieve similar or better performance than all existing state-
of-the-art techniques.

4.2. Generalization and Zero Shot Transfer

Unlike state of the art on zero short transfer (ZoEDepth
[4]), which requiring training on many datasets (12 in their
case) for effective zero shot transfer, we show that our
model generalizes well to other unseen dataset even when
trained on a single NYU Depth v2 dataset. Tab. 3 shows
quantitative results to back our findings.

4.3. Ablation Study

Effect of Contextual Information. As highlighted in the
motivation, a key observation of this study is the richness of
information contained within the output probability vector
of the ViT, surpassing the textual embeddings employed in
current state-of-the-art (e.g., VPD [54]). To compare with
the utilization of scene label information (as implemented
by VPD), we construct the conditioning embedding as a one-
hot vector using the scene label, and subsequently trans-
form it using an MLP. As illustrated in Tab. 4, we observe a
slight improvement over VPD, indicating that the informa-
tion content in pseudo-captions resembles that of one-hot
labels. Furthermore, our proposed method surpasses both
the approaches.

Qualitative Results. Perhaps the most important task
would be to verify that use of rich probability vector instead
of text embeddings actually results in an improvement in
depth as a direct consequence. We do this by considering
the top few objects predicted by the ViT and correlating
this with the depth predicted at these objects. We hypothe-
sise when a particular class say dog is predicted with a high
probability (hence there must be a dog in the image), then
the corresponding depth must also be more accurate. We
show this in Fig. 6.

5. Conclusion

We presented a new architecture block Comprehensive Im-
age Detail Embedding (CIDE) module for robust monocu-
lar depth estimation in this paper. Our key idea is to high-
light the limitations of using pseudo-captions to provide
contextual information, and instead propose to use richer
class-wise probability generated by a classification model,
such as ViT. The motivation is that, while textual embed-
ding typically highlight salient objects, class-wise proba-
bility vector preserves more details, including smaller ob-
jects in the background also. We implement the idea using
proposed CIDE module cascaded with a conditional diffu-
sion pipeline for monocular depth estimation. We demon-
strated the effectiveness of our approach on several bench-
mark datasets and showed that it outperforms SOTA meth-
ods by a significant margin.
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Supplementary Material

A. Ablation Study

A.1. Effect of ViT Architecture

Table 5 investigates the impact of varying ViT sizes on the
generation of embeddings from RGB images. Our results
for the NYU Depth v2 [27] dataset suggest that ViT-base
yields optimal performance. Additionally, our observations
in the KITTI dataset align with a similar trend.

Table 5. Ablation Study on ViT Sizes: Performance comparison
of different ViT variants in terms of parameters and depth error
metrics on the NYUv2 [27] dataset. The results guide the selection
of ViT-base in our final architecture. Best results are in bold.

Classifier #Parameters RMSE↓ Abs Rel↓ δ1 ↑
ViT-base 86.6 M 0.218 0.059 0.978
deit-base 86.6 M 0.218 0.059 0.978
ViT-large 303.3 M 0.218 0.060 0.978
ViT-huge 630.8 M 0.219 0.060 0.978

Table 6. Ablation Study on dimension of Learnable Scene Em-
beddings (N): The table shows the impact of varying the dimen-
sion of learnable scene embeddings on the depth error metrics.
We observe a decrease in error with increasing N until saturation
occurs at N=100, prompting us to limit the model parameters to
N=100. Best results are highlighted in bold.

N RMSE↓ Abs Rel↓ log10 ↓ δ1 ↑
10 0.219 0.061 0.027 0.978
50 0.219 0.060 0.026 0.978
100 0.218 0.059 0.026 0.978
200 0.218 0.060 0.026 0.978

A.2. Additional Qualitative Ablation

In Fig. 8, we present supplementary qualitative ablation re-
sults that highlight the correlation between value of ViT log-
its and the improvement in the predicted depth. The visu-
alization demonstrates that elevated value of ViT logits for
specific objects contribute to our model’s ability to focus on
those objects, enhancing the accuracy of predicted depth in
corresponding regions.

B. Architectural Details

B.1. Image Encoder

Similar to Latent Diffusion [36], we employed the VQ-
VAE’s encoder to transition from image space to latent
space.

B.2. Upsampling Decoder

After obtaining the hierarchical feature map from denoising
UNet, the concatenated feature map undergoes upsampling,
transitioning from a resolution of 64× 64 back to H ×W .
Refer to Fig. 7 for a detailed view of the upsampling de-
coder architecture.

Deconv Layer((3 3), 8e, 32)
BatchNorm2D

Deconv Layer((2 2), 32, 32)
BatchNorm2D

Deconv Layer((2 2), 32, 32)
BatchNorm2D

Conv ((3 3), 32, e)
BatchNorm2D

Bilinear Upsample

Bilinear Upsample

Upsampling Decoder

Figure 7. Detailed architecture of the upsampling decoder, respon-
sible for upsampling the concatenated feature map to obtain the
final feature map at a resolution of H ×W , e = 192

C. Additional Experimental Details

C.1. Hyperparameters

For reproducibility of the results presented in the main pa-
per and the supplementary material, we provide a compre-
hensive list of the hyper parameters employed in our exper-
iments in Table 7.

D. Qualitative Results for Zero-Shot Perfor-
mance Across Datasets

In the main paper, we presented a quantitative comparison
of our method’s zero-shot performance. Here, we provide a
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Figure 8. Enhanced visualizations showcasing improvements over VPD [54] in our model, facilitated by ViT embeddings employed as
conditional vectors for the denoising procedure. In the presented images, our model demonstrates heightened accuracy in detecting objects,
such as the television (blue in first image) and table lamp (green in second image) when these are detected with high probability by
ViT.

Table 7. Hyper-parameter settings for our model.

Hyper-parameter Value

Learning rate schedule one cycle
Min learning Rate 3× 10−5

Max learning Rage 5× 10−4

Batch Size 32
Optimizer AdamW [25]
βs in optimizer (0.9, 0.999)
Weight Decay 0.1
Layer Decay Rate 0.9
Embedding Dimension 192
Variance focus in SiLog loss 0.85
ViT Size ViT-base
Number of learnable emb. 100
epochs 25

qualitative assessment of our method’s performance in com-
parison to ZoEDepth [4] across the HyperSim, DIODE,
Sun-RGBD and iBims1 datasets in Fig. 9, 10, 11 and 12.
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Figure 9. Qualitative Comparison on the HyperSim [35] Dataset. Our depth predictions are contrasted with those of Zoedepth[4]. The
first row displays RGB images, the second row shows groundtruth depth, the third row exhibits Zoedepth[4]’s depth, and the fourth row
showcases our depth predictions. To facilitate visual comparison, the colormap scale remains consistent across corresponding depth maps.
Our model, trained only on NYU Depth v2, is compared with Zoedepth[4], which is trained on 12 datasets and then fine-tuned on NYU
Depth v2.
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Figure 10. Qualitative Comparison on the DIODE [49] Dataset. Our depth predictions are contrasted with those of Zoedepth[4]. The
first row displays RGB images, the second row shows groundtruth depth, the third row exhibits Zoedepth[4]’s depth, and the fourth row
showcases our depth predictions. To facilitate visual comparison, the colormap scale remains consistent across corresponding depth maps.
Our model, trained only on NYU Depth v2, is compared with Zoedepth[4], which is trained on 12 datasets and then fine-tuned on NYU
Depth v2.
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Figure 11. Qualitative Comparison on the Sun-RGBD [42] Dataset. Our depth predictions are contrasted with those of Zoedepth[4].
The first row displays RGB images, the second row shows groundtruth depth, the third row exhibits Zoedepth[4]’s depth, and the fourth
row showcases our depth predictions. To facilitate visual comparison, the colormap scale remains consistent across corresponding depth
maps. Our model, trained only on NYU Depth v2, is compared with Zoedepth[4], which is trained on 12 datasets and then fine-tuned
on NYU Depth v2.
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Figure 12. Qualitative Comparison on the iBims1 [19] Dataset. Our depth predictions are contrasted with those of Zoedepth[4]. The
first row displays RGB images, the second row shows groundtruth depth, the third row exhibits Zoedepth[4]’s depth, and the fourth row
showcases our depth predictions. To facilitate visual comparison, the colormap scale remains consistent across corresponding depth maps.
Our model, trained only on NYU Depth v2, is compared with Zoedepth[4], which is trained on 12 datasets and then fine-tuned on NYU
Depth v2.
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