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It is common in condensed matter systems for reflection (R) and time-reversal (T ) symmetry
to both be broken while the combination RT is preserved. In this paper we study invariants that
arise due to RT symmetry. We consider many-body systems of interacting fermions with fermionic
symmetry groups Gf = Zf

2 ×ZRT
2 , U(1)f ⋊ZRT

2 , and U(1)f ×ZRT
2 . We show that (2+1)D invertible

fermionic topological phases with these symmetries have a Z×Z8, Z2×Z2, and Z2×Z4 classification,
respectively, which we compute using the framework of G-crossed braided tensor categories. We
provide a many-body RT invariant in terms of a tripartite entanglement measure, and which we
show can be understood using an edge conformal field theory computation in terms of vertex states.
For Gf = U(1)f ⋊ZRT

2 , which applies to charged fermions in a magnetic field, the non-trivial value
of the Z2 invariant requires strong interactions. For symmetry-preserving boundaries, the phases are
distinguished by zero modes at the intersection of the reflection axis and the boundary. Additional
invariants arise in the presence of translation or rotation symmetry.

Introduction. A significant direction in condensed
matter physics is to develop a comprehensive under-
standing of topological invariants that can distinguish
quantum phases of matter [1–9]. Recently there have
been breakthroughs for strongly interacting systems of
fermions [10–13] with physically relevant crystalline sym-
metries [14–25]. In this paper, we focus on a commonly
occurring symmetry in condensed matter systems, the
combination of reflection and time-reversal symmetry,
denoted RT , and which generates an order-2 group ZRT2 .
A common scenario, as in quantum Hall systems, chiral
superconductors and magnets, is for reflection (R) and
time-reversal (T ) to be separately broken, either by an
applied magnetic field or spontaneously, while the combi-
nation RT remains a symmetry. This raises the question
of whether new topological phases appear with RT sym-
metry and what the corresponding invariants are. The
case where R and T are individually symmetries of the
interacting problem has been studied to some extent [26].

In this paper, we consider systems with the follow-

ing fermionic symmetry groups: Gf = Zf2 × ZRT2 ,

U(1)f ⋊ ZRT2 , and U(1)f × ZRT2 . Here Zf2 refers to the
order-2 group generated by fermion parity, (−1)F , and
U(1)f refers to the group U(1) where the π rotation is

fermion parity. Gf = Zf2 × ZRT2 is relevant for describ-
ing mean-field Bogoliubov-de-Gennes (BdG) Hamiltoni-
ans for chiral superconductors; Gf = U(1)f ⋊ ZRT2 is
relevant for describing charged fermions in a magnetic
field; Gf = U(1)f × ZRT2 is relevant when the U(1)f de-
scribes spin rotation symmetry. We discuss the effect of
lattice translations and rotations at the end of the paper.

Definition of the invariant. We begin by presenting
a many-body invariant arising from ZRT2 symmetry, and
which can be extracted from a single bulk ground state
wave function, adding to previous work extracting in-
variants from single bulk wave functions [16, 23, 27–33].
Following ideas of implementing partial symmetry oper-
ations to extract invariants [16, 23, 25, 34–40], we wish

Gf Classification Labels IRT

Zf
2 × ZRT

2 Z× Z8 (2c−, ν) e2πi(c−+ν)/8

U(1)f ⋊ ZRT
2 Z2 × Z2 (c−, C, ν) e

2πi(c−+4ν)/8

U(1)f × ZRT
2 Z2 × Z4 (c−, C, ν) e

2πi(c−+2ν)/8

TABLE I. Classification of (2+1)D invertible fermionic topo-
logical phases withGf symmetry, labeled by the chiral central
charge c−, Chern number C, and an integer index ν.

to define a “partial” RT transformation, whose ground
state expectation value defines our invariant. Consider
a (2+1)D gapped system on flat space. The reflection
acts on space as R : (x, y) → (−x, y) while time-reversal
T = UK, with K denoting complex conjugation and U a
unitary operator. UfiU

† = fjUij , where i, j index sites
and flavors of the fermion annihilation operator f . U
only acts on the on-site degrees of freedom, so Uij = 0
if i and j are at different positions. We assume that
the entire system is invariant under the combined RT
symmetry operation, with (RT )2 = 1. We take a tripar-
tition of the system into subsystems A, B, C, such that
A and B are adjacent disks that respect the reflection
symmetry, see Figure 1 (a). Consider the reduced den-
sity matrix ρAB = TrC(|Ψ⟩ ⟨Ψ|), where |Ψ⟩ is the ground
state wave function of the entire system. We define:

ZRT := TrAB(RAUAρ
TA

ABU
†
AR

†
AρAB) (1)

and IRT := ZRT /|ZRT |. RA is the reflection operator re-
stricted to region A, meaning that it acts as a reflection
within A and as the identity outside of A. ρTA

AB denotes
the fermionic partial transpose [41], which allows us to
define a partial time-reversal operation. The many-body
ground state can be decomposed into the coherent state

basis |{ξj}⟩ := e−
∑

j ξjf
†
j |0⟩, ⟨{χ̄j}| := ⟨0| e−

∑
j fj χ̄j

where χ and ξ are Grassmann variables. The density
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FIG. 1. (a) Placement of Region A, B, C. Partial RT
only acts on A. (b) The teal region represent the 3-vertex
state |ψABC⟩. (c) |ψABC⟩ is topologically equivalent to a 3-
punctured sphere. (d) |ψABC⟩ after performing the conformal

transformation z → z3/2 where boundaries of the same color
are identified.

matrix is expanded as:

ρAB =

∫
d[ξ̄, ξ]d[χ̄, χ]ρAB({ξ̄j}; {χj}) |{ξj}j⟩ ⟨{χ̄j}j | ,

(2)

where d[ξ̄, ξ] :=
∏
j dξ̄jdξe

−
∑

j ξ̄jξj , and

ρAB({ξ̄j}; {χj}) :=
〈
{ξ̄j}

∣∣ ρAB |{χj}⟩. The com-
bined position and flavor index j runs through all the
sites in A ∪ B. The partial time reversal of ρAB is:

UAρ
TA

ABU
†
A =

∫
[dξ̄, ξ]d[χ̄, χ]ρAB({ξ̄j}; {χj})∣∣{iUjiχ̄j}j∈A, {ξj}j∈B

〉〈
{iξjU†

ji}j∈A, {χ̄j}j∈B

∣∣. (3)

We will see that IRT is a quantized invariant, up to cor-
rections exponentially small in the size of AB, with the
quantization shown in Table I.

To motivate Eq. 1, note that at the reflection axis
x = 0, RT effectively reduces to an internal anti-unitary
symmetry. Therefore, for any given state, we can con-
sider stacking at x = 0 a (1+1)D invertible fermionic

state with ZT2 symmetry. When Gf = Zf2 × ZRT2 , the
(1+1)D state is in Class BDI [42–44], which is known
to have a Z8 classification [45]. Viewing the system
as an effectively one-dimensional system along the y di-
rection, our many-body invariant reduces to the many-
body invariant presented in [37] for (1+1)D topological
phases in class BDI. Similarly, for Gf = U(1)f ⋊ ZRT2

and U(1)f × ZRT2 the corresponding (1+1)D states are
in symmetry classes AI and AIII, respectively.

Numerical results. We confirm the above statements
empirically via numerical calculations of IRT for multiple

FIG. 2. The phase of RT invariant IRT for the H1 (sin-
gle layer) and H2 (bilayer) in units of π/8. The numerics
are done on a 16× 16 square lattice with periodic boundary
condition. Different saturation of the data points represent
different system sizes of the A ∪B region.

layers of chiral p-wave superconductors. A single layer
of chiral p-wave superconductor has BdG Hamiltonian

Hs=−
∑
i⃗

µ⃗if
†
i⃗,s
f⃗i,s−

1

2

∑
⟨⃗i,⃗j⟩

[tf†
i⃗,s
fj⃗,s+∆

(s)

i⃗,⃗j
f†
i⃗,s
f†
j⃗,s

+H.c.].

(4)

Here s = ±1 denotes its chirality, i⃗ = (xi, yi) denotes the
coordinate of i−th site on a square lattice expanded by
the unit vector (êx, êy), and the summation ⟨⟩ runs over
nearest neighbors. The pair order parameter ∆

(s)

i⃗,⃗i+êx
=

is∆, ∆
(s)

i⃗,⃗i+êy
= ∆, with ∆, t > 0. We have: Tfj⃗,sT

−1 =

fj⃗,s, TiT
−1 = −i, Rf(ix,iy),sR−1 = f(−ix,iy),s. We in-

clude chemical potential disorder µ⃗i = µ+δ⃗i, |δ⃗i| < |µ| in
such a way that the Hamiltonian (4) breaks translation
symmetry in both directions but respects RT symmetry.
We consider the following two cases: (1) a single layer
chiral superconductor H1 = H+, (2) two layers of su-
perconductors with opposite chiralities H2 = H+ +H−.
In both cases, the Hamiltonians H1,2 have the symmetry

Zf2×ZRT2 . We compute IRT numerically, with the results
shown in Figure 2. These results agree with the proposed
formula IRT = e2πi(c−+ν)/8 in Table I. Consider the case
for 0 < µ < 2t. For H1, the phase of IRT is quantized
to 2π/16, which agrees with c− = 1/2, ν = 0 mod 8, and
for H2, the phase of IRT is quantized to 2π/8, which
agrees with c− = 0, ν = 1 mod 8. Free fermion models
for U(1)f × ZRT2 can be obtained by taking two copies
of the above systems.

Computation of invariant from edge CFT. A central
result of this paper is that we can derive the properties of
ZRT , assuming the equivalence [46] between the entan-
glement spectrum and an idealized CFT description of
the edge theory. For simplicity, we assume that the edge
CFT is chiral. 1 Below we sketch the calculation; addi-
tional details are presented in Appendix I. We employ

1 In the case of non-chiral edge CFT, it breaks into tensor product
of chiral and anti-chiral modes, and one can compute each part
separately.
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FIG. 3. (a) The 3-vertex state |ψABC⟩ is topologically equivalent to a pair of pants. (b) ρAB = TrC(|ψABC⟩ ⟨ψABC|) is
constructed by gluing two 3-vertex states with opposite orientations along C. (c) ZRT is constructed by gluing 2 ρAB with
the top half of the first ρAB (tinted yellow) twisted by UZ2Tπ. We could cut at the red dashed line by inserting ground states,
and fictitiously cut through the magenta and green circle, which result in (d): two copies of Ishibashi state |I⟩, with one of
them twisted by UZ2Tπ.

the “cut-and-glue” argument [47], where we first phys-
ically cut the whole system into the tripartition, which
gives rise to edge theories along the boundaries of each
subsystem. We then “glue” the cut back by turning on
the interaction connecting the subsystems along the in-
terface. This gluing interaction is regarded as the per-
turbation gapping out the counter-propagating CFT at
the cut, and thought to correspond to the conformally
invariant boundary condition of the CFT [48]. This per-
spective allows us to identify the resulting state after
gluing as the boundary state of the CFT.

If we had a bipartition of the 2d system instead of
the tripartition, we would have been able to explicitly
represent the boundary state of edge CFT at the cut
using the Ishibashi state [49]. But given we consider the
tripartition of the system, there is no known explicit form
for the boundary state. However, one can still express
the CFT state at the tripartition cut in terms of the path
integral of the CFT [50], where we take the 2D spacetime
for the (1+1)D edge CFT to be a network of thin slabs
obtained by fattening the tripartition cut by a width
2β, see Figure 1 (b). The parameter β is regarded as
a regulator introduced to normalize the boundary state,
and β → 0 is understood.

Suppose that the 2d space for the bulk wavefunction
is located on a sphere and A, B, C are the tripartition of
a sphere. The path integral for the CFT boundary state
on the tripartition cut |ψABC⟩ is then carried out on
an open surface topologically equivalent to a 2D sphere
with three punctures, see Figure 1 (c). By performing
the conformal transformation z → z3/2 on the punctured
sphere, it is transformed to an open surface obtained by
gluing three annuli with width β at their boundary, see
Figure 1 (d). The resulting boundary state after the
conformal transformation is referred to as the 3-vertex
state. From now, when we refer to a 3-punctured sphere
for |ψABC⟩ we consider the one after the transformation
z → z3/2. ρAB is then represented by a path integral on
a surface obtained by gluing a pair of punctured spheres
|ψABC⟩ along the boundary circle which corresponds to
the Hilbert space of the C subsystem. Gluing along the
C circle amounts to tracing out the Hilbert space for C
subsystem. The resulting surface is topologically equiv-
alent to a sphere with four punctures, see Figure 3 (b).

Let us now express the partial RT transformation at

the level of the CFT path integral. The partial RT acts
on the Hilbert space for the A circle, and has the effect
of reflecting the spatial A circle as well as exchanging the
bra and ket of ρAB due to the partial transpose acting
on A. These effects are simultaneously achieved by a half
Dehn twist inserted at the equator of the 4-punctured
sphere, where the A circles are located at the northern
hemisphere (see Figure 3 (c)). Let us recall that the π
rotation in the Euclidean spacetime reversing the time
direction is identified as the CRT symmetry in Lorentz
invariant theory [51]. We then postulate that our RT
symmetry is the combined operation of CRT and inter-
nal Z2 symmetry. This identification then allows us to
express the partial RT in terms of the half Dehn twist
associated with an insertion of the Z2 symmetry defect
along the equator of the 4-punctured sphere.

The invariant ZRT then corresponds to a path inte-
gral on a closed Riemann surface, obtained by a pair
of 4-punctured spheres where the A, B boundaries are
connected up, and one of the punctured sphere is in-
serted with the half Dehn twist associated with the Z2

symmetry defect. This resulting Riemann surface is a
genus 3 surface with a defect insertion, and it is gener-
ally formidable to compute the CFT partition function
on a genus 3 surface. However, in the limit of β → 0
where the width of the annulus is thin, one can greatly
simplify the topology and work out the computation.

When β → 0, if we regard the direction along the
annulus as a fictitious time direction, the Hilbert space
living at the interval with length 2β is in the low temper-
ature limit, and effectively realizes its ground state. So
one can insert the projector onto the ground state along
a cut (see Appendix I for further details). In the 4-
punctured sphere for ρAB, we insert the projector along
a line connecting the pair of A circles and a line con-
necting the pair of B circles. For ZRT this amounts to
cutting along the (red) dashed line in Figure 3(c) and
setting the boundary condition to be the ground state.

Now, the invariant ZRT is the path integral on a sur-
face shown in Figure 3 (c) with the ground state projec-
tor inserted along the red dashed lines. To evaluate the
phase of this path integral, we cut the surface for ZRT
in Figure 3 (c) along the purple and green curves, which
results in two disconnected open surfaces as shown in
Figure 3 (d). Each open surface shown in Figure 3 (d)
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is a cylinder with the circumference 8β, and the ends of
the cylinder are set to the ground state boundary con-
dition. The pair of holes (purple and green) on each
cylinder support a state of the CFT. As explained in the
Appendix I, this state is the Ishibashi state |I⟩ in the
limit β → 0.

Finally, the invariant ZRT is regarded as the expecta-
tion value in the Ishibashi state of the half Dehn twist
Tπ followed by the Z2 symmetry generator UZ2

acting on
a single hole boundary (purple circle, which we can take
to be the holomorphic part of the Hilbert space)

ZRT = ⟨I|UZ2
Tπ |I⟩ . (5)

The insertion of the symmetry operator reflects the de-
fect insertion at one of the equators in Figure 3(c). This
Ishibashi state |I⟩ is normalized such that the norm of
the state is given by the 2nd Renyi entropy in the limit
β → 0, Tr(ρ2AB) = ⟨I|I⟩, which has been computed
in [50].

The phase of ZRT can be evaluated by identifying the
Ishibashi state as the path integral on a single annuli
with thin width β′ → 0. This β′ is regarded as another
way of regularizing the Ishibashi state |I⟩ at β → 0 de-
fined above, and we assume that the result of the invari-
ant IRT does not depend on the choice of the regular-
ization. Then, ZRT is regarded as connecting two annuli
along their boundaries with a single insertion of the de-
fect UZ2

Tπ. This is the torus partition function with the
defect insertions, which can be expressed in terms of the
chiral Virasoro character,

ZRT ∝ e
2πi
48 c−χ1

(
τ = iβ′ +

1

2
, (0, 1), (AP,AP)

)
, (6)

where ∝ denotes up to overall (real) normalization, and
(0, 1) denotes Z2 twisted sector on a torus. (AP, AP)
represents the anti-periodic spin structure along each cy-
cle. The modular parameter iβ′ + 1/2 reflects that the
half Dehn twist along the spatial cycle is inserted. Ex-
plicit computations of this CFT character is carried out
in Appendix I. For instance, fermionic invertible phases
with unitary Z2 symmetry in (2+1)D are labeled by
(ν, 2c−) ∈ Z8 × Z [52]. IRT then evaluates to

IRT = e
2πi
8 νe

2πi
16 2c− . (7)

Similar calculations for the case U(1)f ⋊Z2 and U(1)f ×
Z2 yield the results summarized in Table I.
Classification. The classification of phases summa-

rized in Table I can be derived in two independent ways,
exhibiting a remarkable agreement. Following the argu-
ments in [53], given two states we can apply a unitary
circuit in any region R to locally transform one state to
another; the circuit will be RT symmetric if we apply an
appropriate circuit to the reflected region R(R). In this
way, we can transform the two states to each other every-
where except for the reflection axis. Thus we expect that
the classification of phases with ZRT2 symmetry can be
obtained by decorating the reflection axis with (1+1)D

invertible states. The classification of (1+1)D fermionic
invertible phases in class BDI, AI, and AIII are known
to be Z8, Z2, and Z4, respectively [45]. Combining this
with the known invariants c− and Chern number C gives
Table I.

For the case Gf = U(1)f ⋊ ZRT2 the ν ∈ Z2 index is
interaction-enabled, meaning that it can only emerge in
an interacting fermionic system. This is because (1+1)D
strongly interacting invertible phases in Class AI have a
Z2 classification, as compared with a trivial free fermion
classification [43]. If a free fermion realization existed for
our non-trivial ν index, then we could view the (2+1)D
system as a (1+1)D system where the x direction is
thought of as an internal index, and we would arrive
at a free fermion realization of the non-trivial Class AI
phase, which is a contradiction.

Remarkably, we can independently derive the same
classification more formally using the techniques devel-
oped in [10, 12, 22]. To do this, we first use the fermionic
crystalline equivalence principle (fCEP), which asserts
that the classification of fermionic topological phases
with a spatial symmetry Gf is equivalent to one with
an internal symmetry Geff

f [21, 22, 54–56]. Ref. 22 pre-

sented an algebraic formula for relating Gf to Geff
f . In

general the fCEP is a conjecture which has received sub-
stantial empirical verification; the results here provide
additional evidence for its validity. As reviewed in Ap-
pendix II, under fCEP one can replace the ZRT2 sym-
metry with a unitary internal Z2 symmetry. Thus, we
proceed by classifying fermionic invertible phases with

symmetries Zf2 × Z2, U(1)f ⋊ Z2 ≃ O(2)f , U(1)f × Z2.

In general, invertible fermionic topological phases with
internal symmetries can be systematically character-
ized and classified using an algebraic framework of G-
crossed braided tensor categories [8, 10, 12]. Such
phases are characterized by a set of data, (c−, n1, n2, ν3),
where n1 ∈ C1(Gb,Z2), n2 ∈ C2(Gb,Z2), and ν3 ∈
C3(Gb,R/Z). These data are subject to a set of con-
sistency conditions, dn1 = 0, dn2 = O3, and dν3 = O4.
The expressions for O3 and O4, together with equiva-
lence relations on the data (n1, n2, ν3) are given in [10]
and summarized in Appendix II. By solving these con-
sistency conditions and equivalence relations, we can de-
rive the classification given in Table I, as detailed in Ap-
pendix II.

Higher order edge modes. If c− = C = 0, the bound-
ary does not generically have dispersing edge modes with
the symmetries in Table I, unless additional symmetries
are present. If the boundary respects the RT symme-
try, there will be an edge zero mode at the intersection
point between the reflection axis and the boundary of
the system. Thus such phases are analogous to “higher
order topological phases” [57] except the zero modes are
not at corners. In the case of the ν = 1 phase with

Gf = Zf2 ×ZRT2 , the intersection point localizes a Majo-
rana zero mode. We can understand this in more detail
for the model Hamiltonian H2 introduced above. The
low energy edge theory consists of counterpropagating
Majorana fermions. A mass term m(x) gaps the modes,
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but RT symmetry requires m(x) = −m(−x) [58]. The
domain wall in the mass leads to a Majorana zero mode
at x = 0 [59].

Including translation and rotation symmetry. In the
presence of translation or rotation symmetry, the sys-
tem acquires inequivalent reflection axes, and we can
decorate each inequivalent reflection axis with a (1+1)D
invertible phase. Therefore, we expect to get additional
invariants, one for each inequivalent reflection axis. For
example, for a square lattice, we have four inequivalent
reflection axes, one of which is a glide reflection axis, and

so we expect four inequivalent RT invariants. We leave
a systematic classification for future work.
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Supplemental Materials

I. CFT COMPUTATION OF THE INVARIANT FROM VERTEX STATES

Here we provide the additional details for the computation of the invariant ZRT based on the chiral edge CFT.
Suppose that the bulk 2d system is a sphere and A, B, C are its tripartitions. As outlined in the main text, the
state |ΨABC⟩ is represented as the path integral of chiral edge CFT on a network of thin slabs with width 2β. This is
topologically equivalent to a sphere with three punctures, where the cuts at the A, B, C subsystems are identified as
punctures (see Figure 1 (c) in the main text). By regarding the punctured sphere as a Riemann surface (with origin
z = 0 at the Y-junction) and performing the conformal transformation z → z3/2, the surface is transformed to three
annuli glued along one boundary together, see Figure 1 (d) in the main text.

The reduced density matrix ρAB is obtained by gluing two vertex states (pair of pants) along the C boundary, so
corresponds to a sphere with four punctures (see Figure 4 (a)). In the limit of β → 0, the width of the slab is thin
and only the lowest energy state propagates along the slab, where we take the spatial direction of the slab as the
fictitious time direction. Therefore, one can cut the punctured sphere for ρAB along the slit, by inserting a projector
onto a ground state cutting the thin slab with length 4β (see a red dashed line in Figure 4 (a)).

It is convenient to express ρAB after inserting the ground state as a pair of annuli by fictitiously cutting the surface
through the equator separating the A and B hemisphere (see Figure 4 (b),(c)). As outlined in the main text, when
one performs partial RT transformation, one needs to glue two annuli along the inner boundary associated with π
rotation. Then, the surface for ZRT can be obtained by preparing two copies of ρAB and then gluing them along the
boundary. The resulting surface is expressed as pair of cylinders with two punctures. The cylinders are glued along
each puncture, one of which is associated with π rotation due to the partial RT transformation (see Figure 4 (d)).

Taking β → 0 for the punctured cylinder in Figure 4 (d), each cylinder defines a state proportional to the Ishibashi
state |I⟩ on a circle, where each puncture carries holomorphic (resp. anti-holomorphic) Hilbert space. To see this, let
us first fold the cylinder in Figure 4 (d) along the vertical line on the front and back, so that a resulting surface is two
layers of thin punctured rectangles with the width 4β, where each rectangle looks like the one shown in Figure 4 (c).
A pair of punctures on each layer is placed at the same position after folding. The puncture at the top layer supports
a holomorphic Hilbert space, while the one in the bottom supports the anti-holomorphic one since the direction of
the surface is reversed upon folding. Now, the path integral on the folded cylinder specifies a state of the non-chiral
CFT on a single puncture. Let us introduce a spatial coordinate x along the boundary of the puncture, and write
the stress tensor T (x), T (x) for the holomorphic/anti-holomorphic Hilbert space. Noting that T and T are identified
at the folded boundary, in the limit of β → 0 we have T (x) − T (x) = 0 at the state. This implies that the state at
β → 0 realizes the boundary state of CFT, which is described by the Ishibashi state |I⟩ on the circle. In our case,
this state |I⟩ is normalized as

⟨I|I⟩ = TrAB(ρ
2
AB), (8)

which is the 2nd Renyi entropy computed in [50] and becomes a real quantity. Since we are mainly interested in the
phase factor of ZRT , the detail of the normalization factor is not discussed here.
ZRT then corresponds to the expectation value of the π rotation operator associated with internal Z2 symmetry

UZ2Tπ acting on the holomorphic sector evaluated at the Ishibashi state,

ZRT = ⟨I|UZ2
Tπ|I⟩ (9)

where Tπ is the translation operator Tπ = eπiL0 .
To compute this, we identify the Ishibashi state as the path integral on a single annuli with thin width β′ → 0,

which is regarded as another way of regularizing the Ishibashi state I. Assuming that the invariant IRT does not

http://arxiv.org/abs/cond-mat/0206196
http://dx.doi.org/10.1103/PhysRevB.90.235150
http://dx.doi.org/10.1088/0305-4470/36/14/101
http://dx.doi.org/10.1088/0305-4470/36/14/101
http://dx.doi.org/10.1088/1751-8113/42/50/504003
http://dx.doi.org/10.1088/1751-8113/42/50/504003
http://dx.doi.org/10.1103/physrevb.95.165101
http://dx.doi.org/10.1103/physrevb.95.165101
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FIG. 4. (a): ρAB is constructed by gluing a 3-vertex state and its inverse. (b) One can cut the top and bottom of ρAB by
inserting the projector onto a ground state. The width of the ground state is 4β. We also fictitiously cut along the equator.
(c) ρAB is topologically equivalent to a pair of annuli glued along the inner Boundary.(d) One can express the surface for ZRT

as a pair of cylinders with two punctures, which are glued along each pair of punctures of the same color. One of the punctures
is acted by UZ2Tπ when gluing.

depend on the choice of the regularization, up to overall normalization the above expectation value is given by the
torus partition function at β′ → 0 limit with π twist (half Dehn twist) inserted,

ZRT ∝ e
2πi
48 c−χ1

(
τ = iβ′ +

1

2
, (0, 1), (AP,AP)

)
, (10)

where ∝ denotes up to overall (real) normalization, and (0, 1) denotes Z2 twisted sector on a torus. The spin structure
in both directions are anti-periodic. The CFT character χa is defined as

χa(τ ; (0, 1)) = Tra[e
2πiτ(L0−

c−
24 )UZ2

] (11)

Below, we evaluate ZRT for a number of examples.

A. p+ ip superconductor

When the bulk is n copies of p+ ip superconductors, the edge CFT is described by the Spin(n)1 WZW model. Its
chiral primary fields are labeled by {1, ψ, σ} when n is odd, with spins h1 = 0, hψ = 1/2, hσ = n/16. For even n, the
chiral primaries are labeled by {1, ψ, v, v′} with spins h1 = 0, hψ = 1/2, hv = hv′ = n/16. The value of ZRT depends
on two possible choices of UZ2

that encodes the action of RT symmetry; UZ2
= 1 or UZ2

= (−1)F .

• When UZ2
= 1, we have

ZRT ∝ e
2πi
48 c− ×

[
χ1

(
τ = iβ′ +

1

2

)
+ χψ

(
τ = iβ′ +

1

2

)]
. (12)

Each CFT character is evaluated by performing ST−2S transformation,

χa (iβ
′ + 1/2) =

∑
b

Sabχb

(
− 1

iβ′ + 1/2

)
=
∑
b

(ST−2)abχb

(
2iβ′

iβ′ + 1/2

)
=
∑
b

(ST−2S)abχb

(
i

4β′ −
1

2

) (13)

and the approximation

χb

(
i

4β′ −
1

2

)
≈ e−πi(hb−

c−
24 )e

− 2π
4β′ (hb−

c−
24 )

. (14)
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We then have

ZRT ∝ e
2πi
24 c− [(ST−2S)11 + (ST−2S)ψ1]

= e
2πi
24 3c−

∑
a

[S1a + Sψa]θ
−2
a da

∝ e
2πi
16 n.

(15)

• When UZ2 = (−1)F , we have

ZRT ∝ e
2πi
48 c− ×

[
χ1

(
τ = iβ′ +

1

2

)
− χψ

(
τ = iβ′ +

1

2

)]
∝ e

2πi
24 c− [(ST−2S)11 − (ST−2S)ψ1]

= e
2πi
24 3c−

∑
a

[S1a − Sψa]θ
−2
a da

∝ e−
2πi
16 n.

(16)

B. Fermionic SPT phase generating Z8 classification

Fermionic invertible phase with unitary Z2 symmetry in (2+1)D is classified by Z8 × Z. The Z8 is generated by
a phase equivalent to (p+ ip)× (p− ip) superconductor, where the Z2 symmetry acts as fermion parity on a single
layer p− ip. In that phase, each layer contributes to ZRT by e2πi/16, so we get ZRT = e2πi/8. More generally, in the
fermionic invertible phase labeled by (ν, 2c−) ∈ Z8 × Z, the partial RT evaluates as

ZRT ∝ e
2πi
8 νe

2πi
16 2c− . (17)

C. Chern insulator with RT symmetry

The Chern insulator can have a RT symmetry which conjugates the U(1)f charge. In this setup, the Chern
insulator is equivalent to the 2 copies of p+ ip superconductors, and U(1)f acts by continuous symmetry that acts
on the layer index. RT symmetry again acts on the fermion parity symmetry in the single layer p+ ip. In this case,
one layer of p+ ip contributes to ZRT by e2πi/16, while the other by e−2πi/16. So, the Chern insulator has a trivial
ZRT ,

ZRT ∝ 1. (18)

D. Bosonic SPT phase generating Z2 classification

Finally, let us consider the setup where the bulk is the bosonic SPT phase with RT symmetry in (2+1)D. Since
c− = 0, ZRT is expressed as

ZRT ∝ χ1

(
τ = iβ′ +

1

2
, (0, 1)

)
∝ S(0,1)(1,0)θ

2
(1)S(1,0)(0,1), (19)

where S(g,h)(h,g) with g, h ∈ Z2 is the S matrix of the characters with Z2 defect insertions, and θ(1) = e2πih(1) is the
spin carried by the vacuum of the Z2 twisted sector, which satisfies h(1) = 1/4 mod 1/2. This implies that

ZRT ∝ −1. (20)

II. CLASSIFICATION FOR (2 + 1)D INVERTIBLE FERMIONIC TOPOLOGICAL PHASES WITH RT
SYMMETRY

A. Generalities of fermionic symmetry groups

Here we introduce generic terminologies about fermionic symmetry groups. In general, the (0-form) symmetry

group of a fermionic system Gf has the structure of the central extension of a bosonic symmetry group Gb by Zf2 ,

1 → Zf2 → Gf → Gb → 1. (21)
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This central extension is specified by a 2-cocycle ω2 ∈ H2(Gb,Z2). More specifically, one can denote a general element

in Gf as a pair (g, a), where g ∈ Gb and a ∈ Zf2 = {0, 1}, then the group law in Gf reads

(g1, a1)(g2, a2) = (g1g2, a1 + a2 + ω2(g1,g2)). (22)

We also define the homomorphism s1 : Gb → Z2. If g is unitary, s1(g) = 0, if g is antiunitary, s1(g) = 1.

B. Crystalline equivalence principle

In general, for a clean 2D system without any defects defined on the infinite plane, the spatial elements in Gb are

specified by a map (R⃗, ρs) : Gb → R2 ⋊O(2) where R2 ⋊O(2) is the group of continuous translations (R2), rotations

(SO(2) part of O(2)), and reflections (Z2 part of O(2)) in two dimensions. Note that, the map R⃗ : Gb → R2, and

ρs : Gb → O(2). Having a non-trivial map (R⃗, ρs) implies that Gb acts as a spatial symmetry, and we include it as
part of the symmetry data of the system.

The fermionic crystalline equivalence principle (fCEP) states that the classification of invertible fermionic topo-

logical phases with spatial symmetry Gf defined by the data (Gb, s1, ω2, (R⃗, ρs)) is one-to-one correspondence with
the classification of invertible fermionic topological phases with an effective internal symmetry Geff

f that has data

(Gb, s
eff
1 , ω2

eff) where Gb acts trivially on space. The terms seff1 , ωeff
2 are conjectured to be determined by s1, ω2, ρs

through the equations [22]

seff1 = s1 + w1, (23a)

ωeff
2 = ω2 + w2 + w1(s1 + w1), (23b)

where w1 = ρ∗sw1,r, w2 = ρ∗sw2 are obtained by pulling back the Stiefel-Whitney classes w1,r, w2 that generate
H1(O(2),Z2), H2(SO(2),Z2).
Let us consider the examples Gb = U(1)⋊ZRT2 , U(1)×ZRT2 ,ZRT2 . In these cases, RT can be viewed as an effective

anti-unitary reflection symmetry, which implies that s1, w1 are both non-trivial. Since there is no effective spatial
rotation in Gb, we have w2 = 0. Thus we have the effective data:

seff1 = s1 + w1 = 0,

ωeff
2 = ω2 + w2 + w1(s1 + w1) = ω2.

(24)

The above result seff1 = 0, ωeff
2 = ω2 implies that ZRT2 is treated as a unitary internal Z2 symmetry under fCEP, and

internal symmetry Geff
f has the same group structure as Gf .

C. Classifications

1. General rules

After converting the data from crystalline symmetry Gf to internal symmetry Geff
f , the data for classification

of invertible fermion phases are [10] (c−, n1, n2, ν3) ∈ 1
2Z × C1(Gb,Z2) × C2(Gb,Z2) × C3(Gb, U(1)T ). These data

satisfies the following equations:

dn1 = 0 mod 2, (25a)

dn2 = n1 ∪ (ωeff
2 + seff1 ∪ n1) + c−ω

eff
2 ∪1 ω

eff
2 mod 2, (25b)

dν3 = O4[c−, n1, n2], (25c)

where the form of O4 will be given later. Below, we explicitly compute the classification with Gf = U(1)f ⋊
ZRT2 , U(1)f × ZRT2 . The case with Geff

f = Zf2 × ZRT2 is treated as Gf = Zf2 × Z2 and has been computed in previous

works, e.g., Ref. [10, 52]

2. Gf = U(1)f ⋊ ZRT
2

Here let us compute the classification for Gf = U(1)f ⋊ ZRT2 which is equivalent to the internal symmetry O(2)f

under fCEP, with ω2 = w2 (in this section, w1, w2 means w1(O(2)), w2(O(2))). Note that c− has to be integer since
we have U(1)f symmetry. Here let us set some background for computing the consistency equations:
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• The element of O(2) is written as a pair (g, σ) ∈ U(1) × Z2. The O(2) gauge field is then expressed as
assignment of (g, σ) on each 1-simplex, together with the lift of U(1) field g01 to R on each 1-simplex, which is
denoted as ĝ01. The field strength of U(1) gauge field can be expressed as a (twisted) coboundary of ĝ given

by F (012) = ĝ01+
σ01 ĝ12−ĝ02

2π . Here σĝ denotes the action of the charge conjugation element σ ∈ Z2 which acts
on ĝ by ĝ → (−1)σĝ.

• The Stiefel-Whitney classes are expressed at the cochain level by w2(012) = ĝ01+
σ01 ĝ12−ĝ02

2π , w1(01) = σ(01)
mod 2.

• It is convenient to set up terminology of twisted cohomology theory. The twisted cohomology is denoted as
H∗
ρ (M,X), where X is an Abelian group with G action ρ : G → Aut(X). For a given configuration of the G

gauge field g ∈ Z1(M,G), the twisted coboundary is defined for ω ∈ Cd(M,X) as

dρω(01...d+1) = ρg1,0 [ω(1...d+1)] +

d+1∑
i=1

(−1)i · ω(0...̂i...d+1), (26)

where î means skipping over i. One can see that dρdρ = 0, so it defines a cohomology twisted by the G action
Hd
ρ (M,X) := Zdρ (M,X)/Bdρ(M,X). We also use a twisted version of cup product

− ∪ρ − : Ck(M,Z2)× Cl(M,Z2) → Ck+l(M,Z2), (27)

whose explicit form is written as

(α ∪ρ β)(0,...,k+l) = α(0,...,k) · ρgk,0
[β(k,...,k+l)]. (28)

The cup product satisfies the twisted Leibniz rule at the cochain level,

dρ(α ∪ρ β) = (dρα) ∪ρ β + (−1)k · α ∪ρ (dρβ). (29)

In our case, we want to take G = R, and ρ is charge conjugation action σ on R. Then, we have w2(012) =
dσĝ(012).

• One can check w1w2 = dw2

2 . This can be seen by noticing dσw2 = 0, and

dw2(0123) = dσw2(0123)−σ01 w2(123) + w2(123) = (1 + (−1)σ(01))w2(123) = 2σ(01)w2(123). (30)

So we have dw2 = 2w1w2, hence w1w2 = dw2

2 .

Below, let us solve the consistency equations and derive the classification of invertible phases.
a. Solution for the dn2 equation: For the equation of dn2, noting that seff1 = 0, ωeff

2 = w2 we have

dn2 = n1 ∪ w2 + c−w2 ∪1 w2 (mod 2). (31)

We have w2 ∪1 w2 = Sq1w2 = dw2/2 = w1w2. We then have dn2 = (n1 + c−w1)w2, from which we must have

n1 = c−w1 mod 2, (32)

in order to find a solution. This constraint has been obtained in [22]. When this condition is satisfied, n2 generally
takes its value in H2(O(2),Z2).
b. Solution for the dν3 equation with even c−: When c− is even, let us write c− = 2k with k ∈ Z. The obstruction

class O4 with dν3 = O4 is given by

O4 = (−1)n2(n2+w2)e
2πik

4 P(w2). (33)

Pontryagin square is rewritten as

P(w2) = w2w2 − w2 ∪1 dw2 = w2w2 − 2w2 ∪1 (w1w2) = w2w2 + 2(w1 ∪1 w2)w2 + 2w2
1w2 + 2d(w2 ∪2 (w1w2)) mod 4.

(34)

So one can rewrite the equation as

O4 = (−1)n2(n2+w2)+kw
2
1w2e

2πik
4 (w2+2(w1∪1w2))w2(−1)d(kw2∪2(w1w2)) (35)
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One can check that (w2 + 2(w1 ∪1 w2))w2(01234) = (1 + 2w1(02))w2(012)w2(234) = w2 ∪σ w2(01234). So

(w2 + 2(w1 ∪1 w2))w2 = w2 ∪σ w2 = dσ(ĝ ∪ w2) = d(ĝ ∪ w2). (36)

In the last equation, we used that ĝ ∪ w2 is even under charge conjugation, so twisted and untwisted coboundary is
the same. So

O4 = (−1)n2(n2+w2)+kw
2
1w2e

2πik
4 d(ĝ∪w2)(−1)d(kw2∪2(w1w2)) (37)

Then, this O4 has a trivialization dν3 = O4 only if n2 = kw2
1, kw

2
1 + w2. These two data actually specifies the same

phase due to the equivalence relations [10]. Then we can find a solution

ν
(0)
3 = e

2πik
4 (w3

1+ĝ∪w2)(−1)kw2∪2(w1w2) (38)

Summarizing, we have a solution with fixed even c− = 2k, given by

(n1, n2, ν3) =
(
0, kw2

1, ν
(0)
3 + ν′3

)
, (39)

where ν′3 ∈ H3(O(2), U(1)).
c. Classification of invertible phases with generic c−: Now let us consider the case where c− is a generic integer.

In that case we have n1 = c−w1, implying that the defect of the ZRT2 symmetry bounds a Majorana zero mode
when c− is odd [22]. While we do not try to provide complete solutions to the consistency equations (n2, ν3) when
c− is odd, one can still find the classification of the invertible phases. Since the Chern insulator is consistent with
ZRT2 symmetry conjugating U(1)f , there is one non-trivial phase carrying c− = 1. Meanwhile, the previous analysis
with c− = 0 implies that all the non-trivial invertible phase with c− = 0 are the bosonic SPT phases classified by
H3(O(2), U(1)) = Z×Z2. This implies that the classification is generated by the Chern insulator Z and bosonic SPT
phases Z× Z2, which together form the whole classification Z2 × Z2. The invertible phases are labeled by (c−, C, ν)
with ν ∈ Z2 the index characterizing the Z2 classification of the bosonic SPT.

3. Gf = U(1)f × ZRT
2

Here let us compute the classification for Gf = U(1)f×ZRT2 which is equivalent to the internal symmetry U(1)f×Z2

under fCEP, with ω2 = w2 (in this section, w1 is a non-trivial element in H1(Z2,Z2), and w2 = w2(U(1))). Note
that c− has to be integer since we have U(1)f symmetry. Below, let us derive the classification of invertible phases
by computing the consistency conditions.

First of all, we have

dn2 = n1ω2 + c−ω2 ∪1 ω2. (40)

Note that ω2 ∪1 ω2 = Sq1w2 = 0, so we get dn2 = n1ω2. In order to have a solution, we must have n1 = 0. n2 is
then closed and n2 ∈ H2(U(1) × Z2,Z2), which take the value of aw2

1 + bω2, a, b ∈ {0, 1}. Here, b = 0, 1 actually
corresponds to the redundant labels for the invertible phase due to the equivalence relations [10], so we only need to
consider the case n2 = 0 or n2 = w2

1 below.
Since n1 = 0, the O4 class is given by

O4 = (−1)n2∪(n2+ω2)eiπ
c−
4 P(ω2). (41)

Let us first consider the case c− = 0 and find solutions for dν3 = O4.
When n2 = 0, we have dν3 = 0 and ν3 ∈ H3(U(1) × Z2, U(1)) = Z × Z2

2 labels the bosonic invertible phases,
with the Z from the integer quantum Hall effect (IQHE), one Z2 generated by w3

1/2, and the other Z2 generated by
w1ω2/2. However, since for (n2, ν3) we have the equivalence of phases (0, 0) ∼ (db, bω2/2), by taking b = w1, one can
see that (n2, ν3) = (0, w1ω2/2) is a trivial phase [10]. This implies that the phases with c− = 0, n2 = 0 is labeled by
Z× Z2.

When n2 = w2
1, since

1

2
n2(n2 + ω2) =

1

2
w2

1(w
2
1 + ω2) =

dw1

4

(dw1

2
+ ω2

)
=

1

4
d
(
w1
dw1

2
+ w1ω2

)
, (42)

then we have the solution of ν3 as

ν3 =
1

4

(
w1
dw1

2
+ w1ω2

)
+ ν′3 (43)
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with ν′3 ∈ H3(U(1)× Z2, U(1)).
To obtain the classification of invertible phases with c− = 0, we further notice that the stacking rule of the phases

with the above (n2, ν3) can be non-trivial. Indeed, the stacking rule of the phases with n2 = w2
1 is found to be

(w2
1,

1

4

(
w1
dw1

2
+ w1ω2

)
)× (w2

1,
1

4

(
w1
dw1

2
+ w1ω2

)
) = (0,

1

2
w3

1), (44)

which implies that two copies of the fermionic SPT phases with n2 = w2
1 is equivalent to a bosonic SPT phase. The

generic formula for the stacking rule of fermionic invertible phases is found in [10]. This implies that for the phases
with n2 = 0 labeled by Z× Z2, the Z2 classification gets extended by the fermionic phase with n2 = w2

1. Therefore,
the classification with c− = 0 is given by Z× Z4.

Additionally, we have the phase with c− = 1 on the top of the c− = 0 classification, so the whole classification of
invertible phases is given by Z2 × Z4, we have one Z from c−, one Z from bosonic IQHE, and the other Z4 comes
from a fermionic SPT phase.

III. NUMERICAL METHODS

A. Standard numerical procedure for entanglement Hamiltonian

In this section we discuss how to derive the entanglement Hamiltonian and compute the RT invariant from a
free-fermion tight-binding Hamiltonian based on Ref. [37, 60–64]. Consider the tight-binding Hamiltonian given by:

H =
∑
<ij>

−tijf†i fj +∆ijf
†
i f

†
j +H.c.. (45)

where the fermionic operators satisfy the anticommutation relation: {fi, f†j } = δij . The reduced density matrix of
such Hamiltonians in the subsystem A∪B of the whole system E = A∪B∪C can be expressed in terms of a quadratic
form:

ρAB = TrC(ρ) =
e−ĤAB

Z
, (46)

where the entanglement Hamiltonian is defined as:

ĤAB =
∑
i,j

h1ijf
†
i fj + h2ijf

†
i f

†
j +H.c., (47)

and Z is the normalization factor. We denote the number of the degrees of freedom (the product of the number of
sites and the number of internal degrees of freedom per site) as NAB.

The Hamiltonian described above can be expressed in the Nambu basis as:

ĤAB = ψ†Hψ, (48)

where ψ = (f1, ..., fNAB , f
†
1 , ...f

†
NAB

)T . The matrix H exhibits particle-hole symmetry, enabling it to be diagonalized

as H = WDW †, where D = diag(E,−E), E = diag(E1, · · · , ENAB
) with Ei > 0, ∀i. W is the eigenvectors. We can

further define the correlation matrix G as:

G =

(
⟨fif†j ⟩ ⟨fifj⟩
⟨f†i f

†
j ⟩ ⟨f†i fj⟩

)
=

(
[1− CT ]ij [F †]ij

Fij Cij

)
(49)

One can demonstrate that G can be represented as G = WGcW
†, where Gc = diag(1 − F ,F), with F =

diag(nf (E1)...nf (EN )) with nf (x) = 1/(1 + ex/(kBT )). In our numerics, we take the 0 temperature limit which
fills every negative energy state.

The reduced density matrix can be formulated in the coherent state basis as follows:

ρAB =
1

Zρ

∫
d[ξ]d[ξ̄] exp

[
1

2

∑
i,j∈I

(ξi, ξ̄i)Sij(ξj , ξ̄j)
T

]
|{ξj}j∈AB⟩

〈
{ξ̄j}j∈AB

∣∣ , (50)

where (ξj , ξ̄j)
T denotes the column vector of (ξj , ξ̄j). The Sij matrix is given by:

Sij = Γij + [iσy ⊗ INAB×NAB
]ij . (51)
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where σy =

(
0 −i
i 0

)
is the second Pauli matrix that mixes ξi and ξ̄i. The inverse of the matrix Γ can be formulated

using correlators:

[Γ−1]ij =

(
[F †]ij [CT ]ij
−Cij Fij

)
, (52)

which is a 2NAB × 2NAB matrix. The normalization factor Zρ can be evaluated as Zρ = Pf[Γ].

B. Partial time reversal

We now proceed to calculate the partial time-reversal transformation of ρAB. Consider the case where the time
reversal T = K. In this case, the partial time reversal of ρAB is equivalent to the partial transpose ρTA

AB. We begin

by defining ρTA

AB while specifying which region each site belongs to:

ρTA

AB =
1

Zρ

∫
d[ξ]d[ξ̄] exp

[
1

2

∑
i,j∈AB

(ξi, ξ̄i)Sij(ξj , ξ̄j)
T

]
×
∣∣{iξ̄j}j∈A, {ξj}j∈B〉 〈{iξj}j∈A, {ξ̄j}j∈B∣∣ . (53)

This transformation can be incorporated through the redefinition of the Sij matrix after introducing the new
variables ξ = USχ, yielding:

ρTA

AB =
1

Zρ

∫
d[χ]d[χ̄] exp

[
1

2

∑
i,j∈I

(χi, χ̄i)S
TA
ij (χj , χ̄j)

T

]
|{χj}j∈AB⟩ ⟨{χ̄j}j∈AB| , (54)

where STA := UTS SUS and US = UTS act as a permutation matrix defined by:

US =


0 0 −iIA 0

0 IB 0 0

−iIA 0 0 0

0 0 0 IB

 , (55)

in the ({ξj}j∈A, {ξj}j∈B, {ξ̄j}j∈A, {ξ̄j}j∈B) basis. Here, IA and IB are identity matrices acting on regions A and B,
respectively.

C. Partial reflection

In a manner similar to the partial time reversal, the partial reflection can also be incorporated by redefining the
S matrix. We apply the combined RT symmetry action on the S matrix as SRTA := UTRS

TAUR, where

UR =


RA 0 0 0

0 IB 0 0

0 0 R∗
A 0

0 0 0 IB

 , (56)

and RA denotes the reflection matrix acting within region A. For any j labeled by its position x, y and layer index
s, RA is defined by its action RAξx,y,s = ξ−x,y,s.

D. Calculation of ZRT

To compute the topological invariant ZRT = Tr(Ξ), where Ξ := ρABRAρ
TA

ABR
†
A, we begin by multiplying the two

density matrices and then performing a partial Gaussian integral as follows:

Ξ =
1

Z2
ρ

∫
d[χ]d[χ̄]d[ξ]d[ξ̄]e

1
2

∑
i,j∈AB(χi,χ̄i)Sij(χj ,χ̄j)

T

e
1
2

∑
i,j∈AB(ξi,ξ̄i)S

RTA
ij (ξj ,ξ̄j)

T

|{χj}j∈AB⟩ ⟨{χ̄j}j∈AB|{ξj}j∈AB⟩
〈
{ξ̄j}j∈AB

∣∣
=

Q

Z2
ρ

∫
d[χ]d[ξ̄]e

1
2

∑
i,j∈AB(χi,ξ̄i)S̃ij(χj ,ξ̄j)

T

|{χj}j∈AB⟩
〈
{ξ̄j}j∈AB

∣∣ ,
(57)
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where Q is a normalization factor. The partial Gaussian integral can be further detailed as:

Qe
1
2

∑
i,j∈AB(χi,ξ̄i)S̃ij(χj ,ξ̄j)

T

=

∫
[dχ̄][dξ]e

∑
i,j∈I(χi,χ̄i,ξi,ξ̄i)Mij(χiχ̄i,ξi,ξ̄i)

T

(58)

with the kernel M defined as:

M =
1

2

(
S K

−KT STA

)
=:

 α1 β1 α2

−βT1 γ −βT2
α3 β2 α4

 , K =

(
0 0

−I 0

)
. (59)

The submatrix K arise from the inner product ⟨{χ̄j}j∈I |{ξj}j∈A⟩. We decompose M into block matrices, with
{α1, α2, α3, α4} as NAB × NAB matrices, {β1, β2} as 2NAB × NAB matrices, and γ as a 2NAB × 2NAB matrix. We
also define α and β from these block matrices:

α =

(
α1 α2

α3 α4

)
, β =

(
β1
β2

)
, (60)

where α, β and γ are square matrices with the same sizes.
After performing the partial Gaussian integral, S̃ij can be expressed as:

S̃ij = [α+ β(γ)−1βT ]ij . (61)

We also calculate the normalization factor Q = Pf[γ]. The new Γ̃ matrix is defined using Eq. (51)

Γ̃ij = S̃ij − [iσy ⊗ INAB×NAB ]ij . (62)

Finally, we obtain the RT invariant ZRT by performing the Gaussian integral:

ZRT = Tr[Ξ] =
Pf[γ]Pf[Γ̃]

Pf[Γ]2
, (63)

which gives the numerical value for Eq. (1) in the main text.
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