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We use strong-coupling Eliashberg theory to study the competition of separate superconducting orders at
low temperatures. Specifically, we study magnon-mediated superconductivity in a trilayer heterostructure with
a thin normal metal between two antiferromagnetic insulators. Spin-triplet p-wave, spin-triplet f -wave, and
spin-singlet d-wave superconducting gaps have been predicted to occur close to the critical temperature for the
superconducting instability. The gap symmetry with the largest critical temperature depends on parameters in
the model. We confirm that the same gap symmetries appear at any temperature below the critical temperature.
Furthermore, we show that the temperature can affect the competition between the different superconducting
orders. In addition, we consider time-reversal-symmetry-breaking, complex linear combinations of candidate
pairings, such as chiral p-, f -, and d-wave gaps, as well as px + ify-wave gaps. We find indications that some
of these time-reversal-symmetry-breaking, nodeless gaps offer a greater condensation energy than the time-
reversal symmetric gaps. This indicates that superconducting states with spontaneously broken time-reversal
symmetry and nontrivial topology may be preferred in this system.

I. INTRODUCTION

Superconductivity is a remarkable macroscopic quantum
phenomenon [1–4], which has been the subject of fascination
even to the broader public ever since its discovery [5, 6]. In ad-
dition to endowing the photon with a mass via the Anderson-
Higgs mechanism [7–9], completely altering the magnetic re-
sponse of superconductors compared to normal metals, it fea-
tures the complete absence of electrical resistance below a
critical temperature. This property is highly attractive in var-
ious applications requiring extremely low power dissipation,
high-speed operation, and high sensitivity [10–12]. Accord-
ing to the weak-coupling Bardeen-Cooper-Schrieffer (BCS)
theory [13], conventional superconductivity is mediated by
phonons which bind electrons into Cooper pairs. Magnons
are bosonic quasiparticles describing spin fluctuations in mag-
nets [14], and can replace phonons as the mediator of electron
pairing to form superconductivity [15–19]. This replacement
opens new routes for controlling unconventional forms of su-
perconductivity.

Magnon-mediated superconductivity has been proposed in
heterostructures comprising magnetic insulators (MIs) and
normal metals (NMs) [20–27], where the MI/NM interface
plays a crucial role in generating the effective attractive in-
teraction between the electrons in the NM mediated by the
magnons in the adjacent MI. Both ferromagnetic insulators
(FMIs) [20] and antiferromagnetic insulators (AFMIs) [21–
24] have been considered for magnon-mediated superconduc-
tivity when attached with NMs. Compared with FMIs, AFMIs
with compensated magnetic moments have the advantages of
higher stability, lower energy dissipation, and faster magneti-
zation dynamics [28, 29]. Moreover, the two sublattices in the
AFMI can couple asymmetrically to the electrons in the NM at
the AFMI/NM interface. This asymmetry can be achieved by
modulating the exposure of the two sublattices to the interface,
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providing an additional adjustable parameter to tune and opti-
mize the magnon-mediated superconductivity [22–24, 30].

In an AFMI/NM heterostructure with matching square lat-
tices, the spatial periodicity in the magnet is larger than in the
electronic system. Consequently, the electron first Brillouin
zone (1BZ) is twice as big as the magnon Brillouin zone,
which we therefore refer to as the reduced Brillouin zone
(RBZ). This introduces electron-magnon scattering of two
types, namely regular and Umklapp processes [23, 24]. For
an NM with small filling and a small Fermi surface (FS), the
electrons close to the FS are scattered with momenta within
the magnon RBZ through the regular processes. Approaching
half filling, the FS grows, and this allows Umklapp scatter-
ing processes involving momenta outside the RBZ. Depend-
ing on the filling and the sublattice coupling asymmetry, the
interplay of regular and Umklapp processes results in differ-
ent magnon-mediated superconducting phases [22–24]. For
significant sublattice coupling asymmetry, small filling and
small FSs results in a p-wave phase, while an f -wave phase is
obtained for larger FSs when approaching half-filling. Close
to sublattice symmetry, a d-wave pairing is preferred close
to half-filling. This was shown using a strong-coupling ap-
proach in Ref. [23] at the critical temperature, and using a
weak-coupling approach at the critical and at zero tempera-
ture in Ref. [24]. Thus, the phase diagrams have only been
discussed at specific temperatures.

In this work, we investigate magnon-mediated supercon-
ductivity in a NM induced by interfacial coupling to AFMIs at
any nonzero temperature within a strong-coupling Eliashberg
theory framework [31–35]. We investigate the competition
between superconducting gaps with different pairing symme-
tries, including complex linear combinations. Gaps with a
phase difference between different pairing channels break the
time-reversal symmetry (TRS) of the model Hamiltonian, and
provide nodeless gaps. The spontaneous breaking of symme-
tries can lead to qualitatively new effects in unconventional
superconductors [2, 36, 37]. For instance, chiral p-, d-, and f -
wave superconductors are topological and have received sig-
nificant attention due to interesting conducting channels at
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interfaces and possible applications in topological quantum
computation [25–27, 38–49].

Eliashberg theory takes many-body renormalization of the
electron bands into account, which could be significant for
magnon-mediated interactions [23, 50, 51]. Furthermore,
Eliashberg theory captures retardation by considering the fre-
quency dependence of the magnon-mediated interaction [31–
35]. Together, these effects give significant corrections to the
critical temperature obtained through BCS theory [23]. By ex-
tension, they should also affect the superconducting gap am-
plitude, and this could influence the competition between the
different superconducting pairing symmetries relative to the
BCS result at zero temperature [24].

Instead of solving the linearized Eliashberg equations at the
critical temperature [23], we consider the nonlinear Eliash-
berg equations that yield the superconducting gap at any tem-
perature. Taking both regular and Umklapp processes into ac-
count, we solve the Eliashberg equations on the FS numer-
ically. By adjusting the chemical potential in the NM and
the asymmetry of the interfacial coupling to the two sublat-
tices of the AFMIs, different superconducting pairing sym-
metries (p-, f - and d-wave) are obtained at low temperatures,
which is in agreement with the gap symmetries found at the
critical temperature in Ref. [23]. Our approach allows explo-
ration of how the development of finite gaps affects the lo-
cation of the crossovers between the superconducting phases.
Finally, we explore how TRS-breaking complex linear com-
binations of candidate pairings may be energetically preferred
over TRS-preserving gaps. This indicates the possibility for
spinful topological superconductivity.

II. THEORY

A. Model

FIG. 1. Schematic representation of the trilayer structure considered
in this work, with a normal metal (NM) sandwiched between two an-
tiferromagnetic insulator (AFMI) layers on a bipartite lattice (orange
and blue). The two AFMIs are oppositely oriented. The coupling to
the same AFMI sublattice is taken to be the same at both interfaces.
Meanwhile, the coupling strength can be different for the two sublat-
tices.

We consider the AFMI/NM/AFMI trilayer structure shown
in Fig. 1, which is modeled by the HamiltonianH = HAFMI+
HNM + Hint. We assume that the normal metal and the
AFMIs are sufficiently thin to be accurately described as two-
dimensional (2D) monolayers, and consider Hamiltonians de-

scribing the AFMI, the NM, and the interfacial interaction
given by [23]

HAFMI =
∑
i,j,η

JijSiη · Sjη −K
∑
i,η

(Sz
iη)

2, (1)

HNM = −t
∑

⟨i,j⟩,σ

c†iσcjσ − µ
∑
i,σ

c†iσciσ, (2)

Hint = −2J̄
∑
η,Υ

∑
i∈Υ

Ωη
Υc

†
iσci · Siη, (3)

in which the sum over i, j denotes the sum over lattice sites
on a square lattice, the sum over η ∈ {H,L} denotes the sum
over the two AFMIs, and the sum over Υ ∈ {A,B} denotes
the sum over the two AFMI sublattices. In the AFMI, Si is
the spin-S operator at site i, Jij is the exchange coupling (be-
tween spins at sites i and j), andK is the easy-axis anisotropy
(along ẑ). Here we take J1(2) for the (next-)nearest neigh-
bors and set other Jij to zero. In the NM, c†iσ (ciσ) is the
electron creation (annihilation) operator which creates (an-
nihilates) an electron with spin σ at site i. Furthermore, t
is the tight-binding hopping parameter for nearest neighbors
and µ denotes the chemical potential. At the AFMI/NM inter-
face, J̄ describes the interfacial exchange coupling between
the lattice spins in the AFMI and the conduction electron
spins in the NM. Here a dimensionless, sublattice and layer-
dependent, parameter Ωη

Υ is utilized to introduce asymmetry
of the interfacial exchange coupling. In order to eliminate any
magnetic fields in the normal metal, we consider equal cou-
pling to the two AFMI layers, i.e., Ωη

Υ ≡ ΩΥ. The notation
ci ≡ (ci↑, ci↓)

T is introduced and σ is the Pauli matrix vec-
tor. In addition, we set ℏ = a = 1, with a being the lattice
constant.

We now derive the Eliashberg equations for the system fol-
lowing Ref. [23]. To allow the possibility of complex gaps,
we parameterize the self-energy by

Σ =(1− Z)iωnτ0σ0 + χτ3σ0 + ϕRs τ2σ2 + ϕIsτ1σ2

+ ϕRt τ1σ1 + ϕIt τ2σ1, (4)

where Z is the electron renormalization, χ is the quasiparti-
cle energy shift, and ϕs(t) describes the spin singlet (triplet)
gap amplitude. Although explicit dependence is suppressed
in the notation above, these fields depend on momentum and
frequency. We use the notation k = (k, iωn) with mo-
mentum k = (kx, ky) and fermionic Matsubara frequency
ωn = (2n+ 1)π/β, where β is the inverse temperature. Fur-
thermore, we use the shorthand notation τiσj for the Pauli
matrix outer product τi ⊗ σj . The off-diagonal terms in the
particle-hole sector are related to anomalous Green’s func-
tions describing superconducting pairing. Note that the above
self-energy only describes Cooper pairs of electrons with op-
posite spin since the pairing interaction does not allow spin-
polarized pairs. We now define complex spin singlet and
spin triplet gaps through ϕs,t = ϕRs,t + iϕIs,t. Exploiting the
symmetries of the Green’s function [23], we find ϕs,t(k) =
−ζs,tϕs,t(−k), where ζs = −1 and ζt = 1. The Eliashberg
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equations of the trilayer system are

[1− Z(k)]iωn = −V 2 1

β

∑
k′

D(k − k′)
iωn′Z(k′)

Θ(k′)
, (5)

ϕs,t(k) = ζs,tV
2 1

β

∑
k′

D(k − k′)
ϕs,t(k

′)

Θ(k′)
, (6)

in which we have omitted the equation for the quasiparticle
energy shift χ(k) since it only represents an integration vari-
able shift when the perpendicular momentum is integrated out
to obtain the Eliashberg equations on the FS. Furthermore,
we assumed that the gap is either spin singlet or spin triplet,
and their coexistence is not covered. The interaction strength
parameter is defined as V ≡ −2J̄

√
S/N with N being the

number of lattice sites at the AFMI/NM interface. The de-
nominator is given by

Θ(k) = [iωnZ(k)]
2 − ξ2k − |ϕs,t(k)|2, (7)

in which ξk = −2t(cos kx + cos ky) − µ is the diagonalized
dispersion relation of the NM described by Eq. (2) through a
Fourier transform (FT). The magnon propagatorD is given by

D(q) = θqD
RR(q, iνm) + θq+QD

UU (q +Q, iνm), (8)

where q = k − k′ can take the values in the full elec-
tron Brillouin zone by combing the regular (R) and Umk-
lapp (U) scattering processes and Q = π(x̂ + ŷ) is the
AFM ordering vector. θq is defined as 1 (0) when q

resides inside (outside) the RBZ. DRR/UU is the regu-
lar/Umklapp non-interacting eigenmagnon propagator given
by DRR/UU (q, iνm) = −2ARR/UU (q)2ωq/(ν

2
m + ω2

q), in
which νm = 2mπ/β is a bosonic Matsubara frequency and

ωq =
√
C2

q −D2
q is the AFMI magnon dispersion. Here

Cq = 2z1J1S−2z2J2S(1−γ̃q)+2KS andDq = 2z1J1Sγq ,
in which the structure factors γq =

∑
δ1
eiq·δ1/z1 and γ̃q =∑

δ2
eiq·δ2/z2 are defined for the (next-)nearest neighbour

vector δ1 (δ2) with z1 (z2) as the corresponding number of
neighbours. The magnon bands are obtained from Eq. (1)
by performing Holstein-Primakoff, Fourier, and Bogoliubov
transformations with appropriate coherence factors uq =

cosh θ̃q and vq = sinh θ̃q with θ̃q = − artanh (Dq/Cq)/2.
The boosting factors are, in terms of the coherence factors,
given by ARR/UU (q) = [(ΩAuq ± ΩBvq)

2 + (ΩAvq ±
ΩBuq)

2]/2. More details can be found in Ref. [23].

B. Fermi surface averaged Eliashberg equations

Here we assume the momentum regions close to the FS
dominate when performing momentum sums in the Eliash-
berg equations, which should be the case when the electron
energy scale is much larger than the magnon energy scale.
Further, we let Z(k) = Z(iωn) and ϕs,t(k) = ψ(k)ϕs,t(iωn)
for momenta close to the FS.

To get the FS-averaged version of Eq. (5), we consider the
general form

f(k) = −V 2 1

β

∑
k′

D(k − k′)h(k′, ξk′), (9)

in which f(k) = f(iωn) and h(k′, ξk′) =
iωn′Z(iωn′)/Θ(k′). By splitting k′ into a perpendicu-
lar and a parallel part and converting the perpendicular
momentum integral to an energy integral, the FS-averaged
quantity becomes

f(iωn) = −V 2 1

βNF

∑
k,k′

δ(ξk)δ(ξk′)D(k − k′)

×
[ 1

NF

∫
dξh(k′, ξ)N(ξ)

]
, (10)

in which NF =
∑

k δ(ξk) is the density of states per spin at
the FS. The integral in the square bracket in Eq. (10) can be
calculated as

1

NF

∫
dξh(k′, ξ)N(ξ) ≈

∫ ∞

−∞
dξh(k′, ξ)

=

∫ ∞

−∞
dξ

iωn′Z(iωn′)

[iωn′Z(iωn′)]2 − ξ2 − |ψ(k′)ϕs,t(iωn′)|2

=
−πiωn′Z(iωn′)√

[ωn′Z(iωn′)]2 + |ψ(k′)ϕs,t(iωn′)|2
, (11)

in which we have utilized
∫ +∞
−∞ dx/(x2 + a2) = π/a to inte-

grate out the energy. Inserting Eq. (11) into Eq. (10) and in-
cluding the sum over ωn′ , the FS-averaged version of Eq. (5)
is given by

[1− Z(iωn)]iωn =
iV 2π

βNF

∑
k,k′,ωn′

δ(ξk)δ(ξk′)

× D(k − k′)ωn′Z(iωn′)√
[ωn′Z(iωn′)]2 + |ψ(k′)ϕs,t(iωn′)|2

. (12)

Following the same procedure for f(k) = f(iωn)ψ(k)
and h(k′, ξk′) = ϕs,t(k

′)/Θ(k′), the FS-averaged version of
Eq. (6) becomes

ϕs,t(iωn) =
−ζs,tV 2

⟨|ψ(k)|2⟩FS

π

βNF

∑
k,k′,ωn′

δ(ξk)δ(ξk′)

× ψ∗(k)D(k − k′)ψ(k′)ϕs,t(iωn′)√
[ωn′Z(iωn′)]2 + |ψ(k′)ϕs,t(iωn′)|2

, (13)

in which ⟨· · · ⟩FS denotes the FS average ⟨f(k)⟩FS =∑
k δ(ξk)f(k)/NF .
Introducing the superconducting gap ∆s,t(iωn) =

ϕs,t(iωn)/Z(iωn), we rewrite the Eliashberg equations as

Z(iωn) = 1− V 2 π

βNFωn

∑
k,k′,ωn′

δ(ξk)δ(ξk′)D(k − k′)

× ωn′√
ω2
n′ + |ψ(k′)∆s,t(iωn′)|2

, (14)

∆s,t(iωn) =
−ζs,tV 2

⟨|ψ(k)|2⟩FSZ(iωn)

π

βNF

∑
k,k′,ωn′

δ(ξk)

× δ(ξk′)
ψ∗(k)D(k − k′)ψ(k′)∆s,t(iωn′)√

ω2
n′ + |ψ(k′)∆s,t(iωn′)|2

. (15)
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In contrast to the linearized Eliashberg equations at the critical
temperature [23], Eqs. (14) and (15) are coupled and nonlin-
ear, describing the electron band renormalization and super-
conducting gap at any nonzero temperature. They are solved
by fixed-point iteration, and the sums over momenta must be
calculated at each step in the iteration. We introduce a sym-
metric cutoff in the sums over Matsubara frequencies. The
cutoff is increased until the results converge. Since large num-
bers of Matsubara frequencies are needed at low temperatures,
the fast Fourier transform is implemented to speed up the cal-
culation of the convolution in the Eliashberg equations, i.e.,∑

iωn′

D(iωn − iωn′)F (iωn′) =F−1
(
[FD(iωn − iωn′)]

× [FF (iωn′)]
)
, (16)

where F denotes the temporal Fourier transform of some fre-
quency dependent function F and k and k′ dependencies are
omitted.

III. RESULTS AND DISCUSSION

To tune the sublattice coupling asymmetry, we set ΩA = 1
and ΩB = Ω ∈ [0, 1]. We substitute different ansatze for ψ(k)
to investigate different superconducting pairing symmetries.
In particular, we consider three ansatze: spin-triplet p-wave,
spin-triplet f -wave, and spin-singlet d-wave described by

ψpx
(k) = cosϕk, ψpy

(k) = sinϕk, (17)

ψdx2−y2 (k) = cos 2ϕk, ψdxy
(k) = sin 2ϕk, (18)

ψfx(k) = cos 3ϕk, ψfy (k) = sin 3ϕk, (19)

in which ϕk = arg(kx + iky) is the polar angle between k
on the FS and the x-axis. Combinations of the above pairing
symmetries are also considered. Note that the f -wave func-
tions are cubic, with six zeros on a circle around the origin.
fx is a shorthand for fx(x2−3y2) ∼ kx(k

2
x − 3k2y) and fy is a

shorthand for fy(3x2−y2) ∼ ky(3k
2
x − k2y) [25]. Other pair-

ing symmetries are found to be subdominant, giving signifi-
cantly smaller gap amplitudes. We also limit our considera-
tions to even-frequency gaps since Ref. [23] did not find solu-
tions with odd-frequency pairing in the linearized equations.

The free energy would provide a way to identify the pre-
ferred gap symmetry among the ansatze. However, we ex-
pect very small differences in the free energy since we con-
sider gaps that are much smaller than the electron bandwidth.
Also, the estimate of the free energy will be affected by the
FS averages. The superconducting gap provides a conden-
sation energy to the system, which is related to the magni-
tude of the gap. Choosing functions ψ(k) that are normal-
ized with maximum absolute value 1, the gap amplitude ∆max
is determined by the zero-imaginary-frequency limit of the
gap ∆s,t(iωn), obtained by solving Eq. (15) [52–57]. Mean-
while, the gapping of the FS is also affected by the k de-
pendence of the gap. We suggest that ∆max⟨|ψ(k)|⟩FS pro-
vides a reasonable indication of the condensation energy, and

hence which superconducting symmetry channel that is en-
ergetically preferred. When we construct phase diagrams,
we find regions of parameter space where gap equations ob-
tained by assuming different ansatze have solutions simultane-
ously. We then assume that the gap symmetry with the largest
value for ∆max⟨|ψ(k)|⟩FS dominates. We compare to the root-
mean-square ∆max

√
⟨|ψ(k)|2⟩FS, which gives the same con-

clusions. More accurate estimates based on the free energy
[33, 35, 37, 52] could be obtained using a full-bandwidth ap-
proach to Eliashberg theory and explicitly solving for the mo-
mentum dependence of the gap in the entire 1BZ [56, 58].
This is a computationally demanding task outside the scope
of this paper.

We begin by considering TRS-preserving gap symmetries
corresponding to one of the ansatze in Eqs. (17)-(19). We
find nonzero superconducting gap amplitudes at various tem-
peratures in Fig. 2, where different colors are utilized to in-
dicate the dominant gap symmetry among p-, d-, and f -wave
gaps. For large sublattice coupling asymmetry (small Ω) and
low µ, we find that gaps with spin-triplet p-wave symmetry
provide the largest gap amplitudes, as indicated by the green
region in Fig. 2. Within the green region, the largest super-
conducting gap with spin-triplet p-wave symmetry is achieved
for Ω = 0 and the lowest considered chemical potential
µ = −3.9t. This is because Ω = 0 allows maximal con-
structive sublattice interference [23]. Furthermore, the small
FS at low chemical potential ensures that all scattering pro-
cesses are of regular type with small magnon scattering mo-
menta. This makes the magnon frequency in the denomina-
tor of the magnon propagator small, which explains why the
largest gaps are obtained for low chemical potential. We find
that the px and py ansatze give degenerate solutions of the
Eliashberg equations, as expected from the fourfold rotational
symmetry of the square lattice. The TRS-broken solutions in-
volving complex gaps will be discussed later. We also find so-
lutions of the gap equation in Eq. (15) by inserting an f -wave
ansatz, but the gap is smaller. Throughout the phase diagram,
⟨|ψpx,py (k)|⟩FS ≈ ⟨|ψfx,fy (k)|⟩FS so we simply use the gap
amplitude ∆max to determine the preferred gap symmetry and
distinguish the p- and f -wave regions of the phase diagrams.

As µ increases and approaches half-filling, the FS becomes
larger and the emergence of Umklapp scattering changes the
situation. We find that degenerate spin-triplet fx- and fy-
wave phase dominates since the momentum structure supports
subdominant attractive Umklapp scattering processes close to
q = Q. These processes are repulsive for p-wave pairing.

The spin flip in the magnon scattering process provides
different signs in front of the Eliashberg equations for the
spin-singlet and spin-triplet pairing channels (ζs = −ζt).
As a consequence, all scattering processes are repulsive for
s-wave pairing. For Ω = 1, however, the boosting factor
AUU in D(k − k′) is maximized for k′ ≈ k + Q, indicat-
ing the possibility for superconductivity due to Umklapp scat-
tering. A gap with dx2−y2 -wave symmetry can provide the
sign change necessary for generating an attractive interaction
to produce superconductivity. This is because ψdx2−y2 (k) and
ψdx2−y2 (k

′ ≈ k +Q) typically have opposite signs. This re-
sults in a d-wave phase for large µ and Ω as shown by the red
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FIG. 2. Phase diagram showing the gap symmetry with the largest superconducting gap amplitude in terms of sublattice coupling asymmetry
Ω and chemical potential µ at different temperatures. The green, blue, and red colors correspond to spin-triplet p-wave, spin-triplet f -wave,
and spin-singlet d-wave phases, respectively. The parameters are t = 1 eV, J̄ = 15 meV, J1 = 2 meV, J2 = 0.2J1, K = J1/10

4, and S = 1.

region. Note that s- and dxy-wave symmetries cannot provide
the sign change necessary for attractive interaction and, there-
fore, no converging solutions can be found for pure s- and
dxy-wave symmetries.
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FIG. 3. Temperature dependence of the superconducting gap at Ω =
0 for (a) µ = −3.9t, (b) µ = −1.1t, and (c) µ = −0.1t. The other
parameters are the same as in Fig. 2.

Comparing the phase diagrams at different temperatures in
Fig. 2, it can be seen that the area of each superconducting
phase decreases as temperature increases, which corresponds
to the general trend that the superconducting gap decreases as
temperature increases, and becomes zero at the critical tem-
perature. As a result, a larger boosting factor is required for
nonzero superconducting gaps at a given temperature. In ad-
dition, the chemical potential µ at the boundary between dom-
inant p-wave and f -wave pairing increases as temperature in-
creases, suggesting that temperature alters the competition be-
tween the two types of pairing. To further illustrate the tem-
perature dependence of the competition between p-wave and
f -wave pairing, we plot the superconducting gap amplitudes
as a function of temperature for different µ at Ω = 0 in Fig. 3.
At µ = −3.9t, the p-wave gap amplitude dominates over the
f -wave case at all temperatures. In a similar way, the f -wave
gap dominates at all temperatures at µ = −0.1t. For the in-
termediate chemical potential µ = −1.1t, a gap amplitude
crossing at around T = 0.25 K is observed, and f -wave pair-
ing has the largest gap value below this temperature, while
p-wave pairing has the largest amplitude above. This is con-

sistent with Fig. 2, which gives f -wave (p-wave) pairing for
T = 0.15 K (T = 0.30 K) at µ = −1.1t. However, the result
has to be interpreted with care. The f -wave phase emerges
as a consequence of interplay between different types of scat-
tering processes, which may open up for more involved gap
structures on the FS than the p-wave and f -wave ansatze,
and possibly a crossover between regimes with p-wave and
f -wave behaviour. This can not be described by the simple
ansatze. Importantly, however, the phase diagram clearly cap-
tures the increasing importance of the subdominant Umklapp
processes when the filling is increased.

We now turn to TRS-breaking complex gap functions [2]
including the mixtures of different gap symmetries. A free
global complex phase choice remains, so we choose ∆(iωn)
to be real and let ψ(k) = ψc(k)/maxk|ψc(k)| handle both
the momentum dependence and the complex phase. We
consider chiral p-wave [i.e., px + ipy , ψc(k) = (1 −
x)ψpx

(k)+ ixψpy
(k)], chiral f -wave [i.e., fx+ ify , ψc(k) =

(1 − x)ψfx(k) + ixψfy (k)], and px + ify-wave symmetry
[ψc(k) = (1 − x)ψpx

(k) + ixψfy (k)]. These symmetries
give nodeless gaps. The first row in Fig. 4 shows the gap am-
plitude as a function of the mixture ratio x at Ω = 0 for differ-
ent µ. For chiral p-wave and chiral f -wave, the gap amplitude
is symmetric with respect to x = 0.5, due to the degeneracy
between px (fx) and py (fy) solutions. The dips at x = 0.5
are introduced by rather sharp jumps up to 1 for ⟨|ψ(k)|2⟩FS
appearing in the denominator of Eq. (15). ⟨|ψ(k)|2⟩FS ≈ 0.5
for x = 0 and x = 1, ⟨|ψ(k)|2⟩FS ≈ 0.7 for x = 0.4 and
x = 0.6, and ⟨|ψ(k)|2⟩FS = 1 for x = 0.5. At the same time,
a large ⟨|ψ(k)|2⟩FS should provide a better gapping of the FS,
so the gap amplitude alone is not the best indication of which
state is preferred.

The second row in Fig. 4 plots ∆max⟨|ψ(k)|⟩FS for the same
gap symmetries. For each considered symmetry, this quan-
tity is optimized at certain mixtures 0 < x < 1. This re-
sult indicates that the TRS-breaking gaps are energetically
preferred over the TRS-preserving gaps. At µ = −3.9t we
predict that px + ipy with x ≈ 0.5 gives the greatest con-
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FIG. 4. Superconducting gap amplitude ∆max as a function of the
mixture ratio x for ψ(k) = ψc(k)/maxk|ψc(k)| with ψc(k) =
(1 − x)ψpx(k) + ixψfy (k) for px + ify symmetry, ψc(k) =
(1 − x)ψpx(k) + ixψpy (k) for px + ipy symmetry, and ψc(k) =
(1−x)ψfx(k)+ixψfy (k) for fx+ify symmetry in the first row for
(a) µ = −3.9t, (b) µ = −1.1t, and (c) µ = −0.1t. The second row
and third row plot ∆max⟨|ψ(k)|⟩FS and ∆max

√
⟨|ψ(k)|2⟩FS for the

same gap symmetries, respectively. The parameters are T = 0.15 K,
Ω = 0 and otherwise the same as in Fig. 2.

densation energy among the considered gap symmetries. For
µ = −1.1t there is a close competition between chiral p-wave
and chiral f -wave at x = 0.5 with chiral p-wave giving a
slightly greater ∆max⟨|ψ(k)|⟩FS. Interestingly, at µ = −1.1t,
f -wave seems preferred over p-wave when restricting to TRS-
preserving gaps. At µ = −0.1t the results in Fig. 4 suggest
that chiral f -wave with mixture ratio x ≈ 0.5 is energetically
preferred. On the other hand, px + ify appears to be a sub-
dominant candidate for the superconducting pairing symme-
try at all considered parameters. Even though this gap sym-
metry produces the largest gap amplitude at µ = −1.1t and
µ = −0.1t in Fig. 4(b) and (c), it provides a less efficient
gapping of the FS compared to chiral p- and f -wave. The last
row in Fig. 4 shows ∆max

√
⟨|ψ(k)|2⟩FS which only has slight

quantitative changes from ∆max⟨|ψ(k)|⟩FS, and gives the same
indication for the preferred symmetries.

Figures 5(a) and 5(b) plot the frequency dependence of the
electron renormalization function Z(iωn) and the gap ∆(iωn)
for fx and chiral f -wave gaps at µ = −0.1t. Note that
Z(iωn) = 1 in the case of zero renormalization, and there-
fore Fig. 5 indicates the presence of significant many-body
effects. Since Z(iωn) enters in the denominator in Eq. (15),
Z(iωn) > 1 results in a prediction of smaller gap amplitudes
than in BCS theory [24]. Furthermore, the better gapping of
the FS for chiral f -wave gap results in lower Z(iωn) com-
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FIG. 5. The frequency dependence of (a) the electron renormaliza-
tion Z(iωn) and (b) the gap ∆(iωn) at µ = −0.1t with ψ(k) =
ψfx(k) and ψ(k) = ψfx(k)+ iψfy (k) (This is equivalent to x = 0
and x = 0.5 for fx + ify symmetry described in Fig. 4). (c)
Z(iωn) and (d) ∆(iωn) at µ = −3.9t with ψ(k) = ψpx(k) and
ψ(k) = ψpx(k)+iψpy (k) (This is equivalent to x = 0 and x = 0.5
for px + ipy symmetry described in Fig. 4). The parameters are
T = 0.15 K, Ω = 0 and otherwise the same as in Fig. 2.

pared to the fx-wave gap case. The reduction is due to the
fact that the gap enters in the denominator in the equation for
Z(iωn). A reduction in Z(iωn) allows for a larger gap ampli-
tude for chiral f -wave than fx-wave, which does not seem
possible without taking renormalization into account. Fig-
ures 5(c) and 5(d) plot Z(iωn) and ∆(iωn) for px and chi-
ral p-wave gaps at µ = −3.9t. In that case, the reduction in
Z(iωn) is not large enough to allow larger gap amplitude for
px+ipy-wave gap than px-wave gap. Note from Figs. 4(a)-(c)
that the typical case is that the chiral gaps with x = 0.5 have
lower gap amplitude than the TRS preserving gaps. Still, the
gap amplitude is not reduced by a very large factor, and the
better gapping of the FS provided by the chiral gaps, results
in a clear indication that they are energetically preferred in
Figs. 4(d)-(i). In Appendix A we provide an additional expla-
nation for why the gap amplitude is not reduced by as much
as one might naively expect when going from px- to px+ ipy-
wave gap symmetries. This additional explanation based on
the momentum dependence works in conjunction with the ex-
planation related to the renormalization Z(iωn).

The exotic possibility of chiral d-wave pairing has attracted
significant attention [42, 59–63]. In our case, however, the re-
pulsiveness of pure dxy-wave pairing prevents this possibility,
as we discuss in more detail in Appendix A.

When 0 < x < 1 all the gaps considered in Fig. 4 break
TRS since there is a phase difference between the real and
imaginary parts [2]. They also result in spinful topological
superconductivity. This is well known for chiral p-, d-, and
f -wave superconductors [38, 42, 45]. We also study the pos-
sibility of px + ify-wave symmetry. This is a topological su-
perconductor since a px − ipy-wave gap can be continuously
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deformed into a px + ify-wave gap without closing the bulk
gap in the superconductor. For completeness, we calculate
the bulk topological invariant, discuss the symmetry classifi-
cation, and prove the existence of edge states for a px + ify-
wave gap within a mean-field BCS formalism in Appendix B.

Spin-orbit coupling (SOC) is often an integral part of poten-
tial platforms for topological superconductivity [25–27, 64–
70]. Beyond a very weak easy-axis anisotropy in the AFMI,
which hardly plays any role in inducing the topologically non-
trivial gaps, SOC does not enter in our model. Also, the ef-
fective coupling in the Eliashberg equations, V 2D(k − k′),
is real. The possibility of complex superconducting gaps is
therefore not imposed by the interaction itself, rather, the su-
perconducting state may spontaneously break TRS to lower its
energy. A fourfold-symmetric lattice, such that px (fx) and py
(fy) are degenerate facilitates this situation. However, we can
speculate that this situation is not limited to lattices where px
(fx) and py (fy) are exactly degenerate. As long as both are
possible solutions of the gap equations, maybe with slightly
different Tc, TRS-breaking linear combinations may be pre-
ferred at low temperatures since they provide a better gapping
of the FS.

IV. CONCLUSION

In this work, we used a strong-coupling approach to study
superconductivity mediated by antiferromagnetic magnons in
an AFMI/NM/AFMI trilayer. We derived Fermi surface av-
eraged nonlinear Eliashberg equations which can describe su-
perconductivity at any temperature. At low temperatures be-
low the critical temperature, we found states with different
superconducting pairing symmetries (p-, f -, and d-wave) in
the (µ,Ω)-phase diagram, in agreement with the phase dia-
grams achieved at the critical temperature and at zero temper-
ature. Comparisons of the phase diagrams at different tem-
peratures and the temperature dependence of the gaps at dif-
ferent µ revealed that temperature affects the competition be-
tween p-wave and f -wave pairing, and that p-wave pairing is
more likely to dominate when the temperature increases from
zero. In addition to time-reversal symmetric superconducting
gap functions, we also investigated time-reversal-symmetry-
breaking complex gap functions. The complex gap functions
involved a mixture of different superconducting pairing sym-
metries. We considered a Fermi surface average of the gap
amplitude as an indication of the condensation energy. From
this, we found that time-reversal-symmetry breaking, spinful
topological superconductivity is possible.
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Appendix A: Alternate approach to complex gaps

In this appendix we explore an alternate approach to Fermi
surface averaged Eliashberg equations in the case of complex
gaps than the one employed in the main text. The Eliashberg
equation for ϕs,t(k) = ϕRs,t(k)+iϕ

I
s,t(k) could also have been

written

ϕRs,t(k) = −ζs,tV 2 1

β

∑
k′

D(k − k′)
ϕRs,t(k

′)

Θ(k′)
, (A1)

ϕIs,t(k) = −ζs,tV 2 1

β

∑
k′

D(k − k′)
ϕIs,t(k

′)

Θ(k′)
. (A2)

We can apply FS averages to these equations by assuming
ϕRs,t(k) = ϕRs,t(iωn)ψ

R(k) and ϕIs,t(k) = ϕIs,t(iωn)ψ
I(k).

The gap function is ∆s,t(k) = ∆R
s,t(k) + i∆I

s,t(k) =

∆R
s,t(iωn)ψ

R(k) + i∆I
s,t(iωn)ψ

I(k) and we can choose real
functions ψR(k) and ψI(k) to explore complex gaps. The FS
averaged equations are then

Z(iωn) = 1− V 2π

βNFωn

∑
k,k′,ωn′

δ(ξk)δ(ξk′)D(k − k′)

× ωn′√
ω2
n′ + |∆R

s,t(iωn′)ψR(k′) + i∆I
s,t(iωn′)ψI(k′)|2

,

(A3)

∆R
s,t(iωn) =

−ζs,tV 2

⟨[ψR(k)]2⟩FSZ(iωn)

π

βNF

∑
k,k′,ωn′

δ(ξk)δ(ξk′)

×
ψR(k)D(k − k′)ψR(k′)∆R

s,t(iωn′)√
ω2
n′ + |∆R

s,t(iωn′)ψR(k′) + i∆I
s,t(iωn′)ψI(k′)|2

.

(A4)

∆I
s,t(iωn) =

−ζs,tV 2

⟨[ψI(k)]2⟩FSZ(iωn)

π

βNF

∑
k,k′,ωn′

δ(ξk)δ(ξk′)

×
ψI(k)D(k − k′)ψI(k′)∆I

s,t(iωn′)√
ω2
n′ + |∆R

s,t(iωn′)ψR(k′) + i∆I
s,t(iωn′)ψI(k′)|2

.

(A5)

With this equation set we are not able to control the mixture
ratio x in chiral p-wave, chiral f -wave and px + ify gaps,
where ψR(k) ̸= ψI(k). This is because the frequency depen-
dence of the real and imaginary parts of the gaps are solved
in separate, coupled equations. For TRS-preserving gaps,
where ψR(k) = ψI(k), the two equations for ∆R

s,t(iωn) and
∆I

s,t(iωn) simply reflect the free complex phase choice of the
superconducting gap, and one can choose the solution where
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∆I
s,t(iωn) = 0. This gives real gaps, as we chose in the main

text for the TRS-preserving gaps.
Equation (A4) provides an understanding of why adding

an imaginary part to the gap does not necessarily lead to a
strong reduction in the gap amplitude, as discussed in re-
lation to Figs. 4 and 5. Imagine we have a solution of
∆R

t (iωn) where the gap is real with ψR(k) = ψpx
(k).

Let us now try to introduce an imaginary part ∆I
t (iωn) and

set ψI(k) = ψpy
(k), giving a px + ipy-wave gap. Then,

|∆R
t (iωn′)ψR(k′) + i∆I

t (iωn′)ψI(k′)|2 in the denominator
increases, so that a smaller gap amplitude of ∆R

t (iωn) should
be expected. However, ψR(k′) enters in the numerator. When
ψI(k′) is large, ψR(k′) is small, and vice versa. Therefore,
the effect on the gap amplitude of adding an imaginary part
with a different phase is not as significant as adding an imag-
inary part with the same phase. Also, remember that Z(iωn)
is affected by the gap symmetry, which in turn affects the gap
amplitude.

If we set ψR(k) = ψpx
(k) and ψI(k) = ψpy

(k) and start
our iterations from ∆R

t (iωn) ̸= ∆I
t (iωn) the solutions con-

verge toward ∆R
t (iωn) = ∆I

s,t(iωn). This corresponds to
chiral p-wave with mixture ratio x = 0.5. The gap amplitudes
∆R

max = ∆I
max are the same as the result in the main text, as

is the conclusion that equal mixing should be preferred. Also,
⟨|∆R

maxψ
R(k′) + i∆I

maxψ
I(k′)|⟩FS equals to ∆max⟨|ψ(k)|⟩FS

in Fig. 4 for x = 0.5. Similar considerations apply to chiral
f -wave, while for px + ify-wave gaps, solutions with a µ-
dependent mixture ratio x are found with the alternate equa-
tions. The method in the main text allows us to consider a
wider range of possible gap symmetries, though it appears
some of them are not necessarily solutions of the original
Eliashberg equations in Eqs. (5) and (6). This must be kept in
mind when interpreting the results. One can view the mixture
ratio x in Fig. 4 as a variational parameter we use to search
for an optimal solution for a class of gap symmetries.
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FIG. 6. Superconducting gap amplitude as a function of the mix-
ture ratio x for ψ(k) = ψc(k)/maxk|ψc(k)| with ψc(k) = (1 −
x)ψd

x2−y2 (k)+ ixψdxy (k) at µ = −0.1t, Ω = 1 and T = 0.15 K.
The other parameters are the same as in Fig. 2.

With the equations in the main text, we do in fact get con-
verging solutions to the Eliashberg equations with chiral d-
wave gaps. Figure 6 shows the gap amplitude as a func-

tion of the mixture ratio x for dx2−y2 + idxy-wave gaps with
ψc(k) = (1−x)ψdx2−y2 (k)+ixψdxy

(k). As long as dx2−y2 -
wave dominates, i.e., x < 0.5, converging solutions are found
to the Eliashberg equations. The gap amplitude decreases
away from x = 0, indicating that pure dx2−y2 -wave is pre-
ferred. If we instead consider the Eliashberg equations on
the form in Eqs. (A3)-(A5) with ψR(k) = ψdx2−y2 (k) and
ψI(k) = ψdxy

(k) we find that ∆I
s(iωn) = 0 is the only pos-

sible solution. Due to the momentum structure of the interac-
tion discussed in the main text regarding pure dxy-wave gaps,
∆I

s(iωn) changes sign at each step in the iteration, prevent-
ing nonzero solutions. Again, this not only indicates that pure
dx2−y2 -wave gap is preferred over chiral d-wave, but it also
indicates that chiral d-wave is not a possible solution of the
original Eliashberg equations in Eqs. (5) and (6).

Appendix B: Topological superconductivity

1. Bulk topological invariant

To explore the topology of the superconducting pairings
studied in the main text, we employ a mean-field BCS de-
scription [2] of the induced superconducting state in the NM.
We consider two kinds of gaps; spin singlet ∆O(s)

↑↓ = (∆↑↓ −
∆↓↑)/2 and spin triplet ∆E(s)

↑↓ = (∆↑↓ + ∆↓↑)/2 [2, 25].
We do not consider their coexistence, so in the first case
∆↓↑ = −∆↑↓ while in the second case ∆↓↑ = ∆↑↓. The
Bogoliubov-de Gennes (BdG) Hamiltonian for the bulk can
be written

H =
1

2

∑
k

c†kHkck (B1)

with c†k = (c†k↑, c
†
k↓, c−k,↑, c−k↓) and

Hk =

 ϵk 0 0 ∆k

0 ϵk ζs,t∆k 0
0 ζs,t∆

∗
k −ϵk 0

∆∗
k 0 0 −ϵk

 . (B2)

This can be rewritten as two 2× 2 sectors

H =
1

2

∑
k

(c†k↑, c−k↓)

(
ϵk ∆k

∆∗
k −ϵk

)(
ck↑
c†−k↓

)
+

1

2

∑
k

(c†k↓, c−k↑)

(
ϵk ζs,t∆k

ζs,t∆
∗
k −ϵk

)(
ck↓
c†−k↑

)
. (B3)

Each sector now has a matrix form that can be written hk =
dk · σ. Then, the Chern number is [71]

C =
1

4π

∫
dkd̂k · (∂kx d̂k × ∂ky d̂k), (B4)

i.e. the winding number of d̂k = dk/|dk|. The integral is over
the 1BZ, for which we still consider a square lattice. In the
first sector, dk = (Re∆k,− Im∆k, ϵk). In the other sector,
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dk = (ζs,t Re∆k,−ζs,t Im∆k, ϵk). Changing the sign of
two entries does not change the winding, so both sectors give
the same Chern number. The total Chern number is the sum,
i.e., Ctot = 2C. Alternatively we could consider the total
Chern number of the two degenerate bands below the FS for
the 4 × 4 BdG Hamiltonian following Refs. [72, 73]. Note
that this kind of topological superconductor with broken TRS
and two bands below the FS is called a spinful topological
superconductor [45, 72]. We checked that both approaches
give the same result, as expected [74].

In the case of spin-triplet gaps, px + ipy-wave gives C = 1
and Ctot = 2, fx + ify-wave gives C = 3 and Ctot = 6, and
px + ify-wave gives C = −1 and Ctot = −2. px + ify-wave
is in the same topological phase as px − ipy since they can
be continuously deformed into each other without closing the
bulk gap. Since we carefully designed our trilayer to give zero
spin splitting of the electron bands, ϵk,↑ = ϵk,↓, the 2× 2 sec-
tors in Eq. (B3) retain particle-hole symmetry. As a result,
they fall in the symmetry class D of topological insulators and
superconductors [45, 75]. Hence, one would expect Majorana
bound states on edges and in the core of vortices. However,
since the total Chern number is even, the Majoranas come in
pairs. These pairs of Majoranas can be recombined into Dirac
fermions [72]. A large part of the allure of topological su-

perconductors is the promise of Majorana bound states whose
non-Abelian exchange statistics may facilitate robust quantum
computation [46–49]. Ways to retain the Majorana character
in spinful topological superconductors, e.g., by imposing ad-
ditional mirror symmetries, have been discussed [72].

For spin-singlet gaps, dx2−y2 + idxy-wave gives C = 2
and Ctot = 4. No spin splitting of the electrons along with the
spin-singlet symmetry lands this type of topological supercon-
ductor in symmetry class C [42, 45]. Again, zero energy edge
states are expected, and ways to generate Majorana bound
states at edges of chiral d-wave superconductors through addi-
tional modifications have been suggested [42, 61]. The possi-
bility of Majorana bound states in the core of vortices depend
on the topology in one dimension lower that the system itself,
since it is a point defect [76]. Class C has no topologically
nontrivial states in 1D such that Majoranas are not expected in
the core of vortices [42]. However, heterostructures involving
chiral d-wave superconductors and materials with significant
SOC may host unpaired Majorana bound states in the core of
vortices [77, 78].

2. Edge states

Consider the real space Hamiltonian

H =− t
∑
⟨i,j⟩

c†iσcjσ − µ
∑
iσ

c†iσciσ +
∆p

4i

∑
iσ

[c†iσc
†
i+x̂,−σ − c†iσc

†
i−x̂,−σ + ciσci+x̂,−σ − ciσci−x̂,−σ]

+
∆f

8

∑
iσ

[c†iσc
†
i+x̂+2ŷ,−σ − c†iσc

†
i−x̂−2ŷ,−σ − ciσci+x̂+2ŷ,−σ + ciσci−x̂−2ŷ,−σ

− c†iσc
†
i+x̂−2ŷ,−σ + c†iσc

†
i−x̂+2ŷ,−σ + ciσci+x̂−2ŷ,−σ − ciσci−x̂+2ŷ,−σ]

+
∆f

4

∑
iσ

[−c†iσc
†
i+2x̂+ŷ,−σ + c†iσc

†
i−2x̂−ŷ,−σ + ciσci+2x̂+ŷ,−σ − ciσci−2x̂−ŷ,−σ

+ c†iσc
†
i+2x̂−ŷ,−σ − c†iσc

†
i−2x̂+ŷ,−σ − ciσci+2x̂−ŷ,−σ − ciσci−2x̂+ŷ,−σ]. (B5)

Using periodic boundary conditions (PBC) in 2D, an FT gives
Eq. (B1) with

∆k = ∆p sin kx+i∆f [sin(2ky) cos(kx)−2 sin(ky) cos(2kx)],
(B6)

which gives a px + ify-wave gap on the FS for a wide
range of chemical potentials. The more idealized functions
cos(ϕk) and sin(3ϕk) would require much more complicated
real space models. We now consider a ribbon geometry, with
PBC in the x-direction and open boundary conditions (OBC)
in the y-direction. Let ciσ → cxi,yi,σ and introduce a partial
FT in the x-direction [46],

cxi,yi,σ =
1√
Nx

∑
kx

ckx,yi,σe
ikxxi . (B7)

There are Nx sites in the x-direction, separated by a = 1 such
that the 1BZ is kx ∈ [−π, π). Due to PBC, xNx

= x0. There
are Ny sites in y-direction. With OBC, only y0, y1, . . . yNy−1

exist and we let yi = i. Inserting the partial FT, the Hamilto-
nian can be written

H =
1

2

∑
kx

c†kx
Hkx

ckx
, (B8)

where

c†kx
= (c†kx,0,↑, c

†
kx,0,↓, c

†
kx,1,↑, . . . , c

†
kx,Ny−1,↓,

c−kx,0,↑, c−kx,0,↓, c−kx,1,↑, . . . , c−kx,Ny−1,↓), (B9)

and Hkx
is a 4Ny × 4Ny matrix.

We can now find the bands along kx by a unitary transfor-
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mation U†
kx
Hkx

Ukx
= Dkx

,

H =
1

2

∑
kx

d†
kx
Dkx

dkx
, (B10)

where Dkx
is diagonal and contains the energy bands. The

diagonalized operators are linear combinations of electron op-
erators at all sites, dkx = U†

kx
ckx . The columns of Ukx ,

i.e., the eigenvectors of Hkx , give the coefficients in the
linear combination. Row yi enters four places in ckx ; in
ckx,yi,↑, ckx,yi,↓, c

†
−kx,yi,↑, and c†−kx,yi,↓. We define |ψi|2 as

the sum of the absolute squares of the 4 coefficients in front
of these operators, quantifying the weight of each eigenstate
on row yi.

Figure 7 shows the energy bands along kx revealing zero
energy states that are localized at separate edges of the rib-
bon geometry. The more realistic case of ∆p,∆f ≪ t gives
the same result qualitatively. Larger gap amplitudes are sim-
ply convenient for plotting. Additionally, the same qualitative
results are found for a wide range of chemical potentials. Fig-
ures 7(c) and 7(d) illustrate the momentum dependence of the
gap ∆k in Eq. (B6) showing that the gap is px + ify-wave on
the FS. The appearance of topological edge states establishes
that px+ ify-pairing gives rise to topological superconductiv-

ity.

1 0 1
kx

1

0

1

E/
t

(a)

0 100 200
yi

0.0

0.1

0.2

0.3

|
i|2

(b)

0
kx

0k y

(c)

0
kx

0k y

(d)

0.5

0.0

0.5
Re /t

1

0

1
Im /t

FIG. 7. (a) Electron bands along kx in a ribbon geometry. Two of
the states crossing the bulk gap are shown with markers. (b) Weight
of the two states marked in (a) along yi. These states are localized at
separate edges. (c) Real and (d) imaginary part of ∆k in Eq. (B6).
The black line shows the FS at the chosen chemical potential showing
that the considered gap is px + ify-wave. The parameters are µ =
−2t, ∆p = ∆f = 0.5t, and Ny = 200.
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