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Abstract—Convolutional Neural Networks (CNNs) have
demonstrated their effectiveness in numerous vision tasks. How-
ever, their high processing requirements necessitate efficient
hardware acceleration to meet the application’s performance tar-
gets. In the space of FPGAs, streaming-based dataflow architec-
tures are often adopted by users, as significant performance gains
can be achieved through layer-wise pipelining and reduced off-
chip memory access by retaining data on-chip. However, modern
topologies, such as the UNet, YOLO, or X3D models, utilise long
skip connections, requiring significant on-chip storage and thus
limiting the performance achieved by such system architectures.
The paper addresses the above limitation by introducing weight
and activation eviction mechanisms to off-chip memory along
the computational pipeline, taking into account the available
compute and memory resources. The proposed mechanism is
incorporated into an existing toolflow, expanding the design
space by utilising off-chip memory as a buffer. This enables
the mapping of such modern CNNs to devices with limited on-
chip memory, under the streaming architecture design approach.
SMOF has demonstrated the capacity to deliver competitive and,
in some cases, state-of-the-art performance across a spectrum
of computer vision tasks, achieving up to 10.65x throughput
improvement compared to previous works. The tool is available
at https://github.com/ICIdsl/smof.git.

I. INTRODUCTION

Convolutional Neural Networks (CNNs) have been applied
to a wide range of applications, and they are especially suc-
cessful in dealing with vision tasks such as image classifica-
tion, object detection, and semantic segmentation. Due to their
computational intensity, a large amount of work has been done
to accelerate CNNs in hardware, with Field-Programmable
Gate Arrays (FPGA) devices serving as a high-performing and
energy-efficient platform of choice.

In the realm of mapping CNNs to FPGAs, there are two
alternatives. The first one involves building a unified accel-
erator architecture, embracing the concept of “one-fits-all” to
minimise the engineering effort of re-development [1], [2].
The second approach entails building a streaming dataflow
architecture, by customising a layerwise pipeline for each
specific workload. In this work, we focus on the design of
the streaming architecture which is often the preferred choice
under a fixed model workload.
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To facilitate the end-to-end deployment of streaming ar-
chitectures, toolflows such as fpgaConvNet [3], FINN [4],
hls4ml [5] and HPIPE [6] have been developed, that generate
HLS or RTL designs from high-level network descriptions
(Tensorflow, PyTorch, ONNX). In terms of memory storage,
the common practice employed in these toolflows involves
confining most data movements within the FPGA chip [3],
[4]. This practice entails storing weights statically on-chip in
a read-only format, while activations are transferred between
layers employing FIFOs with handshake interfaces. However,
as networks expand to accommodate millions of parameters
and complex skip connections, scaling this approach becomes
a challenging task. For example, the UNet model [7], a popular
benchmark utilised in semantic segmentation, has a significant
operation count at 130.1G. Moreover, UNet contains lengthy
hierarchical branch connections, which require the extensive
placement of FIFOs to synchronise data streams across its
branching structure. Similar model characteristics and specifics
are encountered in YOLO [8], X3D [9] and many other models
across various domains.

In fact, existing streaming architectures primarily concen-
trate on the optimisation of computation engines and on-
chip memory resources. Off-chip memory is mainly utilised
for transferring data at the input and output pipeline stages,
prohibiting the utilisation of existing toolflows when on-chip
memory requirements exceed the available resources. As such,
existing streaming architectures are often limited by the on-
chip memory, while leaving off-chip memory underutilised.

In this paper, we introduce a groundbreaking memory
optimisation methodology that systematically considers the
allocation and utilisation of both on-chip and off-chip memory
within a layerwise pipelined, streaming architecture. Our con-
tributions extend beyond conventional approaches, aiming to
address the limitations encountered in scaling networks with
substantial numbers of parameters and intricate connections
that require excessive buffering. Our key contributions are:

« We propose the first streaming CNN accelerator that can
partially offload weights and activations to the off-chip
memory, without stalling the computation pipeline.

« We introduce a subgraph-based partitioning methodology
offering the latency-throughput design trade-off, by ex-
ploiting the device reconfigurability of FPGAs.
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« We propose a Design Space Exploration (DSE) method-
ology that relies on a greedy and iterative optimisation
algorithm to automatically explore and determine the
optimal memory and partitioning configuration.

o We accelerate a wide range of CNN benchmarks on
a diverse spectrum of computer vision tasks using the
proposed methodology, demonstrating competitive and
even state-of-the-art performance, particularly on net-
works with complex, hierarchical skip connections.

II. RELATED WORK
A. Streaming Architectures

Various approaches have been proposed for building effi-
cient neural network accelerators, such as systolic arrays [16],
[17], vector processors [1], [2] and streaming architectures
[4], [14]. Among these approaches, the streaming architectures
achieve state-of-the-art performance when the targeted model
is fixed due to their layer-wise pipelining architecture and
model-specific hardware customisations. However, due to their
design complexity and the variability of modern CNNg, it is
not feasible to implement streaming architectures manually.
Therefore, automated toolflows have been proposed in pre-
vious literature to generate efficient streaming architectures.
DeepBurning [14], fpgaConvNet [3], FINN [4] and HPIPE
[6] are well-known examples in this line of reasearch.

Currently, the emphasis in these toolflows has been placed
into the optimisation of computation engines. FINN [4] fo-
cuses on the computation of Binarized Neural Networks
(BNN) by optimising BNN-specific operations such as XNOR
and Popcount, resulting in ultra-low resource utilisation com-
pared with normal fixed-point operations. DeepBurning [18]
investigated DSP packing to support mixed-precision quanti-
zation, where the heterogeneous computation engines operate
on different precisions per-layer. Recent work on HPIPE [6]
and fpgaConvNet [19] exploit the data sparsity to skip any
zero multiplication for performance gains. The skipping is
controlled by either compile-time or run-time scheduling.

In a typical streaming architecture, most memory footprints
are on-chip, as all the weights are stored in BRAMs and the ac-
tivations are buffered in FIFOs. To efficiently squeeze on-chip
memory resources, FINN [20] considered the overclocking of
BRAMs, which provides virtual memory ports to mitigate the
mismatches between desired and available memory shapes,
and eventually improve the utilisation efficiency of BRAMs.
HPIPE [6] compressed the sparse weight parameters to the
run-length encoded format, reducing on-chip storage with a
small decoding overhead during computation. To overcome
on-chip memory limitations, recent works [21], [22] consider
partitioning the computational pipeline across multiple FPGA
devices, in the expense of under-utilising sometimes the indi-
vidual devices.

While single engine architectures utilise tiling to overcome
bottlenecks imposed by on-chip storage constraints, streaming
architectures often struggle to overcome such limitations,
especially on networks with extensive parameters and intricate

connections that require significant buffering. Our proposed
solution, extended certain concepts introduced in [23], [24],
tackles these challenges by strategically managing the allo-
cation and utilisation of both on-chip and off-chip memory
by partially offloading weights and activations to the off-
chip memory, without stalling the computation pipeline of a
streaming architecture.

B. Accelerate Vision Tasks

In terms of supported CNN workloads, many accelerator
architectures focus on the image classification task (TABLE I).
These architectures have been able to accommodate popular
networks such as VGG [25], GoogleNet [26], ResNet [27]
and MobileNet [28] on the datasets such as MNIST [29],
CIFAR [30] and ImageNet [31]. However, despite the substan-
tial emphasis on image classification, there are several other
crucial vision tasks in the realm of computer vision, including
but not limited to object detection, semantic segmentation, as
well as video and volumetric data analysis. Compared with
image classification, these tasks usually demand higher com-
putational resources and more complex network architectures,
creating new challenges for hardware accelerator architectures.

Angle-eye [2] supported the deployment of the well-known
YOLO model [8] for the object detection task, where the CNN
backbone is quantized to 8 bits and computed on an FPGA
device using a reconfigurable vector processor, while the pre-
process and post-process computation is offloaded to a CPU.
A similar approach was adopted by Nakahara et al. [32], but
the authors chose to binarize the YOLO model for an efficient
hardware implementation. HPIPE [33] and SATAY [23] are
two recent works that consider the acceleration of object de-
tection workloads using the streaming architecture, where the
main challenges addressed are the design of high performance
Non-Maximum Suppression and HardSwish modules.

The UNet model [7] is a popular benchmark utilised in
the semantic segmentation task, and the model contains both
downsampling and upsampling operations in order to generate
accurate masks. As the acceleration of convolutional layer has
been well investigated, the main consideration when designing
hardware accelerators for this load is the investigation of de-
convolution algorithms for efficient upsampling. Liu et al. [12]
designed parameterised convolution and deconvolution engines
with shared input buffers. However, there has not been any
attempt to deploy UNet under a streaming architecture, as the
long skip connection between downsampling and upsampling
layers requires deep on-chip buffers.

To efficiently interpret information across video frames, 3D
CNNs are often favoured with an additional dimension inside
the convolution kernel. Shen et al. [11] developed a template-
based architecture targeting both 2D and 3D CNN models,
utilising the Winograd algorithm to efficiently reduce the
number of multiplications in convolutions and hence the com-
putational complexity overall. Additionally, they introduced an
analytical method for efficiently exploring the design space
to identify optimal tiling strategies. fpgaHART [34] evaluated
a variety of 3D CNN models using streaming accelerator



TABLE I: Comparison of our work with related works.

Works Snowflake ~ Angle-eye  Brainwave (1] [12] Vitis AI | DeepBurning FINN  DeepBuilder HPIPE SMOF
orKs [1] [2] [10] [13] [14] [4] [15] [6] Our work

Architecture Style Single Engine Architectures ‘ Streaming Architectures

Classification X

Detection X X X X X X

Segmentation X X X X X X X X

2D CNN

3D CNN X X X X X X X X X

architectures. However, it could not target networks like 3D
UNet due to the large on-chip buffer overhead from the
long skip connection. HARFLOW3D [35] presented a latency-
driven streaming accelerator toolflow targeting modern 3D
CNN models. The authors introduced parameterized hardware
building blocks that support runtime parameterization in a
time-shared manner, but with limited supported layer depth.
Our approach, because of the combination of the streaming
architecture and the proposed smart off-chip data eviction,
is able to support and deliver high throughput designs on a
diverse spectrum of computer vision tasks using state-of-the-
art 2D and 3D CNN models, as shown in TABLE II and V.

I[II. METHODOLOGY

In this section, we propose and formalise a threefold way
to mitigate the on-chip memory bottlenecks in streaming
architectures, by introducing activation eviction, weight frag-
mentation and reconfiguration as possible design choices.

A. Activation Eviction

In streaming design toolflows, the CNN workload is ab-
stracted to a Directed Acyclic Graph (DAG) where vertices
represent operations like convolution, pooling, and activation
function, while edges represent the data flows between these
operations. One critical aspect in streaming architectures is to
minimise the occurrence of stalls between the computational
operations. In the case of sequential connections between
vertices, buffers are inserted to address any instantaneous rate
mismatches that might occur between consecutive operations,
as the operations may produce or consume a burst of data to
sustain their continuous execution.

Moreover, in instances where the DAG branches into
multiple computational paths, the role of buffers becomes
even more critical. Branch connections entail diverging paths
where different computational branches may operate at varying
throughputs or exhibit different processing latencies. Buffers
placed at these branching points prevent a fast branch from
overwhelming or stalling a slower branch. These buffers
help maintain a balanced data flow, enabling synchronization
between branches and preventing potential deadlocks.

To reduce the on-chip memory resources required by im-
plementing these buffers, we propose the eviction of a subset
of activation data to the off-chip memory instead. Specifically,
the original deep buffer with the depth of d is replaced with
the circuit as Figure 1 shows, which only contains two small

FIFOs to only hold the data chunk enough for a DMA burst,
and the remaining activation data are pushed to off-chip. At
the host side, pointers are used to manage the head and tail
positions of the evicted activation data.

An important question to answer is at which edge should
the eviction be applied. A considerable number of design
choices are available, as we can choose to evict the edge of
any two connected vertices. Let us start with establishing the
trade-off between on-chip and off-chip memory resources for
transferring activations in the streaming architecture.

If we denote the total depth of the two small FIFOs after
eviction as dj and compare it with the original buffer depth
of dp, the saving in buffer depth will be:

Ad =dy, —dy, s.t. dy > mazx(dy,tap) (1)

In this equation, we also apply an extra constraint that the
original buffer depth d, must be larger than the delay of
DMA transfers t4,. Otherwise, the eviction will cause extra
stalls in the computational pipeline, downgrading the overall
performance.

On the other hand, the extra off-chip bandwidth required,
including both writing and reading, after the eviction can be
calculated as,

ABW =r¢(l+ «) 2

where the average data rate is represented as r (words/cycle).
Let’s use ¢ to denote the average compression ratio for
DMA transfers, as activations can be encoded losslessly using
formats such as Run-Length Encoding (RLE) or Huffman.

Note that the compression ratio for activation data actually
varies on different input images. At design time, we use
the average ratio to estimate the bandwidth requirement, and
we will analyse the deviation of this estimation and it’s
performance impact at the end of Section V-C.

In Equation (2), « is a penalty factor for the reading band-
width, whose value is always larger than or equal to one. « is
only larger than one, if the data order in reading and writing
are different, in which case, the off-chip reading becomes
random access and the bandwidth is penalised because of that.

Overall, Equation (1) and (2) establish the trade-off between
on-chip and off-chip memory resources for transferring activa-
tions in the streaming architecture. In Section IV-B, we utilise
the ratio of this trade-off to decide where the activations should
be evicted.
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Fig. 1: Activation eviction. For the long skip connection, instead of
being held at the on-chip buffer, the activation data is pushed to the
off-chip memory. We support the lossless encoding schemes, such as
RLE and Huffman, to save the off-chip bandwidth.

B. Weight Fragmentation

As a common practice in streaming architectures, the con-
volution and other matrix multiplication operations require
the corresponding weight parameters completely stored on-
chip. Each operation is assigned with its own dedicated
memory block so that these operations can be parallelized and
pipelined. As a way to reduce the on-chip memory require-
ments, a memory fragmentation scheme is introduced, where
the original weights memory of depth d, is now fragmented
into static and dynamic regions, as Figure 2 shows.

Weights under the static regions are fixed and read-only, and
these static regions are concatenated together to be stored in
a continuous, physical on-chip memory space; while weights
in the dynamic regions need to be loaded from the off-chip
memory at runtime, sharing the same piece of physical mem-
ory space in a time-multiplexed manner. The computational
pipeline iteratively consumes the weights from either the static
or dynamic regions, controlled by a counter to track the
number of reads.

For each convolution operation, the ratio of its dynamic
regions m € [0, 1] is a tunable design parameter, where m = 0
refers to the situation that all weights are static and no off-chip
loading is required, while m = 1 represents moving everything
to off-chip instead. Given this ratio, we can represent the saved
on-chip memory depth as

Ad = md, 3)

where d denotes the original memory depth before fragmenta-
tion. Meanwhile, the required off-chip memory bandwidth to
load the dynamic regions can be represented as the following
equation:

ABW = mre, 4)

where the computational pipeline consumes the weights at the
rate of r (words/cycle), and similar to activations, weights can
also be encoded with the compression ratio of ¢ reducing the
required bandwidth, but this ratio is compile-time known for
weights.

C. Subgraph Reconfiguration

FPGAs can be reconfigured at runtime, which provides
a unique design option for the streaming architecture to
partition the entire CNN workload into multiple subgraphs [3].

Static Region
(1-m)d

|

//

d /
I:l Dynamic Region

Physical Memory

Logical Memory

Fig. 2: Weight fragmentation. The original weights with depth of d is
fragmented into static and dynamic regions. Weights in the dynamic
regions are loaded from the off-chip memory at runtime, sharing the
same piece of physical memory space in a time-multiplexed manner.
The ratio of dynamic regions is denoted as m.
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Fig. 3: Graph manipulation strategies. Figure 3a showcases the graph
partitioning strategy into multiple subgraphs for different reconfigura-
tion points. In Figure 3b the off-chip streaming strategy is presented,
utilising the activation eviction method. By streaming the long skip
connections to off-chip and reading back from it on merge points the
graph can fit into the device without needing multiple partitions and
hence device reconfiguration.

Each subgraph is mapped to a customised hardware design,
and these subgraphs are scheduled sequentially on a single
device through the device reconfiguration. When using this
reconfiguration feature, a trade-off between the latency and
the throughput of the system is introduced.

Assume a targeted CNN is partitioned to /N subgraphs,
where each subgraph is computed in a batch mode, as multiple
image frames are fed into the hardware in a pipelined manner,
and the batch size is denoted as b. The initial interval, the num-
ber of cycles elapsed between the issuing of two consecutive
image frames, as well as the depth of the pipeline are denoted



as II; and dp; respectively. After computing the b image
frames, the FPGA device is reconfigured with the customised
hardware for the next subgraph and the latency penalty for
programming the bitstream is denoted as t,;. Therefore, the
total latency of computing a whole batch of data is represented
as follows, assuming the system frequency is f.

N

t=> (b-ILi+dy)/f+N -ty
=1

(seconds)  (5)

The corresponding system throughput is represented as:

©=0b/t (frames per second)  (6)

In general, a large N means more latency overhead on
reconfiguration, but it also may help decrease the I;, since
the subgraph becomes smaller and more parallelism can be as-
signed to each subgraph. Therefore, the choice of N becomes
a design variable that needs to be considered.

Figure 3 illustrates the methods employed to alter the
computation graph. We allow graph partitioning or fragmen-
tation/eviction at any position as long as the three constraints
listed below are met,

« on-chip resource: Each subgraph’s utilization of on-chip
FPGA resources, including Digital Signal Processing
Blocks (DSP), Look-Up Tables (LUT), Flip-Flops (FF),
and Block RAM (BRAM), must adhere to the limits
imposed by the FPGA device.

o off-chip bandwidth: The off-chip bandwidth utilization
of each subgraph, comprising the subgraph’s inputs and
outputs, as well as the overhead related to activation
eviction and weight fragmentation, must comply with
the bandwidth limitations of the FPGA device to prevent
bottlenecks or performance degradation.

« compute dependency: Subgraphs are scheduled to exe-
cute sequentially on a single FPGA device in a time-
multiplexed manner. Therefore, it is crucial to maintain
the correct sequence of computations. For any vertex
within a subgraph, all of its producers must either reside
within the same subgraph or have already been executed
in a previously scheduled subgraph.

Graph partitioning or fragmentation/eviction are not ex-
clusive, and they can be combined together for the optimal
performance and resource trade-off, leaving a huge design
space to explore. We will elaborate our exploration algorithm
in Section IV-B.

IV. IMPLEMENTATION

In this section, we present the implementation details of
the proposed system architecture, along with the specifics of
our Design Space Exploration (DSE) optimization strategy.
Additionally, we introduce an updated approach for calculating
and modeling the pipeline depth of the computation graph.

A. System Architecture

We incorporate the proposed approach with an open-source
toolflow, fpgaConvNet [3]. We use fpgaConvNet as a code
generator that translates the PyTorch description of the CNN
to the RTL files, and stitches those files together to build the
computational pipeline.

Same as other existing streaming architectures, the compu-
tation pipeline generated by the original fpgaConvNet toolflow
restricts most data access to on-chip memories. When incor-
porating the activation eviction, we keep the hardware of the
computation nodes unchanged and modify their connections as
in Figure 1 which exposes two additional DMA ports. In the
case of the weight fragmentation, the original on-chip memory
block is reduced as in Figure 2 and the shared buffer for the
dynamic regions is connected to one read-only DMA port.

The encode/decode modules are inserted to the DMA ports
if requested. We currently support both Run-Length Encoding
(RLE) and Huffman coding, and they are applied to each
data word independently. The resource overhead and the
performance impact of these two encoding schemes can be
found in Section V-C. If the total required DMA ports are more
than the available DDR banks, time-multiplexing is applied.
To avoid routing congestion and degradation of the achievable
operating frequency, we also expose the maximum number of
DMA ports as a user-defined parameter whose value can be
selected empirically based on the post-placement attempts.

Figure 4 presents a UNet design example with the layer-wise
computation pipeline and the off-chip memory connections
visualized. The input images are fed into the pipeline through
Conv_0, and the segmentation masks are generated from
Conv_52 which is the last layer. As the figure shows, the
weight fragmentation is applied to Conv_22, which reduces
the URAM usage of this convolutional layer from 256 to 192,
saving 18Mb on-chip memory at the cost of 21k LUTs for
decoding and 221Gbps bandwidth. In addition, the activation
eviction is applied between Relu_3 and Concat_47 which
further saves 926 BRAM, equivalent to 16Mb on-chip mem-
ory, at the cost of 2.8Gbps and negligible LUT overhead.

B. DSE and Optimisation

To obtain a design like Figure 4, there are the following
design choices that need to be decided:

o how many subgraphs should we have after partitioning?

e how to allocate the on-chip resources along the compu-
tation pipeline?

o where the activation eviction should be applied?

o where the weight fragmentation is used and how to decide
the fragmentation ratio?

The above four problems can be formulated into an op-
timisation problem, where the objective is to maximize the
system throughput © (Equation 6) and minimize the latency
t (Equation 5), subjecting to the FPGA device constraints of
on-chip resources R and off-chip memory bandwidth BW. As
such,
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where G, S, v represent the graph, subgraph, and the vertex
respectively. For each individual vertex, its design choices are
denoted by the vector D,, which contains:

o binary flags s;, s, indicating if the current vertex is the
input or output of a subgraph,

« the operation parallelism p,

e binary flags a;,a, indicating whether its inputs or out-
puts’ activations are evicted to off-chip,

« weight fragmentation ratio r.

The process of deciding the values of the vector D, is
known as Design Space Exploration (DSE). fpgaConvNet
proposed a greedy algorithm [36] to identify the optimal
operation parallelism p, and in this work, we extend this
algorithm to cover the exploration of the rest design choices
that are related to off-chip memory. Specifically, our DSE
algorithm includes the following pass:

(D resource-minimal initialization: we start the DSE with
the configuration that has minimal resource requirement.
Specifically, we can partition the target DAG into as many
subgraphs as possible, and inside each subgraph, each vertex
is also set as it’s minimal parallelism level. Users can also
constrain the partitioning positions by specifying only the
certain types of operation that can become the subgraph in-
puts/outputs, with the tradeoff between DSE time and quality.

@ compute parallelism allocation: for the computation
pipeline in a subgraph, it’s preferable to increase the paral-
lelism of the slowest operation so that the pipeline initial inter-
val II; (Equation 5) can be reduced. Whenever the parallelism
of the slowest operation cannot be further increased, we will

move on to other operations and allocate the compute resource
there if it helps reduce the pipeline depth dp;.

B on-chip memory allocation: on an AMD Xilinx FPGA
device, BRAMs and LUTRAMSs are typically available to be
the on-chip memory, as well as URAMs on certain devices.
These on-chip memory resources are configured to store the
weights and activations as required. Our algorithm balances
the utilisation ratios among the resource types and also opti-
mises the utilisation efficiency considering that these on-chip
memory resources can only be configured to be specific width
and depth ratios.

@ off-chip bandwidth allocation: this pass decides the
binary flags a;, a, for activation eviction and also the weight
fragmentation ratio 7. For all the vertices in the subgraph, we
sort by the heuristic metric LAd/ABW, in which L denotes
the data word length, while Ad and ABW denote the change
in the on-chip memory depth and off-chip memory bandwidth
respectively. A large quotient indicates a great saving for
the on-chip memory with a relatively small cost in off-chip
bandwidth, so the bandwidth will be allocated for that vertex
in priority.

Q) partition merging: since we already start with splitting
into DAG into as many subgraphs as possible, this pass
focuses on the merging of the subgraphs. When we merge
two subgraphs, the total device reconfiguration time is reduced
since there are fewer subgraphs, however, the merged sub-
graph usually has less parallelism due to the device resource
constraint, or in an extreme case, the merged subgraph might
not fit on the target FPGA device at all. Therefore, this pass
examines the performance estimation before and after any
potential merging and then takes the decision.

The above passes are combined in an iterative manner, as
Algorithm 1 shows. Eventually, the DSE process identifies the



optimal design configuration which is used to generate the
RTL code.

Algorithm 1 Design Space Exploration

> CNN graph, batch size
> on-chip rsc, bandwidth, reconf time
> resource minimal subgraphs

Require: G,b
Require: R, BW t,;
S « initialize(G) (D
for S € G do
while > R(v) < Rand ) BW(v) < BW do
alloc_parallel(S, R) @
alloc_on_chip(S, R) @
alloc_off_chip(S, BW) @

merge_subgraph(S;, S;) VS;,5; € G ©

C. Pipeline Depth Estimation

Given the importance of pipeline depth on the final perfor-
mance of a design for a computation graph G, as indicated
in Equation 11, as well as its impact on memory resources,
we developed a revised approach for estimating pipeline depth
from the one originally presented in fpgaConvNet.

TABLE II: HW related symbols of the model graph G

Symbols  Definitions

rin Standard input rate in of vertex v

alin Size of the input feature map of vertex v
Do Pipeline depth of vertex v

Av Latency estimation for vertex v

N g‘ The first node of the graph G

Equation 8 presented below outlines the computation of the
interval leading up to the point in the graph G where the
current vertex v resides. This calculation is mandatory for
determining the initiation rate r*t(v) of the vertex v.

Intervalyre, (v) = max(A, + po)Va € ancestors(v) (8)

where the ancestors(v) returns all nodes in graph G that have
direct connection to the node v, and the latency estimation
Ay of each graph vertex is derived from the fpgaConvNet’s
performance models for each respective layer type.

The initiation rate calculation is detailed in equation 9.

o rin ancestors(v) =0
IO S ®
Intervalpre, (V) otherwise

To facilitate a deeper understanding of this equation and
enlighten the practical significance of it, Figure 5 is provided.
The presented waveform is an annotated segment of a synthe-
sised design, which depicts different computation regions in
which the rate of a given layer varies based on the region it
resides. Notably, the initiation rate is apparent in the pipeline
depth region, indicating a significantly distinct rate than the
standard rate that applies to the remainder of the layer’s
execution.

Finally, the refined pipeline depth of each vertex v is
calculated as follows:

maz(Pg(Né’;",v))

Pn
Z rst (n)

n=0

Delay(G,v) = (10)

where the function Pg(sre,trg) computes all the valid paths
in the graph G originating from the source node (src) and
terminating at the target node (trg).

In conclusion, the equation below presents a refined model
for the fpgaConvNet’s pipeline depth estimation, as this was
previously described in Equation 5 with the term d,;. The
updated estimation accounts for the distinct rates present in
each layer’s computation. This revised version aligns more
closely with the actual hardware implementation, offering a
more accurate representation and estimation of the model’s
performance estimates.

dpc = Igleaéc(Delay(G, v)) (11)

With the incorporation of this updated pipeline depth es-
timation model, and consequently, the revised latency model
(Equation 5), we have ensured an acceptable deviation level
of approximately 12% on our proposed designs. The extent of
this deviation may vary slightly depending on the structure of
each model.

V. EVALUATION

This section presents the experimental results of our pro-
posed method’s auto-generated accelerators validated in a
range of CNN models (both 2D and 3D) targeting a range
of AMD FPGA devices such as ZCU102, U200, VCU1525,
and VCU118. All the models included in the evaluation are
listed in TABLE III. The selected models have demonstrated
exceptional performance across diverse computer vision tasks
such as image segmentation (UNet [7]), object detection
(YOLOVS8 [8], [37]), 3D Volumetric Segmentation (UNet3D
[38]), as well as action recognition (X3D [9]). Aside from
supporting a range of computer vision applications and incor-
porating both 2D and 3D CNNs, the selected models display
a wide range of workload and network characteristics, with
the unifying feature of integrating long skip connections into
their architectures.

TABLE III: Characteristics of the evaluated CNN models.

MACs  Params
(©) ™) # Layers

# Conv
Layers

Accuracy
(%)

37.10 (f32)
37.10 (fp16)
29.60 (fp8)
35.10 (bfp8)
71.67 (f32)
71.67 (fp16)
60.62 (fp8)
71.75 (bfp8)
85.34 (f32)
85.23 (fp16)
1.15 (fp8)
85.34 (bfp8)
96.40 (f32)
96.40 (fp16)
0.81 (fp8)
96.29 (bfp8)

F Accuracy reported in Dice Score.

Model Dataset Input Dims

Yolov8n  COCO#39] 4.37 3.16 115 63 (3, 640, 640)

UNet CamVid¥(40] 130.12  28.96 53 23 (3, 368, 480)

UNet3D  BraTS2020F41] 918.64  5.65 52 19 (4, 155, 240, 240)

X3D-M  UCF1011[42] 6.97 3.82 396 115 (3, 16, 256, 256)

£ Accuracy reported in mAP50-95. ¥ Accuracy reported in mIOU.

T Accuracy reported in Top-1 Acc.
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Fig. 5: A segment of the design’s waveform illustrates the distinction between the initiation rate 75, which is applicable to the pipeline
depth region of the layers, and the standard input rate r*", evident for the remainder of the layer’s execution.

A. Baseline Setup

In this section, we briefly describe the baseline configu-
ration for the ablation study of the next sections. To meet
the storage requirements, we utilise quantisation to reduce
on-chip resource demands. Weights are quantized depending
on minimum and maximum values within each channel of
each layer, using a channel-wise block floating-point format
with an 8-bit wordlength. Without additional fine-tuning, this
process is applied directly to pre-trained weights. Activations
are likewise quantized with an 8-bit fixed wordlength, based
on a calibration set of data to capture their range. The
quantisation approach has a modest accuracy drop, as shown
in TABLE III, while providing significant improvements in
resource utilisation and model performance. Moreover, we
leverage the device’s URAM, whenever it is supported, to
balance the utilisation ratios between BRAM and URAM,
thereby optimising overall utilisation efficiency as detailed in
Section IV-A.

The reconfiguration of the device and partitioning of the
models provide further enhancements to the baseline config-
uration. As shown in TABLE IV, properly partitioning the
models across the available resources on the FPGA allows
for larger models to be deployed efficiently. This partition-
ing strategy, supplementary to the quantisation and URAM
utilisation techniques, enables the mapping of models that
would otherwise exceed the on-chip memory capacity. From
this point onward, the term “baseline” will refer to the designs
incorporating all the features mentioned in this section, includ-
ing quantisation, URAM utilisation, and model partitioning.

The primary focus of the ablation study is on two models:
Unet, a 2D model, and Unet3D, a 3D model. However, it
is essential to note that the conclusions derived from this
comprehensive analysis are applicable and hold true to the
other models evaluated in the final section.

B. Off-Chip Streaming

In Section III, we provide both activation eviction and
weight fragmentation to overcome the on-chip memory bottle-

TABLE IV: Breakdown and impact of model partitioning with device

reconfiguration on UNet3D designs targeting different batch sizes.

Batch Size 1 4 16 64
Number of partitions 4 5 6 6
Batch Latency (sec) 0.77 2.76 9.54  36.69
Batch Compute Time (sec) 0.53 2.43 9.13  36.28
Batch Reconfig Time (sec) 0.24 0.33 0.41 0.41
Reconfig Contribution on 3116 1195 429 111

Batch Latency (%)

neck. To better understand their individual contribution to the
overall performance, we conduct an ablation study in Figure 6,
and we have the following observations:

The blue bars are the baseline designs, as these described
in SectionV-A, which have no support for activation
eviction and weight fragmentation at all.

When enabling activation eviction only ( bars),
compared with the baseline (blue bars), there is a small
performance improvement for the UNet model of ~ 5%.
In the case of UNet3D with a batch size of 1, there is
a notable improvement in performance, increasing from
1179 to 1245 MACs/sec.

Moreover, in the case of UNet, there are performance
improvements over both the previous cases when using
weight fragmentation only ( bars). The same does
not apply for the UNet3D case where the weight fragmen-
tation only performs the same as the baseline approach.
For both the cases of UNet and UNet3D (for batch size
1) the use of both methodologies (red bars) demonstrate
significant improvement in performance up to 1.3x for
UNet and 1.1x for UNet3D. These results showcase the
potential performance gains when the activation eviction
and weight fragmentation are enabled under different
model workloads and FPGA devices.

We also found the benefits of activation eviction and
weight fragmentation are more obvious under smaller
batch sizes. For a relatively large batch size such as 64,
our DSE algorithm tends to create more subgraphs instead
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Fig. 6: Evaluation of the UNet and UNet3D under four different
steaming strategies: ¢) No off-chip streaming allowed (blue), ¢) Only
activations off-chip streaming allowed (orange), ii) Only weights
off-chip streaming allowed (green), 4v) Both weights and activations
off-chip streaming (red).

of using activation eviction and weight fragmentation
methodologies. This is due to the overhead of sub-
graph reconfiguration decreases relatively, as Equation (6)
shows.

C. Off-Chip Streaming Compression

To efficiently utilise the off-chip memory bandwidth, we
transfer the data in the encoded formats such as Huffman
and run-length encoding (RLE). The performance impact of
those encoding schemes is shown in Figure 7. The resource
overhead, which includes a fixed encoding and decoding cost
in LUTs and FFs per data stream, increases proportionally
with the number of parallel data streams employed.

In order to evaluate the proposed encoding schemes, we
apply the off-chip streaming configuration outlined in the
preceding section, which enables weight fragmentation and
activation eviction. For UNet (Figure 7a), we observe the
RLE scheme is the best choice, providing up to 2.21x
MACs/sec compared with the non-encoding case, and 1.68x
MACs/sec compared with the Huffman case. However, in
the case of UNet3D (Figure 7b), applying these encoding
schemes does not provide any further performance gain, which
is because that the design becomes LUT-bounded instead of
BRAM/bandwidth-bounded. In fact, when using the Huffman
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Fig. 7: Evaluation of the UNet and UNet3D under three compression
strategies for off-chip streaming. The off-chip streaming configuration
is fixed to weights & activations streaming. The different colours de-
note the encoding scheme adopted: No encoding, Huffman encoding,
and run-length encoding (RLE).

encoding for UNet3D, the performance actually drops slightly
due to the resource overhead for encoding and decoding,
making the LUT-bounded situation even worse in this case.
Overall, we found offloading weights and activations to the
off-chip memory is beneficial to performance, but whether to
further apply any encoding scheme may vary case by case.

Another noteworthy aspect is the potential runtime vari-
ability in the compression ratio of activation data, impacting
performance as illustrated in Figure 8. In this experiment,
we incrementally increase the compression ratio so that more
bandwidth is actually required than the predicted one. When
this kind of bandwidth under-estimation happens, if there is
still some leftover bandwidth on the device to accommodate
the difference, there is no performance degradation, so the
line of U200 plateaus when the compression ratio difference
is less than 140%. However, when the leftover bandwidth
is insufficient to cover this difference, undesired stalls occur
during computation, resulting in performance degradation as
depicted by the curves.

D. Comparison with related FPGA works

TABLE V presents a thorough comparison of the accelerator
designs produced by our method with those from previous
studies. The evaluation includes a range of 2D and 3D Con-
volutional Neural Network (CNN) models on several FPGA



TABLE V: Comparison of FPGA accelerator architectures generated by SMOF with prior state-of-the-art works on four major computer
vision tasks (segmentation, detection, 3D segmentation, action recognition).

S. Basalama [43]  S. Liu [12] S. Liu [44] Vitis-Al [13] | SMOF (Ours) || A. Montgomerie [23] | SMOF (Ours) || P. Toupas [34] | SMOF (Ours) || SMOF (Ours)
Model UNetf UNett UNett UNett UNet YOLOVSs YOLOV8n X3D-M X3D-M UNet3D
Model Type 2D 2D 2D 2D 2D 2D 2D 3D 3D 3D
Input Size 256 x 256 512 x 512 256 X 256 128 x 128 256 x 256 640 x 640 640 x 640 16 x 256 x 256 | 16 x 256 x 256 || 155 x 240 x 240
MACs 12 59 274 5.6 130 30.5 4.4 6.97 6.97 918.6
Precision Float32 W16A16 WSAS WI6A16 WSAS W8A16 WSAS W16A16 WSAS W8AS
Device VCU1525 ZC7045 Arria 10 ZCU102 VCUI525 U200  ZCU102 VCU118 VCU118 ZCU102 ZCU102 U200
ReconfigurationsT - - - - - - 6 - 5 - 9 5
LUT 567K 85K 170K (ALM) 52K 993K 1040K 213K 1023K 543K - 235K 289K
DSP 3078 640 1665 710 6019 6062 1461 6815 5061 2116 932 5677
BRAM (18K) 1598 545 21894 (M20K) 510 3715 3654 1368 1322 1813 948 857 2980
URAM 422 - - - 864 864 - 713 431 - - 528
Freq. (MHz) 234 200 200 281 200 250 200 240 250 160 200 250
Througput (fps)* 17.18 17.12 57.47 156.7 16.96 21.21 1.28% 8.33 184.27% 13.44% 27.08% 1.75%
GOP/s 207 107 1578 832 2206 2758 166 1244 808 86 171 1595
GOP/s/DSP 0.06 0.16 0.94 0.22 0.36 0.45 0.11 0.18 0.16 0.03 0.18 0.28

 Optimised UNet architectures tailored to the HW design (variations in MACs)
F Designs with ‘- indicate no extra reconfiguration of the device after the initial bitstream in loaded
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Fig. 8: Impact of runtime variability in the compression ratio of
activation data on the design’s performance due to memory bandwidth
limitations.

platforms. Our solution has a significant advantage due to
its adaptability. Our designs exhibit the ability to produce a
broad spectrum of accelerators tailored to the characteristics
of each one of the four major computer vision applications
that we target: action recognition, detection, 3D segmentation,
and segmentation. This adaptability extends across both 2D
and 3D spatial domains, showcasing the adaptability of our
approach in addressing a wide spectrum of applications.

In regards to image segmentation using the UNet, prior stud-
ies improved and optimised the model architecture, resulting in
a reduction of the overall number of operations of the original
model. Variations in input size also affect the total MAC count.
For this reason, we provide three metrics: fps, GOP/s, and
GOP/s/DSP, to account for variations in MACs as well as
device diversity.

In comparison to [43], our UNet solution on VCUI1525
demonstrates similar fps performance. However, our design
showcases a notable 10.65x improvement when normalised
over the total operations of the model using the GOP/s metric.
Due to the ZCU102’s limited resources and the large workload
of our UNet model (130 MACs versus 5.6 in [13], a 23.3X
increase in model workload), our design becomes compute
bounded on this device, resulting in no performance improve-
ment over [13]. However, targeting a larger device with more
resources, such as the U200, our design demonstrates a 2x im-

¥ For 3D CNNs the throughput is defined as clips/s instead

+ Results on designs with multiple partitions reported with favourable batch size

provement in GOP/s/DSP over [13]. This metric, as explained
earlier, is device-agnostic as it normalises over the DSPs.
We likewise achieve a 2.8x improvement over [12] under
the same metric and device. Despite achieving 1.7x greater
GOP/s performance than [44], our solution achieves half the
GOP/s/DSP, which is likely owing to DSP implementation
variations between Intel and AMD devices.

In object recognition task with YOLOvVS8, our proposed
method achieves a 23 x fps improvement over [23]. However,
it exhibits a slightly lower GOP/s/DSP performance of 0.16
compared to the 0.18 reported in [23]. Transitioning to 3D
CNNs and the task of action recognition, we accomplish a
1.98 x improvement in GOP/s under the same setup as in [30].
No prior work has been identified for the 3D segmentation task
using UNet3D. Our proposed design achieved a performance
of 1595 GOP/s targeting the U200 FPGA device.

VI. CONCLUSION

This paper addresses the challenges in scaling CNNs with
complex connections and substantial parameters when mapped
onto FPGAs. While streaming-based dataflow architectures
have demonstrated a great potential, the conventional ap-
proach involves restricting the majority of data movements
within the FPGA chip. This restriction frequently becomes
a limitation in generating architectures of this nature. To
resolve the on-chip memory bottleneck, we present a novel
memory optimisation methodology that strategically allocates
and utilises both on-chip and off-chip memory within a
layerwise pipelined, streaming architecture. Our methodology
is capable of partially offloading weights and activations to
off-chip memory without penalising the computation pipeline.
Additionally, our subgraph partitioning methodology provides
a flexible trade-off between latency and throughput, leveraging
the reconfigurability of FPGAs. We demonstrate competitive
and even state-of-the-art performance, especially on networks
with complex, hierarchical skip connections.
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