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In many applications, one is interested in classifying trajectories of Hamiltonian systems as invariant tori,
islands, or chaos. The convergence rate of ergodic Birkhoff averages can be used to categorize these regions,
but many iterations of the return map are needed to implement this directly. Recently, it has been shown
that a weighted Birkhoff average can be used to accelerate the convergence, resulting in a useful method for

categorizing trajectories.

In this paper, we show how a modified version the reduced rank extrapolation method (named Birkhoff
RRE) can also be used to find optimal weights for the weighted average with a single linear least-squares

solve.

Using these, we classify trajectories with fewer iterations of the map than the standard weighted

Birkhoff average. Furthermore, for the islands and invariant circles, a subsequent eigenvalue problem gives
the number of islands and the rotation number. Using these numbers, we find Fourier parameterizations of
invariant circles and islands. We show examples of Birkhoff RRE on the standard map and on magnetic field

line dynamics.

I. INTRODUCTION

Invariant tori are ubiquitous structures in symplec-
tic maps and Hamiltonian dynamics. Examples of in-
variant tori include periodic orbits of the pendulum,
invariant circles in the standard map, halo orbits in
astrodynamics!, and nested flux surfaces in magnetic
confinement devices?. Such orbits are known to be stable
to perturbation due to the KAM theorem?. However, nu-
merically identifying orbits from trajectories is often chal-
lenging, due to both the difficulties of high-dimensional
geometry and the problems of small denominators.

One standard numerical method to find invariant tori
is the parameterization method®. This method is based
on the conjugacy relation defining invariant tori, and can
be accelerated using the fast Fourier transform. This
allows for highly accurate computations of invariant tori,
which can be proven to exist by a numerical variant of the
KAM theorem®. However, one of the main drawbacks of
the parameterization method is that it needs an initial
guess. In the case of 1D and 1.5D Hamiltonian systems,
a manual initial guess can found relatively easily with
a Poincaré plot of a trajectory. Once one solution is
found, continuation! can be used to find more solutions.
However, in the cases of higher dimensional systems or
islands, initial guesses are significantly harder to find.
The initial guess issue is faced by other methods relying
on iterations on torus parameterizations, such as the flux
minimizing surfaces®".

Additionally, initial guesses of the rotation number are
also difficult. Simple methods for finding the rotation
are available for invariant circles where there is a natural
point to wind about. In such cases, one can find the rota-
tion number via classical limits® or more accurately using
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the weighted Birkhoff average? ! or Richardson-like ex-
trapolation algorithms2*13, Once the rotation number is
found, then it is straightforward to find a parameteriza-
tion of the orbit!¥. Without good guesses at the wind-
ing structure, the typical solution is to look for peaks
in the Fourier spectrum of the signal or to use another
frequency-based method*?. Unfortunately, these peaks
are only as accurate as the discretization resolution of the
spectrum. This issue is again made more complicated in
higher dimensions, where winding is a less well-defined
concept.

An additional issue that we will discuss is that of or-
bit classification. Before an invariant torus can be fit
to a trajectory, we must first be confident that trajec-
tory is, in fact, a torus. Classical methods for this typ-
ically rely on the Lyapunov exponent, but this can be
quite slow to converge. More recently, the rapid conver-
gence of the weighted Birkhoff average? 1HOs (WBA)
has been shown to be capable distinguishing chaotic from
non-chaotic trajectories.

Symplectic maps are often computed by evolving
Hamiltonian dynamics by numerical integration, and this
can present its own problems. One problem is noise:
reliable methods must be robust to potentially non-
symplectic errors in the symplectic map. This is par-
ticularly relevant when symplectic integrators are not
available for a given application. We note that for the
parameterization method, this is alleviated by an overde-
termined formulation of the method!?. A second issue is
the cost of evaluating the map. Both the parameteriza-
tion method using the Fast Fourier Transform and WBA
can be performed in nearly linear time in the number
of samples, so the dominant cost is typically dominated
by evolving Hamiltonian trajectories. When classifying
many trajectories, any reduction in the number of evalu-
ations is very useful. Structured symplectic interpolants
such as the HenonNet?Y, SympNet2l, or a Gaussian Pro-
cess approach?? can alleviate both issues of numerical
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integration. However, symplectic interpolants are neces-
sarily nonlinear, and may require more data than simply
finding the invariant circle. Linear interpolants can sim-
ilarly be used, but require high accuracy, and the evalu-
ation time of constructing the interpolant may still rep-
resent the dominant cost of any algorithm.

In this paper, we classify and parameterize invariant
tori from single trajectories efficiently in the number of
map evaluations. For the classification step, we will rely
on a variant of the reduced rank extrapolation method?3,
which we will refer to as Birkhoff RRE. Birkhoff RRE
works by attempting to find a filter (or linear model) for
measurements on a trajectory using only the time-series
information. Because Birkhoff RRE only depends on a
single trajectory, it does not require any initial guesses
or continuation of invariant tori. Additionally, Birkhoff
RRE is written as a linear least-squares problem, mean-
ing its implementation is straightforward and there is a
residual indicating the fit of the linear model. We prove
that when the trajectory is on an invariant torus, the
residual of Birkhoff RRE approaches zero as rapidly as
the weighted Birkhoff average, allowing for the same clas-
sification ability. Additionally, we show experimentally
that RRE converges significantly faster than WBA on
a set of trajectories of the standard map, with a large
majority of trajectories being classified to highly accu-
rate residuals below 107! in fewer than 1000 iterations
of the map.

For the parameterization step, we show experimentally
that the frequencies filtered by the Birkhoff RRE filter
are multiples of the rotation number. Using those fre-
quencies, we numerically identify both the number of is-
lands and rotation numbers for trajectories in 2D. Once
this information is known, we project the signal back
onto the corresponding Fourier modes, giving a parame-
terization of the invariant circle or island. This process
is similar to the filter diagonalization method??.

We introduce necessary background in Sec. includ-
ing a review of the weighted Birkhoff average. In Sec.[[TI]
we build upon WBA to introduce the Birkhoff RRE algo-
rithm, stating the relevant convergence theorems. Then,
in Sec. [[V] we show two examples of the method. In the
first example, we examine the convergence of Birkhoff
RRE on the standard map, confirming the predicted rates
from Sec. [[TI} Then, in the second example, we show how
the method can be applied to an example on a symplectic
map obtained from a toroidal plasma confinement device
known as a stellarator, showing how the method can be
used in a real-world situation. Finally, we conclude in

Sec. W1

1. BACKGROUND

Let F : X — X be a map for a discrete-time dynamical
system, where X is a C™ manifold. A d-dimensional
invariant torus of F is a function z : T¢ — X that

satisfies the conjugacy
Foz—zoR,=0,

where R, : T? — T¢ is the rotation map R, (0) = 0 + w
with w € T?. The invariant torus has an associated in-
variant measure p on its image Xy C X. We assume that
the invariant tori are smooth, i.e. z € C™ for some pos-
itive integer M or z € C*°. We refer to d = 1 invariant
tori as tnvariant circles.

We require the rotation vector w satisfy the (¢, v) Dio-
phantine condition

\w~n—m|2ﬁ for all n € ZN\{0}, m € Z.
For d = 1, the Diophantine condition tells us the w € R is
“sufficiently irrational.” In higher dimensions, the condi-
tion gives a measure of irrational independence, requiring
that the rotation numbers also be far from being ratio-
nal multiples of the others. We note that the Diophantine
condition is satisfied by almost all rotation numbers un-
der the Lebesgue measure®. So, almost all invariant tori
are Diophantine for nested regions with shear.

We define an island to be a set of p > 1 tori 2(0) :
T - X with 1 < j < p such that for some w the
following conjugacy is satisfied:

Fo Z(‘j) — {zi‘i;rl)’ 1 S J < D, (1)
zVoR,, j=p

A direct result of the above definition is that each z(/)
is an invariant torus of the map FP (and hence a p = 1
island is equivalent to an invariant torus). Another spe-
cial case of an island is a periodic orbit, where each z()
is a constant function. If a trajectory is on an invariant
torus or island, we call it integrable.

We note that the definitions of invariant tori and is-
lands above do not require any special properties of the
map. However, they are both commonly found in the
case of symplectic maps, which preserve some symplectic
2-form under the pushforward of the map. In the case
of symplectic maps, we refer to everything that is not
integrable as chaotic. We note that this is a heuristic
definition of chaos, as the theorems herein only guaran-
tee convergence rates of certain methods for integrable
trajectories. The converse (i.e. chaotic trajectories con-
verge slowly for some definition of chaos) is still an open
problem.

In Fig. [, we plot the phase portrait of the Chirikov
standard map F': (z¢,4:) = (Te41,ye41) on X = T x R
where

Ti41 =Tt + Y41 mod 1,
k
Yt+1 = Yt — 287;: sin(2mz), (2)

and kg = 0.7. The map has invariant circles (e.g. nested
about (0,0) and the blue-to-green gradient of trajecto-
ries in the center), islands (e.g. the p = 2 island chain
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FIG. 1. Phase portrait of the standard map . Parameterizations of the invariant circles and islands are obtained via the
methodology in Sec. using Algorithmwith e=0,vy=3,0 = 10_10, Kinit = 50, Kmax = 600, and AK = 50. Invariant
circles and islands are colored according to their rotation numbers, while trajectories classified as chaotic are plotted in black.

centered at (0.0,0.5) and (0.5,0.5)), and chaos in black
(e.g. about (0.5,0)). The invariant circles and islands are
both colored by the rotation number w, found using the
methods in Sec. [Tl We note that w has a unique repre-
sentation in [0.0,0.5] due both to the fact that w € T and
the freedom to take § — —6 in the parameterization.

To categorize orbits, we consider the problem of finding
ergodic averages. Let h : X — R” be an observable
function on our state space. The Birkhoff average of h
is defined as the limit of finite time averages:

Blhl(@) = lim By [h(e)

where

—_

e (h o F*)(x).
k=0

For an intial point x, we let X be the ergodic component

Xo={z' € X |Vf e C*X),
Jim Br[f](x) — Br[f](«') = 0}

where C®(X) is the set of continuous bounded functions
on X. We note that the ergodic component X is iden-
tical to our previous definition for circles with irrational
rotation numbers w. Then, for almost all x, the Birkhoff
average converges to an average over a unique invariant
measure y on Xo>

Blh(z) =

Additionally, when h € CM for M > v+d, one can show
that the partial averages have an error )B [h] — Bz [ﬁ]‘ =

O(K~1) on invariant circles and islands. In contrast,
chaotic trajectories are conjectured to have a convergence
rate of O(K~/2}10 the same convergence as expected
from a central limit theorem.

If we compose the observable with an invariant circle,
we can define the observable using coordinates on the
torus. That is, if we let h = h o z, we define the finite-
time Birkhoff average of the function h at a point 8 € T¢
as

Assuming h is continuous and w is irrational and ratio-
nally independent (i.e. R, is ergodic on T¢), the limit of
these averages is independent of the initial point 8. The
average is equal to a spatial average

K—oo

Blh] = lim Bglh] = /T _h(0)ae, (3)

where we note that the Lebesgue measure is the unique
invariant measure under R,. In this way, we connect
averages of time series to averages over invariant tori.

One application of Birkhoff averages is to find Fourier
coefficients of h. Consider that

h(0) = > hpe®™™?.

nezd



Then, the coefficients h,, are determined by

hyp = / h(f)e~2mn9 49 (4)
Td

— B [h(*)ef%rin-*}
1 K-1
= lim — Y h(kw)e’ e,

K—oo =0

where we use ‘x’ for the argument to be averaged over.
A special case is n = 0, where the constant Fourier term
aligns with the unweighted Birkhoff average hg = B[h].
If h is the identity and X is a Euclidean space, the co-
efficients h,, = z,, provide a Fourier parameterization of
an invariant torus

2(0) — Z zn627r1',n~6 — Z B [Z(*)B_Zﬂ'in'w*] e27rin9.

nez neZ

To apply the above process for finding coefficients, one
must first obtain the rotation vector. For invariant cir-
cles, another application of the ergodic average is to ob-
tain the rotation number w. For instance, if one has
access to a symplectic map F' : T xR — T x R of the
form

mod 1, Y1 = Fy(xe,ue), (5)

Ti41 = Tt + Y41
the average of y is the rotation number of irreducible cir-
cles (i.e., those that wind around the torus). Addition-
ally, if one has access to a point xq inside of an invariant
circle z C R?, one can often find the rotation number by
averaging the winding about that point.

However, the winding process to find rotation numbers
has some potential difficulties. The most immediate diffi-
culty is with orbits that have complicated shapes (such as
crescent- or banana-like orbits), where the average posi-
tion lies outside of the circle. Even when a point is known
to be within the circle, it must be star-shaped for wind-
ing to be successful. A more difficult situation is when
z is not injective, as can occur when considering delay
embeddings.

With some modifications, we can modify the above
ideas to analyze islands. Using the fact that islands con-
sist of p periodic circles, one can similarly define Fourier
series for the observable on each island hU) = h o z(),
Then, we see that the subsequences associated with each
island in the chain can be written as

@i = 3 B ©)
nezd

()

n

For each n, the coefficients h,;’ can be written as a finite

discrete Fourier series

p—1
h"(r{) _ Z hmne27rimj/p.
m=0

4

Combining this with @, we find that the full sequence
can be written as

p—1
a; = Z Z hmne2ﬂit(n~w+m)/p (7)

neZd m=0

So, signals associated with islands have two frequency
components: the rational frequencies m/p associated
with jumping between islands and the irrational frequen-
cies n - w/p associated with the rotation number. A con-
sequence is that for the map , averaging y; will typi-
cally return a rational number m/p associated with the
number of islands, rather than w. To find w for islands,
a two-step process would then be needed, where first the
denominator of the average of y; is to identify islands (as
performed in Sander and Meiss'"), and then use a second
average of F'P is used to determine rotation. In the case
of higher-dimensional tori and islands, there are multiple
irrational frequencies, making it increasingly difficult to
solve for frequencies using winding.

Another difficulty is that the O(K ~!) convergence rate
of the Birkhoff averages on circles and islands is too slow
for most applications. For smooth enough maps and in-
variant circles, this can be improved via the weighted
Birkhoff average

K—

WBg[h)(z) = ) wy g(ho F")(z), (®)
k=0

—

where the coefficients wy, g are sampled from a positive
function w € C*° compactly supported on [0,1] as

_ —1

= <j+1> <k+1)
S w (L w( <L)
= \K+1 K+1

To state the convergence rate theorem of the weighted
Birkhoff average, we first summarize our assumptions:

Wi g =

Hypotheses I1.1. We assume that the three hypotheses
hold:

H1. (Smooth bump function) Let w € C*°(R) have
compact support on [0,1] and w(x) > 0 for all
x € (0,1).

H2. (Diophantine) Let w be a rotation vector satisfying
a (¢,v) Diophantine condition.

H3. (Smooth system) Let F : X — X be a map where
X is a CM manifold and F € CM. Additionally,
let Xo C X be a set where F is conjugate to island
dynamics with z9) € CM (see ), rotation vector
w, invariant measure (i and period p > 1. Finally,
let h : X — RP be an observable in CM.

Additionally, we note that the simpler case of an in-
variant torus can be considered by setting p = 1 in the
above setting. The following theorem gives the conver-
gence rate of the weighted Birkhoff average:



Theorem I1.2 (Das and Yorke? Thm 3.1). Let m > 1
be an integer. Under Hypotheses[II_1, there is a constant
Cyn depending on w, h, m, M, v, and p but independent
of x € X¢ such that

]wrsg[ﬁ](w) -/ ﬁdu’ <R,
Xo

provided the ‘smoothness’ M satisfies
M > d+ mu.

We have modified Thm. [[I.2] for this work by assum-
ing w € C* and extending the theorem to the case of
islands. The proof that the theorem works for islands is a
simple extension of the invariant torus case, whereby the
frequencies in are used instead of those in the original
proof. A less smooth function w could be considered, but
we have not found this to be useful in practice.

When M = oo for Thm. [[T.2] one can obtain constants
C,, for any m € N. That is, the weighted Birkhoff aver-
age converges as O(K ~™) for all m. This is useful if one
wants to quickly compute Birkhoff averages. In contrast,
this result does not hold for chaotic trajectories, so the
convergence rate of the weighted Birkhoff average can be
used to classify trajectoriesi!.

One way of understanding the weighted Birkhoff aver-
age is as a filter on the sequence a; = h(F*(x)). When
x is on an invariant torus, the sequence of observables
has the form

ar =h(wt) =Y hpl,, IAp=€""Y (9

neZ

So, the sequence a; is built out of equispaced samples
of the trigonometric functions § +— 2™« When we
apply the weights wy, ¢ to the sequence and flip the order
of summation, we find that

WBgh] =Y hng(hn),

neEZ k=0

In this way, the weights act as a filter, where w;, ; will
preferentially remove frequencies from the signal where
the polynomial ¢ is small. An effective filter will return
the mean hg, i.e. ¢(1) = 1. The rest of the frequencies
contribute to the error, so ideally |g(A,)| < 1 for n # 0.
This is particularly important for the small |n| modes
that dominate the signal.

In Fig. [2 we see an example of this for an example
observable h(f) = €32 We sample this signal at
equispaced points h(wt) where w = (v/5 — 1)/2 is the
golden ratio. The top plot shows this signal and the
samples. The middle plot shows a windowed discrete
Fourier transform of the length 10000 signal. The peaks
of the power of the signal appear regularly at multiples of
the frequency w, as is expected from the Fourier form of
@D. Note that while the peaks occur at the locations
nw, these peaks are not ordered as nw wraps around

the torus. This is a consequence of the sampling being
below the Nyquist sampling rate, a fact we do not have
any practical control over. In the bottom plot, we plot
|q(e*™?)| for three potential filters with K = 11:

e The “all-ones” filter wy, z = 1/K, used for the reg-
ular Birkhoff average.

e The weighted Birkhoff filter w;, z sampled from the
window function

w = =)t

e A “tuned” filter that perfectly eliminates the first
| K/2| frequencies, found from the coefficients of
the polynomial

K/2 . )
B I_HJ (Z _ eszwk)(Z _ 672mwk)
Gtuned = (1 . eQﬂ'i“’k)(l _ e—27riwk:) .
k=1

In each case, we can judge the absolute error of the filter’s
average by comparing it to the exact average (found via a
weighted Birkhoff average with K = 10* to be 1.266066).
From Fig. [2| (bottom), we see the all-ones filter polyno-
mial has relatively large value at the peaks of the spec-
trum, resulting in the worst error of 7.11 x 1072, The
weighted Birkhoff filter is much smaller at the spectral
peaks with the most mass, resulting in a more accurate
average with error 7.38 x 1073, The tuned filter does
the best by two orders of magnitude, with an error of
2.72 x 1075,

We note that while the tuned filter is small at the fre-
quencies that dominate the signal, it is large in between.
So, while the tuned filter worked well for this example,
it would not work well if applied to a signal with a dif-
ferent value of w, as the polynomial roots are specifically
related to multiples of the rotation number.

Il. THE BIRKHOFF REDUCED RESIDUAL
EXTRAPOLATION METHOD (BIRKHOFF RRE)

At the end of the previous section, we observed an
important property: a filter that is tuned to specific fre-
quencies in a signal can be significantly more effective
than an arbitrary bump function. In this section, we will
introduce a method to learn such a filter from a trajec-
tory.

In Sec. [[ITA] we introduce a continuous problem for
finding such an optimal filter on an ergodic component.
Then, we discretize this problem with a Birkhoff aver-
age in Sec. [[IIB] which results in a variation of the re-
duced rank extrapolation (RRE) method??. Finally, in
Sec. [[ITC] we explain how we process the obtained filter
to find the rotation number of invariant circles.
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FIG. 2. (top) A test signal h(f) = e°°*?™? sampled at the points wt where w = (v/5 — 1)/2. (middle) A discrete Fourier
transform of the signal, showing peaks near the expected frequencies. (bottom) Three candidate K = 11 filters: the all-ones
filter, a weighted Birkhoff filter, and an tuned filter to the first five roots of the frequency. We see that the all-ones filter is
largest where there is a large amount of power if the signal, the weighted filter is small far from the zero frequency, and the
tuned filter is zero exactly at the relevant frequencies. The absolute errors of the Birkhoff average for each filter are: (all-ones)

7.11 x 1072, (weighted Birkhoff) 7.38 x 1072, and (tuned) 2.72 x 107°.

A. The Least-Squares Problem

We begin by defining a function for the action of a
filter

K-1

Frlhl(@o) = Y er(ho F¥) (),
k=0

and we call the associated filter polynomial gz . Note that
this is equivalent to a regular Birkhoff average if ¢, =
1/K and a weighted Birkhoff average if ¢, = wy, g. Our
goal is to find coefficients ¢y, so that || Fz [h](*) — hol| 2 is
small, where we are taking a norm over an ergodic region
Xo € X of the form

1£12. = /X F(@)[? du.

However, there is a problem: we do not know hq a pri-
ori, so we cannot directly minimize ||Fg[h](x) — hol| -

So, we instead consider filtering the function
9(xo) = (il o F)(xo) — ﬁ($0)~

This is a convenient choice because g has zero mean and
it is easy to calculate from a trajectory of h. Given g, the
new goal is to minimize ||Fg(-)| 2, under the constraint
that Y, ¢t = 1. The constraint ensures the associated
polynomial satisfies ¢z (1) = 1, a necessary condition to
return the average. Additionally, on an invariant circle
or island, g has the same type of Fourier series represen-
tation as h. So, if a filter learns the rotation vector of g,
it will also be the rotation vector associated with h.

To discretize the norm, we use a weighted Birkhoff

average :
| P&l ~ WBr ||[(Fxg o F)&)[*] (@o).  (10)

Assuming the conditions of Thm. are met, we can



bound the error of the above approximation by
- - 2 —m
15132y~ WBr [|(Fd o B ()] (60)| < T

for some C > 0 and integer m.

In summary, the sum on the right hand side of can
be seen as measure of how good a given filter ¢ is on an
invariant set. Additionally, one can obtain this approx-
imation using only a single trajectory of the dynamical
system, rather than having a-priori information. If we
had used an unweighted Birkhoff average with no more
assumptions, this returns the standard RRE algorithm.
However, the weighted Birkhoff average acts as a conve-
nient weighting for RRE by connecting it efficiently to a
continuous problem.

B. Least Squares Solution

Now that we have an energy to minimize, we discuss
the numerical details. We begin by observing a structure
of invariant circle and island signals: they come from pure
Fourier series. That is, there are no growing or decaying
modes, so the frequencies that we hope to learn via the
filter all correspond to filter polynomial roots on the unit
circle. Such roots do not change under time reversal (i.e.
the conjugate pair obeys (An, An) = (An, An) ast — —t).
This property corresponds to a linear constraint on the
filter that

Cx+k —Ck—k =0, (11)

where 0 < k < K. Filters satisfying are known as
palindromic. We note that the converse is not true: time
reversal symmetry does not imply roots on the unit circle.
However, while not strictly necessary, we have found that
this constraint dramatically improves the quality of the
results. Throughout the rest of this paper, we will use K
to refer to a filter of length 2K + 1, whereas we used K
and T to represent filters of length K and T respectively.
We will find that K is the number of unknowns of the
final least-squares problem.

For the algorithm in this section, we assume that the
user has access to an initial point &g € X, a symplectic
map F', and an observable function h. The algorithm
begins by sampling a trajectory of length T'+ 2K + 1
starting at @y by repeated application of F'. For many
test maps, such as the standard map, this step is very
quick. However, in applications where evaluating F' in-
volves simulating a dynamical system up to a Poincaré
section, this step could potentially dominate the cost of
the algorithm.

From here, we compute the difference sequence u; =
a;11—ay for 0 <t < T. This step amounts to computing
the difference function g o F'* from the previous section.
Using this notation, the weighted Birkhoff average in
can be expressed as the product

WBy U(]-}(g o Ft)(*)ﬂ (z0) = LUTWrUe,

where U € RTPx(2E+1) ig the block-Hankel matrix

Up uy ... U2 K
u, Ug ... U2K+1
U= . .o : ;
ur—1 ur ... UT-142K

and Wp € RTPXTD s a diagonal matrix with the
weighted Birkhoff weights

wo,rIp
WT = T s

wr_1,71p

where Ip is the identity matrix in RP*?. We note that
the matrix-vector product Uc can be interpreted as the
filter being applied to sliding windows of u., i.e. (Uc); =
Ficlg o F'](wo).

For the full least squares problem, we require two more
components. First, a filter must return the correct mean,
which corresponds to the constraint that ¢-1 = g (1) =
1. Second, we allow for a small amount of regularization
to remove the possibility of low rank systems that arise
from periodic orbits and very smooth circles. For the
regularization, we choose weights so that the solution of
the regularized problem is a weighted Birkhoff average.
This is performed via the inverse of another weighted
Birkhoff matrix Wy € REE+D*E+1) with entries

Wk 2K+1 + WKk 2K+1
5 )

WKkl = Wi,k =

Note that Wi has been symmetrized to respect the palin-
dromic symmetry, and can equivalently be thought of
as sampling the symmetric bump function w(1/2 — x) +
w(l/2 + x).

In total, we define the following least-squares problem
for finding c:

2

. wrU

2 __ T

R = ceRER+1 (61/2WK1/2 o (12)
st.1-e=1, cxqp—cx—r=0for 1 <k <K,

where € > 0 is a regularization parameter. The above
problem can be recognized as a weighted and time-
reversal constrained version of RRE.

We enforce the palindromic constraint by projecting

by a matrix P € RE+1x2K+1 where ¢ = Pc with
CK, k= 07
(Pc)k = {CK-HcJFCK—k (13)
ST, 1<K<K.
Substituting the matrix into , we find
R*= min éAé+ee"Wile, (14)
CERK+1
s.t. P1-¢=1,



where
A=PUTwWrUPT, Wy = PWgPT.
The effect of multiplying U by P7 is to “fold U in half”
and to sum the matching columns.
Computationally, we can fully handle the constraints
by including 1 - ¢ = 1 in the projection. We do this by
changing variables to a vector £ € RX (see Sidi?%, pp 41)

ck = P& + ek,
where ey is the Kth unit vector and
1 -1 —-11
P =
: 1 -1 -1 1
1 -2 1

Clearly, we have P:1 = 0 and that (P)rrxie =
(Pe)k,k—1, S0 every constraint is satisfied. We can sub-
stitute this into our least-squares problem, giving

wiu Wi Ue
( 1/2T —1/2 P&ﬁ"’ 1/2T 71/20
e/ Wi e/ Wy "eq
15)

We solve this system via a direct QR-based least squares
solve, as this is reliably accurate and typically fast enough
for the system sizes considered.

We note that the system could alternatively be solved
via an iterative least-squares solver such as LSQRZY.
The matrices P, W%/Q, and WI;I/Q can all be applied
in O(T) time. Additionally, the matrix U can be ap-
plied O(T log T') time via fast Hankel multiplications us-
ing the fast Fourier transform. So, an iterative algorithm
would have a worst-case run time O(TK logT) opera-
tions, rather than the O(TK?) time to perform the QR-
based algorithm. Additionally, in the case that K is cho-
sen much larger than necessary, the iterative algorithm
converges in many fewer steps. However, we have not yet
found an appropriate preconditioner for this method: a
necessary step for convergences to high tolerances.

In total, an algorithm for finding a filter is given below:

2

R? = min
£ERK

Algorithm 1 Reduced Rank Extrapolation
Input: Initial point @, symplectic map F', least squares di-
mensions 7' and K, regularization e
1: Sample trajectory a: via repeated evaluations of F'
2: Compute u; and weights for W and Wk
3: Solve for £ via direct QR or iterative LSQR solver
4: Compute ¢ = P:£ and R from
Output: Best filter ¢ and residual R

The above algorithm directly inherits convergence
rates of the weighted Birkhoff average.

Theorem IIL.1. Under Hypotheses[II.1, the residual of
(12) converges independent of how T depends on K as

e < R? < e+ Cp(2K)72, (16)
where m and C,, are identical to Thm. [IT.2

Proof. Consider the solution c¢; = Wy, k. By construc-
tion, the filter obeys the constraints. Using Thm.
|(Ue)¢| < Cr(2K +1)~™. So,

T-1
U"WrUe =Y wir(Uc)f < Cr(2K) ™.
t=0

Similarly, the regularization term evaluates exactly as
cTngc = e. Combining these computations, we have
the upper bound.

For the lower bound, we consider min,. ¢’ Wy'e < R.
Enforcing the 1 - ¢ = 1 constraint with a Lagrange mul-
tiplier A and the palindromic constraint explicitly, the
minimizer is found to solve the linear system

Wy ok +A=0, Y cp=1.
k

This is solved via ¢, = wy,x and A = —2, the same
solution as considered for the upper bound. Substituting
¢, back into the least-squares problem gives the lower
bound. 0

From , we see that the extrapolation method con-
verges at least as fast as the weighted Birkhoff average,
particularly when ¢ = 0. This means that we can also use
the convergence of RRE to distinguish between chaotic
and non-chaotic trajectories.

In the case that d = 1 and ¢ = 0, the convergence
rate can be improved using a continued fraction argument
instead of relying on the weighted Birkhoff average:

Theorem IIL.2. Let 0 < np < 1, w: [0,1] - R be a
nonzero positive bounded function, and assume Hypothe-
sis|IL.1| (H3) with d = 1 so that h € C™. Then, for al-
most allw € T, there exists an L such that for 2K+1 > L
such that for some C' >0

R? < C(2K + 1)2n(=M+1),

Furthermore, if h € C¥ is a real analytic function on the
torus, then for some 0 < r < 1 independent of n and
C > 0, the error obeys the inequality

R? < CrlKH,
Proof. See Appendix [C} O

Remark II1.3. We note that the proof of this theorem
does not rely on any assumptions on w. That is, so long
as Wy are positive diagonal matrices with Tr(Wrp) = 1,
the bound above will hold. Additionally, the nearly expo-
nential rate obtained for analytic functions is faster than
any known guarantee for the weighted Birkhoff average.
This is due to the lack of reliance on bump functions,
which can be C* but cannot be analytic.

Because neither of the above theorems depend on T,
there are not any strong lower bounds on the residual.
Practically, it is required that T'd be greater than or equal



to K for a full rank linear system. This is an impor-
tant requirement to ensure that chaotic trajectories do
not converge. However, to our knowledge, there is cur-
rently no theorem here or in the weighted Birkhoff aver-
age literature proving that chaotic trajectories cannot be
accelerated, despite strong numerical evidence. We will
similarly give no proofs for the extrapolation method in
chaos.

In order to classify trajectories efficiently, we also con-
sider an adaptive algorithm. For this, we first define the
scale-free residual R¢g as

VRZ —¢ = i
—5 G*=> wyr ue|? = WBJ|g|*] (o).
t=0

(17)
Because G converges to a nonzero number with 7' (as-
suming x( is not a fixed point), Rg converges at the
same rate as R. For the adaptive algorithm, we increase
K from an initial value K i, to a maximum value K.y
by an increment of AK. We assume that T scales with
K as T = [yK/D] for some constant v > 1. At each
increment, we check whether Rg < §, and finish the al-
gorithm when this conditions is met. The fact that R¢ is
scale-free allows for the algorithm to be applied to mul-
tiple orbits for the same map with an accuracy to match
the largest scale of the system. In total, the adaptive
algorithm is below:

Re =

Algorithm 2 Adaptive Reduced Rank Extrapolation
Input: Initial point xo, symplectic map F', regularization e,
T proportionality constant 7, convergence cutoff §, initial
K value Kinit, maximum K value Kmax, K increment AK
1: K+ Kinit, T + ’—’YK/D-l
2: while K < Kp.x and Rg > 6 do
3: Get ¢, R via Algorithm [I] reusing trajectory informa-
tion
4: Get Rg via
5: K+ K+ AK, T + [vK/D]
6: end while
Output: Best filter ¢ and residual R

With the use of QR factorization updates, the adaptive
algorithm maintains an O(T'K?) runtime. However, even
without updates, choosing large enough steps AK mostly
avoids the cost of adaptivity even without updates for
reasonably small systems.

C. Processing the Learned Filter

Once we have found a filter ¢ for the sequence of ob-
servations for a trajectory, we must post-process the re-
sults. There are two steps to this process. The first is
straightforward: we distinguish chaotic trajectories from
non-chaotic trajectories via a tolerance for the residual.
The same tolerance as in Algorithm [2| can be used, al-
though often it is convenient to use separate tolerances
for adaptivity convergence and chaos classification. If the

residual is above the tolerance, we deem the trajectory
“chaotic,” and otherwise it is an invariant circle or an
island. We note that choosing the tolerance for a specific
problem depends on the desired accuracy, the tolerable
amount of computation, and the accuracy of the F' eval-
uation. However, any error in the computation of ¢ will
lead to more difficulty in the following steps, so lower tol-
erances are always more reliable for adaptive RRE than
classification.

In the case that we deem the trajectory non-chaotic,
the second step is to process the roots of the filter poly-
nomial. Empirically, we have found the following conver-
gence result to hold for the polynomial roots:

Conjecture II1.4. Under Hypotheses[II]], let cx be a
sequence of solutions to with T = [yK] forv > 1
and let qi (2) be the filter polynomial with coefficients ck .
Then, for alln such that |gy| # 0, there exists an M, > 0
and a sequence zk ,, such that g (k) =0 and

An = 2K.n| < Cn KM, (18)

where M, depends on M and potentially v. In particular,
if M = oo, M, is unbounded.

The above conjecture essentially states that the roots
of the filter necessarily approach the points A, associated
with multiples of the rotation number and the island pe-
riod. The difficulty with in proving the conjecture is
that the weighted Birkhoff average performs strongly for
minimizing the RRE residual. So, to prove the roots con-
verge, one must show that filter polynomials with roots
that converge to A,, out-perform weighted Birkhoff aver-
ages in minimizing the residual.

Numerically, roots of the filter polynomial are found
by solving the equation

2K
gr(A) = ch)\k =0,
k=0

for every root ;\j. This is performed by reducing the
polynomial to another Chebyshev polynomial with half
the dimension, then solving for the eigenvalues of the
associated colleague matrix” (see App. . The dimen-
sion reduction accelerates the root-finding by a signifi-
cant constant factor. Additionally, due to the majority
of eigenvalues being on the unit circle, this eigenvalue
problem is well conditioned. The only exception to this
is when A = —1 is a root, as happens with p = 2 islands.
In this case, the palindromic coefficients force —1 to be
a double root, causing a square root of the error of this
frequency.

Throughout the rest of this section, we assume that
d = 1 and therefore the trajectory is either an invariant
circle or a d = 1 island. Using the roots A,, we will
find the rotation number by finding which roots represent
the majority of the signal. This step is heuristic: we
assume that the low-frequency oscillations will dominate
the Fourier spectrum, so we can use this information to



prune the important frequencies from the less important
ones. To do this, we first restrict to values of A, that
are very close to the unit circle by some tolerance on
the order of the square root of machine epsilon (due to
the aforementioned sensitivity of —1 as a root). The
remaining eigenvalues are sorted by solving the weighted
least-squares system for each eigenvalue’s prominence in
the signal

. 1/2 ~ 2
i [Wailr (2 - 4) [

where & € RZKATHI2KAL with &, = A\ is the ma-
trix of eigenmodes associated with the frequencies an,
V € R2E+1XD holds the prominence of each mode in the
signal, Wog 1 € REEFTHDR2EATHL g the weighted
Birkhoff diagonal (W2K+T+1)mm =
Wm 2K +T+15 and

matrix with

A pr—
T
arioK

The eigenvalues are then sorted by the value of norm of
the rows of V.

Using the top few eigenvalues (arbitrarily chosen to
be 10), we next determine if the sequence corresponds
to an island. We do this by noticing a key difference
between a p > 2 island and a Diophantine invariant
circle: the island spectrum ([7]) has rational frequencies
whereas the invariant circle (9) does not. So, if the se-
quence is an island, we expect a prominent rational fre-
quency @, = (27i)"targ\, in the sorted eigenvalues.
For this, we use a Farey-sequence method from Sander
and Meiss*? (Algorithm 2) to determine whether a given
root is rational to a specified tolerance €,,; and bounded
denominator p < pmax. If one of the roots is rational
by this algorithm, we consider it to correspond to an is-
land chain with the largest found period p. From here,
we can rerun Algorithm [[] on the “stacked” signal with
dimension D = pD

Qpt

Qpti1
a; = . )

Apt+p—1

with a filter length K = |K/D|. Using this signal is
equivalent to working simultaneously with the p invari-
ant circles of FP with the same rotation number. The
resulting filter will be that of an invariant circle and the
above steps can be repeated, skipping the check for ra-
tional roots.

Now, consider the case that no rational roots of the
filter are found. In order to determine the rotation num-
ber, we simply choose the frequency that appears first
in the sorted eigenvalues, i.e. w = (27i)~ ! arg()\g) where
Xo is the first eigenvalue after sorting. We note that this
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is not always true: invariant circles can be found where
the largest Fourier coefficient does not correspond to the
rotation number. However, we have not found this to be
a practical issue for any of our examples.

Once the rotational frequency w is determined, we can
obtain the coefficients of the invariant circle associated
with the signal by solving another linear system. This
time, because typically w is resolved to very high accu-
racy, we solve the linear system

2
min [ W32y (@ = A)[ (19)

where & € RZEHTHIXL with ®,,,, = A\, \,, = e2™w(n=L)
are the new signal frequencies, and L is the number of co-
efficients wanted, chosen to control the condition number
of the least-squares problem (see Sec. . The approxi-
mated invariant circles are then given as

L
29(9) = Z Ve.n(j—1)pj—1€>"*,
p—

where we are using “Matlab notation” for slicing the rows
of V into each island component.

Once an invariant circle or island chain is found, the fit
can be validated via a residual from the parameterization.
In particular, we can evaluate the residual

. = . oo |2
ML |20 +w) ~ PP ()|
p—1 2
j=1
(20)
1 L) W) — F(2® ?
~: /T\ (0+w) — F(z(0))| a0 (21)

p—1 N
# 3 [ron - reopf a ).
(22

where h = 1/J for J € N. The residual R, is essentially
an L? measurement of the conjugacy . If this residual
is small, then the conjugacy is likely correct. Further-
more, a small R, likely puts the island within the basin
of convergence for the parameterization method®, which
could be used to refine the estimate of the island. Thus,
Birkhoff RRE could be seen as a method of finding an
initial guess for higher-accuracy methods.

IV. EXAMPLES

In this section, we give two methods of the Birkhoff
RRE method applied to symplectic maps. In Sec. [[VA]
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FIG. 3. (a) A Poincaré plot of the standard map with k& = 0.7, colored by trajectory classification of integrable, chaotic,
or indeterminate. (b) Convergence of the weighted Birkhoff doubling error with respect to trajectory length. Trajectories
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Convergence of RRE residual with respect to trajectory length. (d) The same as data as (b), on the same domain as (c). From
(c) and (d), we see that the RRE residual appears to converge much more rapidly than the weighted Birkhoff average.

we apply Birkhoff RRE to the Chirikov standard map
in order to investigate its convergence properties. We
show that the convergence of the RRE residual is sig-
nificantly more efficient in the number of samples than
the weighted Birkhoff average (WBA). As a consequence,
RRE can classify trajectories with many fewer symplec-
tic map iterations. We also show that the roots of the
filter polynomial converge like Conjecture

In the Sec. [VB] we explore the performance of
Birkhoff RRE on magnetic field-line dynamics for a stel-
larator, a type of plasma confinement device. We show
how the method classifies chaotic and integrable trajec-
tories, as well as finding Fourier representations of circles
and islands. The rotation number and residuals are also
reported. The symplectic map is obtained by numerically
integrating magnetic field lines from an interpolated field,
so this example additionally shows the performance on a
map with symplecticity breaking error.

Code for performing both Birkhoff RRE and the

weighted Birkhoff average herein can be found in the
SymplecticMapTools. j128 Julia package.

A. Standard Map Convergence

For the first experiment, we are interested in compar-
ing the convergence and classification of Birkhoff RRE vs
WBA. For RRE, we measure convergence via the square
root of the least-squares residual R defined in . For
WBA, we use the method of Sander and Meiss*”, and
compare the values of two consecutive averages. That
is, given a symplectic map F' and an observable h, the
WBA residual is

Rwia = |[WBr[h](zo) ~ WB1{R)(F” (2,))

T-1 T-1
E Wy, TAf — E W, At T
t=0 t=0
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FIG. 4. Number of integrable trajectories of Fig. |3| misclassi-
fied, with the tolerance of both WBA and RRE set to 10711,
We see that RRE converges to a low misclassification rate
much more efficiently than WBA in the number of map iter-
ations.

Both residuals have the same theoretical rate guarantees
for C*° functions, so it is necessary to numerically check
that RRE converges significantly faster.

For a fair comparison, we hold the total number of map
evaluations N constant between the two methods. In
particular, we compare N = (2++)K +1 for RRE against
N = 2T for WBA, where we choose the “rectangularity”
constant to be v = 2. The example dynamical system
we compute with is the Chirikov standard map with
ksm = 0.7 (see also Fig. . In order to handle the map
domain T x R, we use the smooth observable h:TxR—
RQ

) = 0405 (27

A Poincaré plot of the standard map is found in Fig.
(a), where 1000 trajectories are plotted. The trajec-
tories are classified by a long-time N = 10° weighted
Birkhoff average, with the three categories of nested
invariant circles and islands (blue, Rwpa < 10711),
chaos (red, Rwpa > 107%), and indeterminate (purple,
107° < Rwga < 107''. The convergence of the WBA
residual used to classify these trajectories as a function
of N is found in Fig. 3| (b). Visually, the ‘indeterminate’
trajectories are typically either at the transition of tra-
jectory types (e.g. circles to islands or chaos) or have a
near small-denominator rotation number. We note that
difficult classification on transitional domains is the typ-
ical behavior of any numerical method depending on a
continuous quantity. Additionally, misclassifications are
likely to happen for any trajectory classification algo-
rithm, as orbits on one side of a classification boundary
can shadow orbits on the other side for arbitrarily long
periods of time.

In Fig. [3|(c), we plot the convergence of the RRE resid-
ual for N < 2801 and ¢ = 0. For comparison, we plot
the WBA residual on the same domain in Fig. |3|(d). We
see that RRE converges significantly quicker than WBA,
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with most residuals reaching the machine precision limit
before N = 1000.

In Fig. [d] we compare the number of misclassified in-
tegrable trajectories for RRE and WBA. To obtain this
number, we subtract the number of blue trajectories be-
low the 107! tolerance (shown as a black horizontal line
in Figs. [3[(b)-(d)) from the total number of blue trajecto-
ries for each value of N. We see that RRE classification
happens an order of magnitude faster than that of WBA.

Next, we consider the convergence of the roots of the
filter polynomials. For this, we choose three invariant
circles of the standard map of varying smoothness, plot-
ted in Fig. [5] (a). The inner circle is near the core of the
nested circles, and is well approximated by a small num-
ber of Fourier modes. The yellow circle is more complex,
and the green circle is a case on the edge of chaos.

For each circle, we perform RRE to high accuracy
(K = 1500, v = 3) and obtain the rotation number w
by the process described in Sec. [[ILC] Then, for increas-
ing K, we let qx be the filter polynomial for v = 3 and
let zf , be the associated roots. From Conjecturje\zj@
we expect the roots to converge faster than O(K ") for
all M,. To measure this, in Fig. |5| (b-d) we plot the error

EK,m _ m’gn ‘ZK,n _ 627rimw|

for a variety of values of m for each circle. In all cases,
we find that the convergence for lower multiples of the
rotation number is faster than that for higher multiples.
This likely due to the higher prominence of these Fourier
modes in the signal. For both the small and medium cir-
cles, the rotation number converges to the correct value
for values of K less than 100, corresponding to less than
500 iterations of the map. For the outer circle, the roots
converge significantly more slowly, reaching machine pre-
cision at around K = 400. Additionally, the lines are
approximately straight, indicating a nearly exponential
convergence of O(e~*K) for some a > 0. As the circles
become more difficult to approximate, higher multiples
of the rotation number are found to converge due to a
higher number of modes with nontrivial Fourier coeffi-
cients, with over 50 multiples converging to high accuracy
for the outer circle.

B. A Stellarator Example

In this section, we consider our method applied to
stellarators, a type of toroidal plasma confinement de-
vice. Stellarators use large magnetic fields to confine the
charged particles that comprise a plasma within the de-
vice. In particular, high energy particles approximately
follow magnetic field lines, described by the dynamical
system

& = B(z),

where B is the magnetic field and = = re,.(¢) + ze, is
the cylindrical position vector with radial position r, az-
imuthal angle ¢, and z is the vertical position. Magnetic
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FIG. 5. (a) A Poincaré plot of the standard map, with three invariant circle with initial z points 0.1, 0.35, and 0.4. (b-d)
Convergence plots for the absolute error of the learned frequencies from the polynomial filter vs filter length K. The absolute
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for the smooth central circle. In (c), we see slower, but still rapid convergence of the learned frequencies. In (d), for an
invariant circle near the edge of chaos, we see significantly slower convergence. The errors are approximately straight in this

plot, indicating nealry exponential convergence of the roots.

field line dynamics is a 1.5D Hamiltonian system, and
a symplectic map is obtained by numerically integrating
the magnetic ODE over a field period in ¢. We note
that the stellarator map has another difference from the
standard map: the domain (7, z) € R? does not have the
rotation number “built in.” In the case of the standard
map, an average of the y coordinate gives the rotation
number, whereas the magnetic axis of the stellarator is
not necessarily known a priori.

To evolve the magnetic field, we use the Julia Tsit5
integrator on a configuration with many islands. The
magnetic field is interpolated from the output of a plasma
equilibrium solver using cubic splines. A Poincaré plot
showing the 1000 trajectories is found in Fig.@(a). Due to
both the integrator and the field interpolation, there are
small non-symplectic errors in the map. These errors af-
fect the clarity of classifying trajectories, as the Birkhoff
RRE residuals do not reach the same low levels as the
previous example. The errors also make identifying ra-
tional numbers and rotation numbers more difficult, and
the associated tolerances must also be adjusted. This po-

tentially leads to a increased chance of misclassification,
so we perform the following simulation to ensure Birkhoff
RRE is robust to errors.

We perform the adaptive Birkhoff RRE classification
algorithmon 1000 trajectories using h : (r, z) — (r, z),
Kimin = 50, Knax = 400, AK = 50, v = 3, € = 0,
and 6 = 10~7. With these parameters, a maximum of
(2+7)Kmax+1 = 2001 iterations of the map are used per
invariant circle, and a minimum of (24 ) Kpin +1 = 251
iterations are used. We note that the cutoff § is chosen
low enough to distinguish chaos, but high enough that
it is resilient to the noise of evaluating the return map
(compare to the value of 107! for the standard map).
After the adaptive RRE algorithm is run, we attempt to
fit an invariant circle or island chain to every trajectory,
regardless of whether the algorithm converged before the
tolerance. Then, we evaluate the validation error [21 for
each invariant circle.

We plot the invariant circles and islands parameteriza-
tions in Fig. Ekb—c), with the islands colored by the pe-
riod p. We only plot those with a validation error below
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the threshold R, < 1072. The associated rotation num-
bers to the circles and islands are plotted in Fig. [6[f).
In Fig. @(d), we plot the chaotic trajectories, defined as
those with the RRE residual satisfying R > 5x 1077, We
note that this value is different than the tolerance used
for classification. This is because the standard needed
to classify as integrable is separate from the accuracy
needed to obtain an effective parameterization.

The circles, islands, and chaos all match expecta-
tions from the Poincaré plot. The classification algo-
rithm makes it clear that much of the volume is taken
by nested invariant circles, with many islands of various
periods intermixed. The classification successfully iden-
tifies high-period and low-radius islands that may have
been missed without computer processing. Additionally,
chaotic trajectories are found at the boundaries of invari-
ant circles and islands, matching the intuition provided
by the standard map example. The rotation number plot
gives a visual representation of the shear. This allows us
to identify the island chains with specific resonant low-
denominator frequencies, e.g. with the largest islands oc-
curring at w = 2/7, 3/11, and 3/10.

In Fig. @(f—g), we plot the Birkhoff RRE residual R and
validation error R, on a logarithmic scale. We find the
two plots have similar features: both residuals tend to be
larger in regions of chaos (the inner core and outer ring)
and smaller where there are integrable trajectories. How-
ever, we find that the parameterization residual tends to
give a sharper indicator of correctness, with chaotic tra-
jectories typically appearing as more red.

V. CONCLUSIONS

We have shown how Birkhoff RRE, a version of the
reduced rank extrapolation algorithm, can be used to ac-
celerate ergodic averages on invariant tori. We find nu-
merically find that this acceleration is significantly more
stronger than the weighted Birkhoff average for the same
number of map evaluations, at the cost of a more complex
algorithm. The acceleration can be used to efficiently
classify trajectories in symplectic maps as integrable or
chaotic. Beyond this, using the resultant filter from, we
can compute the number of islands and the rotation num-
ber of integrable trajectories to high accuracy.

Due to Birkhoff RRE post-processing step’s reliance
on Conjecture [[I[.4] a proof would be a natural future
direction from this work. The proof of this conver-
gence would contrast with standard convergence proofs
for RRE, which all rely all but finitely many of the fre-
quencies A\; having modulus less than one. This does not
hold for Birkhoff RRE (we have |A;| = 1 for all j), so the
proof would likely instead rely on a combination of the
Diophantine property and smoothness of h, just as both
the KAM theorem and the weighted Birkhoff average do.

Beyond this, it would be interesting to apply Birkhoff
RRE to higher-dimensional tori. We have proven that the
Birkhoff RRE residual converges in higher dimensions, so
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it should be able to effectively classify trajectories. Ad-
ditionally, it is likely that the frequencies converge with
similar rates, allowing for high-dimensional Diophantine
vectors to be identified without any winding argument.
This would be a convenient option for processing high-
dimensional symplectic geometry without the need for
complicated initial guesses or continuation.

Appendix A: Finding the Roots of a Palindromic Polynomial

Here, we detail how we solve for the roots of palin-
dromic polynomials. This method is no more or less
accurate than solving for the eigenvalues of the stan-
dard Frobenius companion matrix (see the book by
Trefethen®” for an introduction). However, this process
halves the dimension of the eigenvalue problem, resulting
a significantly faster method than the standard compan-
ion matrix approach.

The algorithm results from the observation that palin-
dromic polynomials of the form

2K

P(z) = Z cpz”,

k=0

can be reduced to degree K polynomials in (2 + 271)/2.
In particular, we have that

z—i—z‘l

K
e -o(HE). o - Yndia)
k=0

where T}, are the Chebyshev polynomials. If all of the
roots of P are on the unit circle, the change of vari-
ables implies that all the roots of the @ are on the in-
terval [—1,1], so we expect Chebyshev polynomials to
be well conditioned for this problem. Typically results of
Birkhoff RRE have almost all of the roots on the unit cir-
cle for non-chaotic orbits, so they satisfy this assumption.
Additionally, using the Chebyshev three-term recurrence

To(x)

L
Tl(m) €,
Tn—&-l(x) = QxTn - Tn—la

one sees that the polynomials in z coordinates have a
convenient form of

z—l—z_l zk—&-z_k
Tk( . ): |

This results in the convenient relations

CK
b, = ’
2CK ks

To find the roots of p, we use the Chebyshev colleague

k=0,
0<k<K.



matrix
01
1 1
3 0 3 , 0
C= L0 — —— (b br—
2 QbK(O Kl) 0
1
12 1
5 0

The eigenvalues x,, of this matrix, found via eigvals in
Julia, are the roots of the polynomial ¢q. In order to get
roots of p, we simply solve the equation

2+ 271

= Tn
2

for both values of z. We note that this equation is sensi-
tive near x, = £1, so the Chebyshev method here does
not avoid larger errors of frequencies near 0 and 1/2.

Appendix B: Choosing the Number of Circle Interpolation
Modes

Here, we give a method to determine the number of
Fourier modes to project a given trajectory onto. We do
this by controlling the condition number of the linear sys-
tem . We define the least-squares condition number

of the linear system defined by the matrix ¥ = le/ 2P
as

where YT = (@TW;®)~10TW,/? is the Moore-Penrose
pseudoinverse and o1 and o, are the largest and smallest
singular values of Y.

To bound the condition number, we first observe that
the matrix Y7Y has a Toeplitz structure:

T
(YTY)mn =Mn-m = Z wt,T+1)\gn_m)ta (Bl)
t=0

where we note that 79 = 1. In this way, we have a Ger-
shgorin circle bound on the eigenvalues 0']2- of YTY of

2L
o7 =1 <2y, =2 |ml,

n=1

where we used the fact that |n,| = |p—,|. This can be
translated to a bound on the condition number of

o < V14 2y
T vli=2v

The expression (B2)) allows for an algorithm to bound
the condition number of this linear system. We simply
choose a maximum allowed radius Ymax, and find the

(B2)
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largest L such that v, < Ymax. This requires O(LT) op-
erations, which is always cheaper than the linear solve.
By default, we have found vyax = 0.5 to give good re-
sults. The algorithm is summarized in the following pseu-
docode:

Algorithm 3 Parameterization Dimension L

Input: System height T', Frequency w, Tolerance ymax
I L [T
2: Yo+ 0;n+0
3: while n < T do
n+<n+1
Yn 4= Yn—1 + N Via
if v > Ymax then
return L ("T_Qw
end if
9: end while
Output: Parameterization dimension L

Appendix C: Proof of Theorem [I1.2]

In this appendix, we show that for d = 1 and a
fixed regularity M, the RRE residual, and therefore the
Birkhoff average, converges at a rate faster than the stan-
dard guarantee for the weighted Birkhoff average. This
improvement is primarily due to the use of the contin-
ued fraction representation of the rotation number rather
than the Diophantine property. Using continued frac-
tions, we find progressively better “ideal polynomials,”
which exactly filter the leading frequencies of the signal.
Because these exactly match the frequencies (rather than
the WBA filtering everything evenly), we approach the
optimal rate given by the regularity.

The only restriction for the proof is that the continued
fraction denominators are sufficiently close to each other,
a fact which is given by a standard theorem. Using this,
we then show that an ideal polynomial with a degree
given by the continued fraction denominator is bounded.
This bound gives enough information for the result.

1. The distribution of continuous fraction denominators

We begin by quoting a standard theorem on the dis-
tribution of continued fraction denominators. The con-
tinued fraction representation of a rotation number w is
given by the fraction

1

e+ ——
cot+

w =

where the coefficients ¢,, € Z are positive integers. By
truncating the series for finitely many c¢,, we obtain the
convergents

N 1 N, 10N 1

11717617 727614-%7 737614—

T -
Cfré



The continued fractions are best approximations of w,
satisfying the inequality

Np

U.)*Lin

1 1
_— < . 1
= Tuloms L2 (©1)

n

This is the fundamental result which we will use for the
proof of convergence.

Remarkably, one can prove that almost all continued
fractions have denominators with similar limiting behav-
ior:

Theorem C.1. For almost allw € [0,1), the denomina-
tors of continued fractions L, obey the limit

lim LY/ =+,

n—oo

7T2
= € .
TP\ 1210g2

For an introduction to this theorem and more on the
measure theory of continued fractions, a good reference
is the book by Khinchin®",

We then transform this theorem to bounds on contin-
ued fraction denominators.

where

Corollary C.2. Let r,s > 0 and n < 1. For almost all
w € [0,1), there is a value M such that for all m > M,
there exists a continued fraction approximation py /L, of
w such that

rm" < L, < sm.

(C2)

Proof. First, we fix € > 0. Thm. tells us that there
is an N such that for all n > N

y—e<LY"<y+e

Combining the above equation with (C2)), it is clear that
if we can show that for all m > M we have

rm’ < (y—e)" <L, < (y+¢€" < sm, (C3)
then we have proven our theorem.

We note that n > N must be satisfied if we choose m
large enough so that if the first inequality is satisfied, i.e.

logr + nlogm

> N.
log(y —€)

Additionally, when
logs —logr + (1 —n)logm > 2logy > 2log(y — €),
there are at least two points n that satisfy

logr +nlogm < nlog(y — €) < log s + logm.
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In particular, there is a point before the midpoint of the
bound such that

logr + nlogm < nlog(y —¢€) <
1+7n

1
i(logr +logs) + log m.

Using the above expression, we additionally know that

nlog(y+e€) <

log(y +€)
log(v —¢€)

147

1
i(logr +logs) + logm]| .

If we choose € small enough so that

log(y+¢)  2C
log(y—¢) 147’

where C' < 1, then the above inequality reduces to

nlog(y +€) < (logr + log s) + C'log m.

1+n
From here, it is clear that there exists an M so that
m > M implies that

nlog(y + €) < log s + log m,

giving our upper bound. O

2. The Polynomial

To prove Thm. we create a sequence of filters that
annihilate a certain number of the frequencies \,. If we
let 0 < o < 1/4 and n > 1, we do this by defining the
reference polynomial for frequency w and island period p
as

lapLy, |
B (z = X)(z—A)
QQ,n(Z) - ]];[1 (I—AJ)(l_A—])
lpLy /2]
(z = 1)z = py)
) j—[agnJJq (1- ,“j)(l - :LL—j) (€9

where for 0 </ <pand j >0

[ipie = 627Ti(an/Ln+Z)/p.

A fraction 2« of the roots of ¢, exactly match A;, and
the rest of the roots ; lie on roots of unity. The poly-
nomial has been chosen so that it is comparable to the
polynomial with roots at roots of unity, which is well un-
derstood as a cardinal function of the discrete Fourier
transform.

In particular, we have:



Lemma C.3. Let 0 < w < 1 have a sequence of con-
tinued fractions approxzimants with {N,/Ly,}. For any
n > 1 and o < 1/4, the reference polynomial obeys the
bound

|ga,n(2)] < Cq

for |z| <1 and Cy > 1, where C, is independent of w
and n.

Proof. The proof consists of comparing the polynomial
above to the polynomial with equispaced nodes

We begin by assuming L,, is odd. In this case, the poly-
nomial coefficients of Q) , can be thought of as a column
of the inverse discrete Fourier transform. This is because
we have Q(1) = 1 and Q(p;) = 0 for 1 < |j| < |Ln/2]
S0, Qq,n is simply the interpolation of a unit vector that
is nonzero at 1, i.e. d = F~'ey where d are the poly-
nomial coefficients, F,, = u," j, is the orthogonal dis-
crete Fourier transform mapping from Fourier coefficients
to values at equispaced nodes, and M,, = |pL,/2].

The problem of how Fourier interpolation changes
when the nodes are perturbed is addressed in the paper
by Yu and Townsend3!. The authors prove an analogue
to the Kadec-1/4 theorem? from sampling theory, which
states that as long as the locations of Fourier nodes does
not move a length farther than /4 from the equispaced
grid, the non-uniform Fourier transform matrix F does
not differ too much in norm from the equispace Fourier
transform, i.e.

|7] = 1+ 6a) 171

where ||F|| = Ly, ¢po = 1 — cosma + sin e, and
F _ An—Mna |n - Mn| S I_aanJ )
mn LAY lapLy,| < |n— M,| < M,."

Additionally, via Weyl’s inequality we have

171, = =z,

We can apply these identities to our problem. Using
the approximation bound , we find that |A\; — ;| <
an/L, for |j| < |aL,], obeying the hypothesis for the
1/4 theorem. Hence, the coefficients of gq

1
(1 - ¢o¢)\/L7n'

The polynomial evaluation bound directly follows from
the above inequality. O

Hca,an = HF7160H2 <

18
3. Convergence of the Least-Squares Residual

With Lemma and Corollary we have enough
information to prove Theorem [[TT.2}

Proof of Theorem[III.3 Choose r = s = 1/p and n < 1.
Then, from Corollary [C:2] we know there is an L such
that 2K + 1 > L implies there is an n such that the
continued fraction representation of w obeys

2K +1)"<pL, <2K +1.

Therefore, the filter ¢, ,, with the coefficients of ¢, , has
a length less than the maximum allowed for the linear
system. To make the filter compatible with the full sys-
tem, we pad c,,, symmetrically with zeros on the top
and bottom. We note that ¢, , obeys the palindromic
and correct-mean constraints by construction.

Now, consider the application of ¢, , on U. Using the
Fourier representation of g, we have

= g

mEZ

Ujr = g((k+ jw

Applying the filter, we find
(Ucoz,n)j = Z gm)\anQ,n(Am)a

meZ
|m|>[o¢anJ
Using Lemma we have
|(Ucan)j| < Ca Z
|m|>[apLy|
§ CaOM (Oéan)ijijl 9
< CuCya™MHLK 4 1)1 M+,

gm)\%@qa,n()\m)

lgmll

where we use the fact that g € C™ for the second in-
equality for some Cjp; > 0. Substituting into the full
RRE quadratic form, we have

§ we, T Ucan js

< C(2K +1)2(=MFD,

(Ucam) Wr(Ucan) =

In the case that h is real-analytic, there exists a con-
stant p such that

lgmll < Cpp™™
This further implies that for some C > 0
((Uea,n)j| < Cp=otn,
< Cpo@K+D)"
After substitution into the quadratic form, we find our

result.
O
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