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Abstract

Quantum convolutional neural networks (QCNNSs) represent a promising approach in quantum ma-
chine learning, paving new directions for both quantum and classical data analysis. This approach is
particularly attractive due to the absence of the barren plateau problem, a fundamental challenge in
training quantum neural networks (QNNs), and its feasibility. However, a limitation arises when ap-
plying QCNNSs to classical data. The network architecture is most natural when the number of input
qubits is a power of two, as this number is reduced by a factor of two in each pooling layer. The number
of input qubits determines the dimensions (i.e. the number of features) of the input data that can be
processed, restricting the applicability of QCNN algorithms to real-world data. To address this issue,
we propose a QCNN architecture capable of handling arbitrary input data dimensions while optimizing
the allocation of quantum resources such as ancillary qubits and quantum gates. This optimization is
not only important for minimizing computational resources, but also essential in noisy intermediate-scale
quantum (NISQ) computing, as the size of the quantum circuits that can be executed reliably is limited.
Through numerical simulations, we benchmarked the classification performance of various QCNN archi-
tectures when handling arbitrary input data dimensions on the MNIST and Breast Cancer datasets. The
results validate that the proposed QCNN architecture achieves excellent classification performance while
utilizing a minimal resource overhead, providing an optimal solution when reliable quantum computation
is constrained by noise and imperfections.

1 Introduction

The advent of deep neural networks (DNNs) has transformed machine learning, drawing considerable
research attention owing to the efficacy and broad applicability of DNNs [1,2]. Among the DNNs, convo-
lutional neural networks (CNNs) have emerged to pivotally contribute toward image processing and vision
tasks [3,4]. By leveraging filtering techniques, the CNN architecture effectively detects and extracts spa-
tial features from input data. CNNs exhibit exceptional performance in diverse domains—including image
classification, object detection, face recognition, and medical image processing—and have attracted interest
from both researchers and industry [5-9].

Although DNNs have proven successful in various data analytics tasks, the increasing volume and com-
plexity of datasets present a challenge to the current classical computing paradigm, prompting the explo-
ration of alternative solutions. Quantum machine learning (QML) has emerged as a promising approach to
address the fundamental limitations of classical machine learning. By leveraging the advantages of quan-
tum computing techniques and algorithms, QML aims to overcome the inherent constraints of its classical
counterparts [10-13]. However, a challenge in contemporary quantum computing lies in the difficulty of con-
structing quantum hardware. This challenge is characterized by noisy intermediate-scale quantum (NISQ)
computing [14,15], as the number of quantum processors that can be controlled reliably is limited owing to
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noise. Quantum-classical hybrid approaches based on parameterized quantum circuits (PQCs) have been de-
veloped to enhance the utility of NISQ devices [16-18]. These strategies have contributed to advancements in
quantum computing and machine learning, facilitating improved performance and applicability in various do-
mains. In particular, PQC-based QML models have demonstrated a potential to outperform classical models
in terms of sample complexity, generalization, and trainability [19-25]. However, PQCs encounter a critical
challenge in addressing real-world problems, particularly in relation to scalability, which is attributed to a
phenomenon known as barren plateaus (BP) [26]. This phenomenon is characterized by an intrinsic tradeoff
between the expressibility and trainability of PQCs [27], causing the gradient of the cost function to vanish
exponentially with the number of qubits under certain conditions. An effective strategy for avoiding BPs
is to adopt a hierarchical quantum circuit structure, wherein the number of qubits decreases exponentially
with the depth of the quantum circuit [28,29]. Quantum convolutional neural networks (QCNNs) notably
employ this strategy, as highlighted in recent studies [30-34]. Inspired by the CNN architecture, the QCNN
is composed of a sequence of quantum convolutional and pooling layers. Each pooling layer typically reduces
the number of qubits by a factor of two, thereby increasing the quantum circuit depth to O(log(n)) for n
input qubits. The logarithmic circuit depth is one of the features that renders the QCNN an attractive
architecture for NISQ devices, implying that the most natural design approach is to set the number of input
qubits to a power of two. However, the number of input qubits required is determined by the input data
dimension, i.e., the number of features in the data. If the input data require a number of qubits that is
not a power of two, some layers will inevitably have odd numbers of qubits. This can occur either in the
initial number of input qubits or during the pooling operation, representing a deviation from the optimal
design and requiring appropriate adjustments. In particular, having an odd number of qubits in a quantum
convolutional layer results in an increase in the circuit depth if all nearest-neighbor qubits interact with
each other. Consequently, the run time increases and noise can negatively impact the overall performance
and reliability of the QCNN. Moreover, it is unclear how breaking translational invariance in the pooling
layer, a key property of the QCNN, affects overall performance. Because these considerations constrain the
applicability of the QCNN algorithm, our goal is to optimize the QCNN architecture, developing an effective
QML algorithm capable of handling arbitrary data dimensions.

In this study, we propose an efficient QCNN architecture capable of handling arbitrary data dimensions.
Two naive approaches served as baselines to benchmark the proposed architectures: the classical data padding
method, which increases the input data dimension through zero padding or periodic padding to encode it
as a power of two, and the skip pooling method, which directly passes one qubit from each layer containing
an odd number of qubits to the next layer without pooling. The first method requires additional ancillary
qubits without increasing the circuit depth, whereas the second method does not require ancillary qubits
but results in an increased circuit depth to preserve the translational invariance in the convolutional layers.
By contrast, our proposed method effectively optimizes the QCNN architecture by applying a qubit padding
technique that leverages ancillary qubits. By introducing an ancillary qubit into layers with an odd number
of qubits, we can effectively construct convolutional layers without an additional increase in circuit depth.
This enables a reduction in the total number of qubits by up to log(n) compared with the classical data
padding method. Moreover, the reuse of a single ancillary qubit across multiple layers further reduces the
required number of ancillary qubits. This strategy of qubit reuse efficiently optimizes the number of ancillary
qubits along with the circuit depth. In addition, recycling the ancilla qubit facilitates uniform operations
across layers, systematically enhancing the stability and efficiency of the QCNN architecture. To validate
our approach, we benchmarked our proposed method against naive methods on two datasets: MNIST and
Breast Cancer. Numerical simulation results show that our proposed method achieves a high classification
accuracy comparable to that of naive methods. Notably, our method significantly reduces the number of
qubits used compared with classical data padding methods, providing substantial advantages in terms of
resource efficiency. We also conducted noise simulations using information from an IBM quantum device
that mimics the operations and characteristics of real quantum hardware. The noise simulation results
demonstrate that the proposed method exhibits less performance degradation and lower variability under
realistic noise conditions than the skip pooling method. This is a consequence of the skip pooling method
requiring a larger circuit depth. Because the proposed method not only improves the runtime but also
enhances robustness against noise, it serves as a fundamental building block for the effective applicability of
QCNNs to real-world data with an arbitrary number of features.

The remainder of this paper is organized as follows. We introduce the foundational concepts of QML
in Section 2, focusing on principles underlying quantum neural networks (QNNs) and QCNNs. Section 3
presents the detailed design of a QCNN architecture capable of handling arbitrary data dimensions, in-



cluding a comparative analysis between naive methods and our proposed methods. Simulation results are
presented in Section 4 along with a comparative performance analysis of the naive and proposed methods
in the classification of MNIST and Breast Cancer data under both noiseless and noisy conditions. Section 5
explores possible extensions of multi-qubit quantum convolutional operations. Finally, concluding remarks
are presented in Section 6.

2 Background
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Fig. 1: A schematic of the training process of a QNN. This figure outlines the sequential steps involved
in training a QNN, starting with data preparation and qubit initialization, followed by the application of
quantum gates to embed the data, and using a PQC for training. The output is obtained from measurements
of the quantum state. Parameters are updated by minimizing the loss function.

2.1 Quantum Neural Network

A DNN is a machine learning model constructed by deeply stacking layers of neurons [35]. Using nonlin-
ear activation functions—such as the sigmoid, ReLLU, and hyperbolic tangent functions—the DNN can learn
patterns in complex data to solve various problems with high performance. Although the mathematical foun-
dation for the success of DNNs remains an active area of research [36], several studies, as well as the universal
approximation theorem, have demonstrated that neural networks can approximate complex functions with
arbitrary accuracy [37]. On the other hand, a QNN is a quantum machine learning model, where the data is
propagated through a PQC in the form of a quantum state. The data can be either intrinsically quantum,
if the data source is a quantum system, or classical. In the latter case, which is the primary focus of this
work, the classical data first has to be mapped to a quantum state. Note that nonlinear transformation of
the input data can occur during this data mapping step. Since the parameters of the PQC are real-valued
and its output is differentiable with respect to the parameters, they are typically trained through classi-
cal optimizers, similar to how DNNs are trained. In this sense, the QNN-based ML is also known to be a
quantum-classical hybrid approach. Quantum-classical hybrid approaches using PQCs are effective at shallow
circuit depths [18], which significantly enhances their applicability to NISQ devices with limited numbers of
qubits. In addition, the PQC can approximate a broad family of functions with arbitrary accuracy, making
it a good machine learning model [16,21].

A QNN consists of three primary components: (1) Data Embedding, (2) Data Processing, and (3) Mea-
surements. These models transform classical data into quantum states, to be processed using a sequence of
parameterized quantum gates. The training process connects the measurement results to the loss function,
which is used to tune and train the parameters. Figure 1 depicts the overall training process of a QNN.
Consider a dataset D = {(w“yl)}f\il with @; € RY and y; € R, and PQC U;(0;), where 6, = (01,...,6™)
represents a set of tunable parameters. Typically, the dataset is embedded into a quantum Hilbert space by
a unitary transformation applied to n qubits initially prepared in |0)®™. Denoting the data embedded state
as |1y, ), the final state of the QNN can be expressed as follows:

[Yout) = Ut(01)Ui—1(01-1) - .. Ur(01)|%in)- (1)



The output function of the QNN is f(0, ;) = (Yout|O|tout), where O is an observable of the quantum circuit.
The parameters are optimized using classical methods such as the gradient descent algorithm [38], which
minimizes the following loss function:

M
L) = 17 > lni — f0. ) @)

Furthermore, gradients in quantum computing can be computed directly using methods such as parameter-
shift rules, wherein derivatives are approximated by shifting the parameters at fixed intervals and then
measuring the difference in the output of the quantum circuit as a result of that change [39,40]. However,
as the number of qubits in the training PQC increases, the parameter space of the quantum circuit also in-
creases, leading to the BP phenomenon [26]. Although this phenomenon represents a significant performance
limitation of QML, it can be mitigated by applying hierarchical structures in the quantum circuits [28], such
as the QCNN [29].

2.2 Quantum Convolutional Neural Network

The QCNN is a type of PQC inspired by the concept of CNNs. QCNNSs exhibit the property of trans-
lational invariance, with quantum circuits sharing the same parameters within the convolutional layer, and
reduce dimensionality by tracing out some qubits during the pooling operation. A primary distinction be-
tween a QCNN and a CNN is that data in a QCNN are defined in a Hilbert space that grows exponentially
with the number of qubits. Consequently, whereas classical convolution operations typically transform vectors
into scalars, quantum convolution operations perform more complex linear mapping, transforming vectors
into vectors through a unitary transformation of the state vector. Thus, quantum convolutional operations
are distinct from classical convolutional operations. Problems defined in the exponentially large Hilbert
space are intractable in a classical setting; however, QCNNs offer the possibility of effectively overcoming
these challenges by utilizing qubits in a quantum setting. QCNNs have also demonstrated the capability
to classify images in a manner similar to their classical counterparts [31]. In the convolutional layer, local
features are extracted through unitary single-qubit rotations and entanglements between adjacent qubits, and
the features dimensions are reduced in a pooling layer. Typically, the pooling layer includes parameterized
two-qubit controlled unitary gates, and the control qubit is traced out after the gate operation to halve it.
In binary classification tasks (i.e. y; € {4+1,—1}), a QCNN repeats the convolutional and pooling layers
until only one qubit remains, and performs classification by measuring the last qubit. These architectures
maintain a shallow circuit depth by effectively reducing the number of qubits through a hierarchical struc-
ture, which is crucial for improving model performance and avoiding BP. In addition, by turning off the
translational invariance property that sharing the same parameters within the convolutional or pooling layer,
more parameters can be introduced to the QML model while preserving the absence of BP. The structure
between layers ensures a circuit depth of O(log(n)) for n input qubits. In particular, the shallow depth of the
QCNN contributes to its high performance in NISQ devices. In addition, the simple structure of repetitive
circuits allows for the applicability of QCNNs to a wide range of tasks including classical and quantum data
classification [30,31,41], error correction [30], and classical to quantum transfer learning [32,42].

3 QCNN architectures for arbitrary data dimensions

Data encoding is a crucial process in quantum computing that transforms classical data into quantum-
state. During this process, the input data dimensions determine the number of qubits required to represent
the quantum state. For example, amplitude encoding allows the input data & = (z1,...,2x5)7 € RV with
dimensions N = 2" to be represented as amplitudes of an n-qubit quantum state. Since a pooling layer in
QCNN discards half of the qubits, n also has to be a power of two. The condition requiring the number
of input qubits to be a power of two plays a critical role in the efficient applicability of QCNN algorithms.
However, the dimensions of classical data do not always conform to this condition. In this section, we describe
our proposed method that enables QCNN architectures to handle arbitrary data dimensions, along with naive
baseline methods. To demonstrate the efficiency of the proposed method, we analyzed the number of ancillary
qubits, parameters, and circuit depths when implementing the QCNN algorithm.



3.1 Naive Methods
3.1.1 Classical data padding
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Fig. 2: Schematic of the QCNN algorithm with eight input qubits using the classical data padding method.
The quantum circuit consists of three components: data embedding (green squares), convolutional gate (blue
squares), and pooling gate (red circles). The data embedding component is further divided into two methods:
top embedding, which pads the zero-data, and bottom embedding, which pads the input data repeatedly.
The convolutional and pooling gate use a PQC. Throughout the hierarchy, the convolutional gate consistently
applies the same two-qubit ansatz to the nearest-neighboring qubit in each layer. In the ith convolutional
layer, the set of gates that completes a loop connecting all nearest-neighboring qubits and the qubits at the
boundaries can be repeated [; times. The pooling gate uses the same approach, and can be represented as a
controlled unitary transformation that is activated when the control qubit is 1.

In a CNN, the direct application of kernels to input feature maps during convolution operations can
reduce the output feature map size compared to that of the input, leading to the potential loss of important
information. Padding techniques that artificially enlarge the input feature map by adding specific values
(typically zeros) around the input data are employed to prevent information loss and enhance model training.
Inspired by CNN, similar padding strategies can be applied in QCNNs by increasing the data dimensions
until the data can be encoded into a number of input qubits with a power of two, by either adding a
constant value (zero) or periodically repeating the input data. These methods are referred to as ‘zero-data
padding’ and ‘periodic-data padding’, respectively. Figure 2 illustrates an example of the classical data
padding method, with a handwritten digit image reduced to 30 dimensions. This 30-dimensional input can
be encoded into five input qubits using amplitude encoding. Classical data padding methods can be applied
to expand the data dimension, aligning the number of input qubits to a power of two. By using either zero-
or periodic-data padding, the data dimensions can be expanded to 28. Through these padding procedures,
three additional ancillary qubits are introduced to the original system of five input qubits, resulting in an
eight-qubit QCNN structure. Classical data padding approaches not only increase the number of qubits but
may also result in poor classification performance because the number of dummy features that are added can
often be significantly larger than the number of data features.

We denote the initial number of input qubits as K, and let [log,(K)] = m. Classical data padding
typically employs 2" — K ancillary qubits. Without loss of generality, we assume that both the convolutional
and pooling gates of the QCNN have one parameter and a depth of 1. The quantum circuit depth is
St (2l; 4+ 1) — 1y, where [; denotes the number of complete sets of two-qubit gates connecting the nearest-
neighboring qubits as well as the top and bottom qubits in the ith convolutional layer as depicted in Fig. 2. If
the parameters are shared, then the total number of parameters is .-, (I; + 1). However, if the parameters

are not shared, then the total number of parameters is Z?;l(f%] (L + %)) +lm + 1



3.1.2 Skip pooling

An alternate method enables implementation of the QCNN algorithm without the use of additional
ancillary qubits. This method adopts a strategy where, within the QCNN structure, a qubit from each
layer containing an odd number of qubits is passed directly to the next layer without performing a pooling
operation. Although this approach minimizes the use of qubits, it inherently increases the circuit depth
during convolutional operations in layers with odd numbers of qubits. This can affect the overall efficiency
and execution speed of the quantum circuits. We refer to this method as ‘skip pooling’. Figure 3a depicts
an example of skip pooling, with a 30-dimensional input encoded into five input qubits using amplitude
encoding. In the first layer of the QCNN, the convolutional operation between neighboring qubits introduces
one more gate over classical data padding. Then, the 5th qubit passes directly to the next layer without any
pooling operations. This procedure is repeated for the second layer. When applied to layers that contain an
odd number of qubits, skip pooling increases circuit depth during the convolutional operation. The increased
circuit depth can be affected by noise, which may potentially propagate through each layer, reducing the
accuracy and reliability of the information. This directly affects the efficiency and performance of the QCNN,
necessitating an effective optimization strategy.

Unlike classical data padding, no ancillary qubits are used; however, an additional circuit depth of
Z:’;l Yil; is incurred, where Y; := [5£5] mod 2 is an odd number of qubits in the ith layer divided by the
power of two. If the parameters are shared, then the total number of parameters is Zﬁl(li +1). In contrast,
if the parameters are not shared, then the total number of parameters is Z:’;l ( f%] (Li+3)—3Y) +ln+1.

3.2 Proposed Methods
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Fig. 3: Schematic of a QCNN algorithm with five initial input qubits in a circuit with and without ancillary
qubits. (a) uses a method called skip pooling to perform convolution and pooling operations between each
qubit without ancillary qubits. (b) uses two ancillary qubits to construct the QCNN in a method called layer-
wise qubit padding. The first layer has five qubits. Because this is an odd number of layers, one ancillary
qubit is used to perform convolution and pooling operations. The second layer has three qubits, and another
ancillary qubit is used. (c) uses only one ancillary qubit to construct the QCNN using a method called
single-ancilla qubit padding. Unlike (b), the single ancillary qubit performs the convolution and pooling
operations sequentially.

3.2.1 Layer-wise qubit padding

As an alternative to the aforementioned naive methods, we introduce a qubit padding method that lever-
ages ancillary qubits in the QCNN algorithm. Whereas classical data padding requires additional ancillary
qubits by increasing the size of the input data, qubit padding directly leverages ancillary qubits in the con-
volutional and pooling operations of the QCNN. Using ancillary qubits for layers containing odd numbers
of qubits, we optimized the QCNN algorithm and designed an architecture capable of handling arbitrary
data dimensions. We refer to this method as ‘layer-wise qubit padding’. Figure 3b depicts an example of
layer-wise qubit padding. As in the skip pooling example, a 30-dimensional input was encoded into five input
qubits using amplitude encoding. In the first layer of the QCNN, one ancillary qubit is added to perform
convolutional and pooling operations with neighboring qubits. This ensures pairwise matching between all
qubits in two steps, avoiding additional circuit depth that may arise in skip pooling. This procedure is
repeated for the second layer. Consequently, in a five-qubit QCNN with layer-wise qubit padding and two
layers containing an odd number of qubits, two ancillary qubits are used to optimize the architecture.



Layer-wise qubit padding generally requires Z?;l Y; ancillary qubits. The quantum circuit depth of
Yot (21; 4 1) — 1y, is identical to that used in classical data padding. If the parameters are shared, then the
total number of parameters is >~ (l; + 1). On the other hand, if the parameters are not shared, then the
total number of parameters is 1 (([557 ] + Yi)(li + ) + Ly + 1, which is 327" (¥;)(l; + 1) more than
that for skip pooling.

3.2.2 Single-ancilla qubit padding

Finally, we propose ‘single-ancilla qubit padding,” a QCNN architecture designed to handle arbitrary
input data dimensions using only one ancillary qubit. By reusing the ancillary qubit throughout the QCNN
architecture, we significantly reduced the number of total qubits required for optimization. Figure 3c illus-
trates an example of single-ancilla qubit padding. Unlike layer-wise qubit padding, this method reuses the
same ancillary qubit for every layer with an odd number of qubits. Preserving the information of the ancillary
qubit without resetting it when it is passed to the next layer plays a crucial role in enhancing the stability
and performance of model training.

Although single-ancilla qubit padding uses only one ancillary qubit, the quantum circuit depth and number
of parameters remain the same as those in layer-wise qubit padding. Figure 4a illustrates the circuit depths
of the skip pooling and qubit padding methods. As the number of input qubits increases, the circuit depth of
the qubit padding method is logarithmically less than that of the skip pooling method. Figure 4b illustrates
the number of parameters in the case of parameter-sharing off for the classical data padding, skip pooling,
and layer-wise & single-ancilla qubit padding methods. In the case of parameter-sharing on, the number of
parameters is the same across all methods, hence we do not track how the number of parameters changes. We
only compared the number of parameters in the case of parameter-sharing off. Without loss of generality, we
assumed the convolutional layer [; to be equal to 1. When the number of input qubits is not a power of two,
classical data padding uses the largest number of the parameters, whereas skip pooling and qubit padding use
relatively fewer parameters. By introducing additional qubits into certain layers, the qubit padding method
uses slightly more parameters than skip pooling. Therefore, single-ancilla qubit padding enables the design
of efficient QCNN architectures with optimal allocation of quantum resources such as ancillary qubits and
quantum gates.

Skip-pooling Classical-dat. adi
—-= Layer-wise & Single-ancilla qubit padding a.ssma - ata padding J-’
30{ — y=log2(x) 175 Sklp-po?llng . § . . I
Diff bet & thod —-— Layer-wise & Single-ancilla qubit padding 7
ifference between two methods -
e 150 !
25 ¥ n 7
R | I J

< y D 125 ’_,-r
S0l N e ! 1 r
] 1 o i
S Mg, D S 100 I
= J
315 ! ‘s V=i
o ——— 4 v
£ i 5 s /
o ! 2 e

10 1S ~

g 50 2
— 7
5 [r=
25 '_./
G =
________ ~
0 o Pl
B % > 2 > % > 2 B > > Y >
number of input qubits number of input qubits
(a) (b)

Fig. 4: (a) Semi-log plot illustrating the difference in circuit depth between the skip pooling method and
layer-wise & single-ancilla qubit padding method. The dashed line represents circuit depth in the skip
pooling method, the dash-dot line denotes circuit depth in the layer-wise & single-ancilla qubit padding
method, the dotted line represents the difference between the two methods, and the solid line corresponds
to log, x, provided as a guide to the eye. (b) Semi-log plot illustrating the number of parameters in the case
of parameter sharing off for the classical data padding, skip pooling, and layer-wise & single-ancilla qubit
padding methods. The solid line denotes the number of parameters for classical data padding, the dashed
line represents the number of parameters for the skip pooling method, and the dash-dot line corresponds to
the number of parameters for the layer-wise & single-ancilla qubit padding.



4 Results

The previous section provided an overview of various QCNN padding methods. In this section, we
benchmark and evaluate our proposed padding methods in comparison with naive methods using a variety
of classical datasets. To address the characteristics of NISQ devices, we added noise to the quantum circuits
for benchmarking.

4.1 Methods and setup
4.1.1 Datasets

Our experiments were conducted using the MNIST and Breast Cancer datasets. The MNIST dataset
consists of handwritten digits, each represented as a 28 x 28 pixel image in grayscale. The dataset consists of
a total of 60,000 training and 10,000 test images, each labeled with a numerical value ranging from 0 to 9. In
our benchmarking, we focused on binary classification tasks by selecting two distinct pairs of labels: 0 & 1 and
5 & 6. In the noiseless scenario, we split the dataset into 10,000 training, 1,000 validation, and 1,000 test sets.
In the noisy scenario, the dataset was halved. Furthermore, 28 x 28 features were relatively high-dimensional
for current quantum hardware; therefore, we used principal component analysis as a dimensionality reduction
technique to reduce the dataset to 30 features.

The Breast Cancer dataset classifies tumors as malignant or benign based on various attributes such
as size and shape. The dataset contains a total of 569 instances with 30 features labeled as malignant or
benign. We divided the data between 400 training, 75 validation, and 94 test sets. Furthermore, we applied
kernel density estimation (KDE) to preprocess the dataset. KDE, a statistical method that estimates the
probability density function of data using kernel functions, is useful when smoothly approximating features
and interpreting the overall probabilistic characteristics. We preprocessed the features with a Gaussian kernel
to enhance the effectiveness of model learning.

4.1.2 Ansatz
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Fig. 5: PQC for convolution and pooling operations. (a) and (b) are the convolutional and pooling circuits,
respectively, that compose ansatz setl. (c) is the convolutional circuit that composes ansatz set2. R;(6) is
the rotation by @ around the i-axis of the Bloch sphere, and Us(6, ¢, A) is an arbitrary single-qubit gate,
which can be expressed as Us(6, ¢, \) = R,(¢)Ry(—7/2)R.(0)Ry(7/2) R, ().

We tested two different structures of the parameterized quantum circuit, also referred to as the ansatz, for
the convolutional operations. The first one consists of two parameterized single-qubit rotations and a CNOT
gate, as shown in Figure 5a [28]. This represents the simplest two-qubit ansatz. The second one is designed
to express an arbitrary two-qubit unitary transformation. In general, any two-qubit unitary gate in the SU(4)
group can be decomposed using at most three CNOT gates and 15 elementary single-qubit gates [41,43]. The
quantum circuits shown in Figure 5c¢ represent the parameterization of an arbitrary SU(4) gate. Figure 5b
shows the pooling circuit, where two controlled rotations, R, (61) and R, (62), are applied, with each activated
when the control qubit is 1 (filled circle) or 0 (open circle). Appendix Appendix A presents definitions of
the quantum gates used in this study. We constructed two ansatz sets using a different combination of the



convolutional and pooling circuits. Ansatz set 1 uses convolutional circuit 1 and a pooling circuit as shown
in the figure, whereas ansatz set 2 uses convolution circuit 2 and pooling without a parameterized circuit. In
the latter case, the pooling performs the partial trace operations without parameterized gates because the
convolution circuit 1 is expressive enough to implement any two-qubit unitary operation.

4.2 Simulation without noise

Table 1: Comparison of ancillary qubits, circuit depth, and parameters for classical data padding and skip
pooling. Y; := [WL,J mod 2 is an odd number of qubits in the ith layer when divided by a power of two.

Padding Methods Classical data padding Skip pooling
Ancillary qubits 2m — K 0
Circuit depth S L2l 1) 1y, ST L@l A1) = Ly + S YL
Parameter-sharing on Yo (i +1) S li+1)

Parameter-sharing off 7 ([ 2 (L + ) 4l +1 S ([5501(0+ ) = 4Y) + 1 +1

Table 2: Comparison of ancillary qubits, circuit depth, and parameters for layer-wise and single-ancilla qubit
padding. Y; := [21%] mod 2 is an odd number of qubits in the ith layer when divided by a power of two.

Padding Methods Layer-wise qubit padding Single-ancilla qubit padding
Ancillary qubits Sty 1
Circuit depth S @L+1) =1y, S @L+1) =1y,
Parameter-sharing on Yo (i +1) S (li+1)

Parameter-sharing off S N([o55] + V) (L + )+l +1 S5 (B + V)l + 3)) + 1 +1

Table 3: Comparison of the number of ancillary qubits, circuit depth, and total number of parameters for
each padding method with different ansatz sets based on five initial input qubits.

Padding Methods Ancillary qubits  Circuit depth Parameter-sharing on Parameter-sharing off
ansatz set 1 ansatz set 2 ansatz set 1 ansatz set 2
Classical data padding 3 8 12 45 40 195
Skip pooling 0 10 12 45 26 135
Layer-wise qubit padding 2 8 12 45 34 165
Single-ancilla qubit padding 1 8 12 45 34 165

In this section, we present numerical experimental results that evaluate the performance of QCNNs with
various padding methods for binary classification tasks in a noiseless environment. Tables 1 and 2 summarize
the number of ancillary qubits, circuit depth, and number of parameters required for the naive and proposed
methods. Classical data padding and skip pooling methods exhibit a significant difference in terms of the
utilization of ancillary qubits. Specifically, classical data padding maximally uses ancillary qubits to apply
a natural QCNN algorithm, whereas skip pooling does not use any ancillary qubits. However, skip pooling
poses a potential drawback in the form of a potential increase in circuit depth, which affects computational
power and runtime. Additionally, the use of fewer qubits results in the use of fewer parameters when they
are not shared by each layer. However, the qubit padding method can apply an efficient QCNN algorithm
with fewer qubits. Because the single-ancilla qubit padding method uses only one ancillary qubit, it does
not incur additional circuit depth and offers the advantage of utilizing a slightly larger number of parameters
than the skip-pooling method.

The simulation results were based on experiments using two different ansatz sets, denoted as ansatz set 1
and ansatz set 2. Table 3 lists the number of ancillary qubits, circuit depth, and parameters when applying
different ansatz sets to the QCNN. All convolutional layers were used only once, and without loss of generality,



the circuit depth was obtained by setting the convolution and pooling gate depths to 1. We obtained results
from 10 repeated experiments with randomly initialized parameters for each ansatz set. The performance
of the QCNN model was evaluated using the mean squared error (MSE) loss function. Model parameters
were updated using the Adam optimizer [44]. The learning rate and batch size were set to 0.01 and 25,
respectively. Training was performed with 10 and 50 epochs on the MNIST and Breast Cancer datasets,
respectively.

Table 4: QCNN model performance with various padding methods constructed using ansatz set 1. Mean
accuracy and standard deviation of classification for 0 & 1 and 5 & 6 in the MNIST dataset, as well as
whether tumors were malignant or benign in the Breast Cancer dataset. The mean and standard deviation
were obtained from 10 repeated experiments with parameters initialized randomly.

Padding Methods Parameters  MNIST 0 & 1 MNIST 5 & 6 Breast Cancer
Zero-data padding Shared 0.9127 + 0.0283  0.8040 £ 0.0305 0.7085 £ 0.0548
Not shared 0.9760 + 0.0101  0.9175 + 0.0168 0.8021 + 0.0366

Periodic-data padding Shared 0.9024 + 0.0358 0.8078 + 0.0280 0.6851 + 0.0764
Not shared 0.9729 + 0.0094 0.9247 + 0.0092 0.7521 £ 0.0578

Layer-wise ancilla Shared 0.8982 £ 0.0410 0.8147 £ 0.0299 0.7095 + 0.0486
Not shared 0.9729 + 0.0157 0.9222 + 0.0123  0.7723 +£ 0.0236

Single-ancilla Shared 0.9175 + 0.0257  0.8254 + 0.0454 0.7468 + 0.0378
Not shared 0.9859 + 0.0059 0.9297 + 0.0164 0.7808 £ 0.0310

Skip Pooling Shared 0.9176 + 0.0298 0.8613 + 0.0274 0.7659 £ 0.0563
Not shared 0.9834 + 0.0057 0.9347 £ 0.0121 0.7882 +£ 0.0466

Table 5: QCNN model performance with various padding methods constructed using ansatz set 2. Mean
accuracy and standard deviation of classification for 0 & 1 and 5 & 6 in the MNIST dataset, as well as
whether tumors were malignant or benign in the Breast Cancer dataset. The mean and standard deviation
were obtained from 10 repeated experiments with parameters initialized randomly.

MNIST 0 & 1

MNIST 5 & 6

Breast Cancer

0.9806 £+ 0.0189
0.9962 £ 0.0014

0.9142 £+ 0.0134
0.9666 + 0.0045

0.7399 £+ 0.0510
0.8095 £ 0.0373

0.9749 £ 0.0097
0.9964 £+ 0.0013

0.9081 £ 0.0128
0.9668 £ 0.0058

0.7138 £ 0.0559
0.7850 £ 0.0483

0.9782 £ 0.0060
0.9952 £ 0.0029

0.9248 £ 0.0153
0.9566 & 0.0087

0.7425 £+ 0.0324
0.8021 + 0.0429

0.9886 + 0.0048
0.9962 £+ 0.0027

0.9307 £+ 0.0114
0.9669 £ 0.0072

0.7712 £ 0.0617
0.8122 £ 0.0358

Padding Methods Parameters

Zero-data padding Shared
Not shared

Periodic-data padding Shared
Not shared

Layer-wise ancilla Shared
Not shared

Single-ancilla Shared
Not shared

Skip Pooling Shared
Not shared

0.9903 £ 0.0061
0.9969 & 0.0016

0.9459 £ 0.0062
0.966 &= 0.0034

0.7744 £ 0.0368
0.8155 £ 0.0311

Table 4 lists the average accuracies and standard deviations of the binary classification task on the
MNIST (labels 0 & 1 and 5 & 6) and Breast Cancer datasets obtained using ansatz set 1. Both single-
ancilla qubit padding and skip pooling achieved superior accuracy across the two datasets. For example, for
labels 0 & 1 in the MNIST dataset, single-ancilla qubit padding with shared parameters achieved an average
accuracy of 0.9175 (£ 0.0257), whereas skip pooling showed an accuracy of 0.9176 (+ 0.0298). Such a trend
was consistently observed in all other test cases, indicating the effectiveness of these methods in handling
classification tasks with greater precision. However, the other padding methods, although still effective, did
not attain the same levels of accuracy as single-ancilla qubit padding and skip pooling. Table 5 lists results
obtained using ansatz set 2. Single-ancilla qubit padding and skip pooling consistently achieved higher
performance. For example, in the Breast Cancer dataset, single-ancilla qubit padding achieved an average
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Table 6: Average error rates for the IBMQ device, JaKarta used in this experiment.

1-qubit Depolarizing 2-qubit Depolarizing 1-qubit Gate Length 2-qubit Gate Length Ty Ts
0.0004 0.0126 35.56 (ns) 327.11 (ns) 128.43 (us) 33.85 (us)

accuracy of 0.7712 (£ 0.0617) and skip pooling achieved 0.7744 (+ 0.0368), showing better results with fewer
qubits. Although skip pooling is efficient in terms of qubit usage and performance, it results in a deeper
circuit that may be more susceptible to noise, particularly in existing noisy quantum devices. In contrast,
single-ancilla qubit padding is more robust to noise, potentially making it more suitable for implementation
on quantum devices. This will be demonstrated in the following section.

4.3 Simulation with noise

We conducted an additional experiment to evaluate the impact of noise in a quantum computing envi-
ronment on the performance of QCNN algorithms. In particular, we considered the influence of circuit depth
on error accumulation in quantum computation by comparing performance between the single-ancilla qubit
padding and skip pooling methods. The noise simulations focused on types of noise that closely relate to
circuit depth, and state preparation and measurement errors (SPAM) were excluded, as they were beyond the
scope of our interest in this study. We considered various types of noise in quantum devices, such as depolar-
ization errors, gate lengths, and thermal relaxation, but not the physical connectivity of qubits. Appendix
Appendix B provides details of the noise circuits used in this experiment.

—4— skip-pooling —4— skip-pooling —4— skip-pooling
-#- single-ancilla 0.90 -$- single-ancilla -4- single-ancilla
0.95

Accuracy

noise x1 noise x2 noise x3 noise x4 noise x5 noise x1 noise x2 noise x3 noise x4 noise x5 noise x1 noise x2 noise x3 noise x4 noise x5

(a) MNIST 0 & 1 (b) MNIST 5 & 6 (c) Breast cancer

Fig. 6: Test results of QCNN model with skip pooling and single-ancilla qubit padding constructed with
ansatz set 2. The depolarizing errors and gate lengths were increased from their original values (x1) up to
a maximum of (x5). The solid blue line represents skip pooling, whereas the dashed red line denotes single-
ancilla qubit padding. The mean and standard deviation were obtained from 10 repeated experiments with
parameters initialized randomly. (a) shows the average accuracy and standard deviation of classification for
0 & 1 in the MNIST dataset, (b) shows the average accuracy and standard deviation of classification for 5 &
6 in the MNIST dataset, and (c) shows the average accuracy and standard deviation of classification for the
Breast Cancer dataset.

We used the noise parameters observed from IBMQ Jakarta, a real quantum device, to simulate a realistic
noise model. Table 6 lists the average error rates observed on IBMQ Jakarta. To evaluate the influence of a
range of noise levels, we performed experiments with depolarizing errors and gate lengths ranging from one
to five times the original values. This multiplication was applied consistently over 10 repeated experiments
with randomly initialized parameters, and the results are shown in Figure 6. For the MNIST dataset, as
the noise level increased, single-ancilla qubit padding exhibited a smaller degradation in accuracy than skip
pooling. For the Breast Cancer dataset, performance did not change significantly as noise increased, as the
label ratio was approximately 6:4. These results demonstrate that the proposed method provides an optimal
solution for constructing an efficient QCNN architecture with minimal resource overhead, maintaining robust
performance despite noise and imperfections.
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5 Extension to Multi-Qubit Quantum Convolutional Operations

An arbitrary unitary operation acting on n qubits, which is an element in the SU(2") group, can be
specified using 4™ —1 real parameters. This implies that the number of elementary gates required to implement
an arbitrary n-qubit unitary operation increases exponentially with n. Therefore, minimizing the number of
qubits involved in a quantum convolutional operation is beneficial in practice. This is a primary motivation
for designing quantum convolutional operations that act on only two qubits, as considered in this study.
However, quantum convolutional operations can theoretically act on any n number of qubits. In general,
the quantum circuit depth of any given convolutional layer, denoted by [, is greater than or equal to n (i.e.,
I > n), and equality is satisfied only when the quantum convolutional layer consists of an qubits where
a € Z is a positive integer (i.e., m is a positive-integer multiple of n). Therefore, if the number of qubits in
a quantum convolutional layer, denoted by m, is not an integer multiple of n, the circuit depth of the given
convolutional layer can be minimized at the cost of introducing n’ < n ancilla qubits such that m +n’' = an.

For example, consider a quantum convolutional layer consisting of m = 7 qubits where each quantum
convolutional operation acts on n = 3 qubits. By utilizing n’ = 2 ancilla qubits, the circuit depth of the
quantum convolutional layer can be minimized to three.

6 Conclusions

In this study, we designed a QCNN architecture that can handle arbitrary data dimensions. Using qubit
padding, we optimized the allocation of quantum resources through the efficient use of ancillary qubits. Our
method not only reduces the number of ancillary qubits, but also optimizes the circuit depth to construct an
efficient QCNN architecture. This results in an optimal solution that is computationally efficient and robust
against noise. We benchmarked the performance of our QCNN using both naive methods and the proposed
methods on the MNIST and Breast Cancer datasets for binary classification. In simulations without noise,
both skip pooling and our proposed single-ancilla qubit padding method achieved high accuracy in most cases.
We also compared performance between single-ancilla qubit padding and skip pooling in a noisy simulation,
using the noise model and parameters of an IBM quantum device. Our results demonstrate that as the noise
level increases, single-ancilla qubit padding exhibits less performance degradation and lower sensitivity to
variation. Therefore, the proposed method serves as a fundamental building block for the effective application
of QCNN to real-world data of arbitrary input dimension.
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Appendix A Quantum Gates Definition

The single qubit rotation about the Y and Z axis of the Bloch sphere is defined as follows:

0 cosd —sinf A e~z
Ry (0) = exp (—22Y> = (sin§ cos & ) , Rz(\) =exp (—12Z> =\ 0 2

The SX gate, which is the square root of the single-qubit X gate, is defined as follows:

SX—\/)?—;(l—i_l 1—Z>.

[N

1—4 1+
Morevoer, the arbitrary single qubit unitary Us is defined as follows:

0 iX qiny O
cos 5 —ersing
— 2 2

Us(0,¢,A) = (eicﬁ sin g €9+ cos ;’) '

The two-qubit controlled operation CU is defined as follows:
CU =10X0|® I +|1X1| @ U.

For the CX gate, U becomes the X gate, which is a single-qubit bit-flip gate. For the CRY and CRZ gates,
U represents the single-qubit rotation around the y or z axis of the Bloch sphere corresponding to the RY
or RZ gate, respectively.

Appendix B Noise model

Appendix B.1 Quantum Noise Channels

In this section, we introduce three types of errors that are prevalent in quantum computing: (1) depolar-
izing errors, (2) thermal relaxation errors, and (3) state preparation and measurement errors (SPAM).
Appendix B.1.1 Depolarizing errors

Depolarizing channels are simple noise models used in quantum systems. If a single qubit is depolarized
with probability p, it is completely replaced by a mixed state é The qubit is left untouched with probability
1 — p. The resulting quantum state is

E(p) = % + (1 =p)p.

Depolarizing channels can be extended to quantum systems in more than two dimensions. In the case of a
quantum system with d dimensions, the depolarizing channel replaces the quantum state with a completely
mixed state é with a probability of p, and leaves the state untouched otherwise. The quantum operation is

E(p) = % + (1 =p)p.

Let us now consider the case of a single qubit. Assuming that three types of errors occur with probability
p1 - bit flips, phase flips, and both bit and phase flips - the depolarizing channel can be represented by the
following operator:

3
p—Ep(p) =Y Kipk],
=0

Ko=T=pl K = [ 5X K =\ [BY. K =[5 2,

where p denotes the density matrix of the qubit.
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Appendix B.1.2 Thermal relaxation errors

Thermal relaxation is a phenomenon wherein a system prepared in a higher-energy state spontaneously
releases energy over time and settles into a ground state owing to interactions with its environment. This
phenomenon is governed by the relaxation times 77 and T5, which indicate the time required for the system
to decay from the excited state to the ground state and that required for qubit dephasing, respectively. We
also have the average execution time for each type of quantum gate g, denoted 7y. A reset error is likely to
occur, and the weights that determine which of the two equilibrium states (|0) or |1)) it tends toward, called
the excited-state population (0 < p. < 1), can be calculated as follows:

-1
e (o))

where T is the temperature in K, f is the qubit frequency in Hz, kp is Boltzmann’s constant (eV K1), and h is
Planck’s constant (eV's). If the frequency f — oo or temperature T — 0, the excited state population is zero.
As T = 0 in our noise model, we consider p. = 0. We can define e, = exp {—T,/T1} and e, = exp {—T,/T>}
as the error rates at which relaxation and dephasing will be applied after the gate is applied to each qubit.
The reset probability can then be defined as preser =1 — €.

If To < T3, the thermal relaxation channel is a probabilistic mixture of the reset operations and unitary
errors, which can be expressed as

Pz = (1 — Preset)(1 — en, /er,) /2,
Pro = (1 = pe)Preset;

Pr1 = PePreset

Pid =1—pz — pro — Dr1-

This can be represented using a Kraus matrix:

1 0 1 0 1 0
KO:\/l_pz_pTO_prl |:0 1:|>K1:\/]TZ|:O 1:|5K2:\/pr0 |:0 O:|>

0 1 0 0 0 0
K3 = +/Pro |:O 0:| 7K4 = VPr1 |:1 O:| 7K5 = VPri |:0 1:| )

where p,o € [0, 1] is the probability of a reset to 0, p,1 € [0, 1] is the probability of a reset to 1, and p, € [0, 1]
is the probability of a phase-flip (Pauli Z) error.

If T5 > T, the thermal relaxation channel can be described by the Choi-matrix representation. The Choi
matrix is expressed as

1-— DPeDreset 0 0 €Ty
A _ 0 PePreset 0 0
0 0 (1 - pe)preset 0

6T2 0 0 1- (1 - pe)preset

Appendix B.1.3 State preparation and measurement errors

SPAM errors can occur during the preparation (initialization) of a quantum state, and during the mea-
surement of the final quantum state. In IBM Quantum, the initial state is |0). However, we can start from
a different initial state, with the computational process used to run the algorithm to obtain this initial state
leading to errors. The probability of measurement error is defined as P(i|j), where j is the true ideal mea-
surement outcome, ¢ is the noisy measurement outcome, and ¢ and j are the integer representations of bit
strings. Because we were only interested in circuit depth, we did not consider SPAM errors as part of the
main run in our noise model.

Appendix B.1.4 Noise simulation

In quantum devices, directly executed circuits contain single- and two-qubit gates. The gate in our
experiment was compiled into the basis gate set of quantum hardware, including the identity gate (ID),
rotation-Z gate (RZ), root-X gate (SX), X gate (X), U3 gate (U3), and two-qubit controlled-X gate (CX).
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Fig. B.7: Example of noise model with a five-qubit QCNN structure. The depolarizing channel (DC) is
applied after every gate. The thermal relaxation channel (TRC) is applied after the DC. Because other
qubits are also exposed to thermal relaxation time during gate operations, the TRC is applied equally to all
qubits. We ignored SPAM errors, which occur during data embedding and measurement.

Single- and two-qubit gate errors consist of a depolarizing channel followed by a thermal relaxation channel.
All quantum channels were applied independently, and their combination was computed by constructing
error operators on the circuit gates. The experimental circuit was executed on PennyLane using the noise
information obtained from an IBM quantum device [45]. Figure B.7 illustrates a depolarizing channel and a
thermal relaxation channel applied to single- and two-qubit gates in a five-qubit quantum circuit.
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