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LOCAL SMOOTHING FOR THE HERMITE WAVE EQUATION

ROBERT SCHIPPA

Abstract. We show local smoothing estimates in Lp-spaces for solutions to
the Hermite wave equation. For this purpose, we obtain a parametrix given by
a Fourier Integral Operator, which we linearize. This leads us to analyze local
smoothing estimates for solutions to Klein-Gordon equations. We show ℓ2-
decoupling estimates adapted to the mass parameter to obtain local smoothing
with essentially sharp derivative loss. In one dimension as consequence of
square function estimates, we obtain estimates sharp up to endpoints. Finally,
we elaborate on the implications of local smoothing estimates for Hermite
Bochner–Riesz means.

1. Introduction

In the following we consider local smoothing estimates for solutions to the wave
equation with Harmonic potential, which is referred to as Hermite wave equation:

(1)

{
∂2t u = ∆u− |x|2u, (x, t) ∈ Rd × R,
u(0) = u0 ∈ Lps(R

d), u̇(0) = 0.

Above d ≥ 1, s ≥ 0, and Lps(R
d) denotes the Lp-based Sobolev space of order s. We

denote with H = −∆ + |x|2 the Hermite operator, which is presently regarded as
an unbounded operator on L2(Rd). It has discrete spectrum and its eigenfunctions
are the explicitly known Hermite eigenfunctions.

By local smoothing estimates for solutions u to (1) we mean space-time Lp-
estimates

(2) ‖u‖Lp
t,x([0,1]×Rd) . ‖u0‖Lp

s(Rd).

The study of local smoothing estimates for solutions to the Euclidean wave
equation was initiated by Sogge [46]. For context we recall that the fixed-time
Lp-estimates for solutions to the Euclidean wave equation

(3)

{
∂2t v = ∆v, (x, t) ∈ Rd × R,
v(0) = v0, v̇(0) = 0

read due to Peral and Miyachi [39, 37]

‖v(t)‖Lp
x(Rd) . ‖v(0)‖Lp

sp(R
d)

with sp = (d− 1)
∣∣1
2 − 1

p

∣∣ for p ∈ (1,∞).

Sogge observed that Bourgain’s proof of the circular maximal theorem in two
dimensions [7] implies improved space-time Lp-estimates for solutions to (3):

‖v‖Lp
t,x([0,1]×R2) . ‖v(0)‖Lp

sp−ε(R
2) for 2 < p <∞.

It is conjectured that

‖v‖Lp
t,x([0,1]×Rd) . ‖v(0)‖Lp

sp−σp
(Rd)
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for 2d
d−1 < p <∞ with σp <

1
p . For a recent exhaustive review we refer to [4].

The local smoothing conjecture is known to imply as well the Bochner-Riesz
as the restriction conjecture. Both are still open in dimensions greater than 2.
Hence, the proof of sharp local smoothing estimates is an extremely difficult prob-
lem and has only been accomplished for d = 2 by Guth–Wang–Zhang [25]. In
higher dimensions the currently best range for sharp local smoothing estimates
follow from ℓ2-decoupling due to Bourgain–Demeter [9]; see references therein for
previous progress. Decoupling estimates were conceived by Wolff [53] (see also [30])
to make progress on the local smoothing conjecture. Let

Ecf(x, t) =
∫

Rd

ei(x·ξ+t|ξ|)f(ξ)χ1(ξ)dξ

denote the Fourier extension operator for the cone; χ1 denotes a smooth version of
the indicator function of the unit annulus. The decoupling estimates at the critical

index p = 2(d+1)
d−1 read

(4) ‖Ecf‖Lp
t,x(Bd+1(0,R)) .ε R

ε
( ∑

θ:R− 1
2 −sector

‖Ecfθ‖2Lp
t,x(wBd+1(0,R))

) 1
2 .

Above wBd+1(0,R) denotes a weight adapted to Bd+1(0, R) with high polynomial
decay (say 100d) off Bd+1(0, R). This implies local smoothing estimates for the

Euclidean wave equation for p ≥ 2(d+1)
d−1 with derivative loss sharp up to endpoints.

Guth–Wang–Zhang [25] proved the local smoothing conjecture for d = 2 by means
of a sharp square function estimate combined with a maximal function estimate;
the latter being more classical [38, 18, 14]. For recent progress in higher dimensions
beyond ℓ2-decoupling (though not with the sharp order of derivatives) we refer to
[20, 5].

We digress for a moment to compare local smoothing estimates for the Hermite
wave equation to smoothing estimates for solutions to wave equations on compact
Riemannian manifolds (M, g):

(5)

{
∂2t u = ∆gu, (t, x) ∈ R×M,
u(0) = u0 ∈ Lps(M), u̇(0) = 0.

One approach to local smoothing estimates for solutions to (5) is based on the
Fourier Integral Operator (FIO) representation of the parametrix for the half-wave
equation:

(6) u(t, x) =

∫
eiφ(x,t;ξ)a(x, t; ξ)û0(ξ)dξ +Rtu,

where φ solves the eikonal equation with p(x, ξ) = |ξ|g(x) =
√
gij(x)ξiξj . Here g de-

notes the Riemannian metric in local coordinates, and Rt an L
p-bounded remainder

term.

Beltran–Hickman–Sogge [3] showed that the decoupling estimates (4) transpire
to the FIO described by (6); see also [44, Chapter 7] in the context of variable-
coefficient Schrödinger propagation. The proof leans on induction-on-scales, which
is facilitated by the self-similar structure of the decoupling estimates. On sufficiently
small scales, the FIO admits a pointwise approximation by its linearization. The
linearization can be decoupled via the Bourgain–Demeter [9] result. For further
progress on local smoothing estimates for wave equations on Riemannian manifolds
see [21, 45]. It is important to note that in case of Riemannian manifolds (M, g),
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the range of Lp-spaces, for which local smoothing estimates are expected, is strictly
smaller for dim(M) ≥ 3 than in the Euclidean case as pointed out in examples by
Minicozzi–Sogge [35].

The parametrix for solutions to the Hermite half-wave equation is given by

(7) u(t, x) =

∫
eiφ(x,t;ξ)a(x, t, ξ)û0(ξ)dξ,

where φ solves the eikonal equation with principal symbol p(x, ξ) =
√
|x|2 + |ξ|2:

{
∂tφ(x, t; ξ) = p(x,∇xφ),
φ(x, 0; ξ) = 〈x, ξ〉.

It suffices to show local smoothing estimates for u given by (7) under the phase
space localization {|x− x0| . 1} and {|ξ| ∼ N}. Indeed, the Hamilton flow is given
by

(8)





ẋt = ξ√
|x|2+|ξ|2

,

ξ̇t = − x√
|x|2+|ξ|2

.

Note that |x|2 + |ξ|2 is a conserved quantity. Moreover, (8) indicates finite speed
of propagation. When we consider a compact time interval, we can localize the
solution in space on the same scale. Secondly, the frequencies are not changing
essentially. If the frequencies are initially localized at scale N , at any point x ∈ Rd,
|ξ̇t| . 1. This means that the frequencies do not essentially change their modulus

nor their directions, which corresponds to a difference in angle of size N− 1
2 ; we refer

to [26, Section 5.2] for related considerations.
We remark that in one dimension Greiner–Holcman–Kannai [22] obtained an

explicit solution formula for
{

∂2t u = ∂2xu− |x|2u, (t, x) ∈ R× R,
u(0) = 0, u̇(0) = δ0.

Above δ0 ∈ S ′(R) denotes the δ-distribution at the origin. The representation in
[22, Proposition 7] involves a contour integral and establishes a sharp form of finite
speed of propagation. Kannai [28] obtained another less implicit expression of the
fundamental solution. We remark that in dimensions d ≥ 2 d’Ancona–Pierfelice–
Ricci [15] proved the dispersive properties of the Euclidean wave equation on the
unit time scale by Dirichlet series estimates. However, for the following considera-
tions a parametrix given by Fourier Integral Operators seems most tractable, and
we hope that the present construction can be used for related problems.

Compare (8) to the Hamilton flow associated to the half-wave equation on a com-

pact Riemannian manifold with principal symbol p(x, ξ) = |ξ|g(x) =
√
gij(x)ξiξj :





ẋt = g−1ξ
|ξ|g(x)

,

ξ̇t =
(∂xg

ij)ξiξj
|ξ|g(x)

.

We still observe the finite speed of propagation, |ẋt| . 1. However, for |ξ| ∼
N , the angle is only approximately conserved up to times N− 1

2 . This matches
the time-scale on which the variable-coefficient oscillatory integral operator is well-
approximated with the constant-coefficient Fourier extension operator.
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In the Hermite wave case the slow change as well in x as in ξ allows us to linearize
the phase function for times independently of the frequency scale. Moreover, we can
fix the spatial scale to obtain a linearized phase function, which is of Klein-Gordon
type (after normalizing the frequencies |ξ| ∼ 1):

(9) ϕ(ξ) =
√
|ξ|2 +m2.

m depends on the modulus of x0, which is the point in space around which we
linearize, and the frequency scale N .

The analysis of the Klein-Gordon propagation for frequencies |ξ| ∼ N on the
time-scale |t| . 1

Sm2,Nf(x, t) =

∫

Rd

ei(x·ξ+tϕ(ξ))f̂(ξ)χN (ξ)dξ

splits into the wave regime, where m2 . N , the elliptic regime, N . m2 . N3, and
the stationary regime m2 & N3. In the wave regime the propagation is indistin-
guishable from the wave propagation. When m2 increases and becomes comparable
to 1, we are in the elliptic regime: The dispersive effects are strongest and the
derivative loss for local smoothing becomes largest. Finally, for m2 ≫ N the dis-
persive effects decrease again and for m2 & N3, there is essentially no propagation
anymore.

Pointwise Lp-estimates, which are uniform in N and m2 read

‖Sm2,Nf(1)‖Lp(Rd) . Nd
∣∣ 1
2− 1

p

∣∣‖f‖Lp(Rd).

Again, the maximal derivative loss stems from the elliptic regime m ∼ N . Integra-
tion in Lp in time leads to smoothing. Based on the Knapp examples from Section
4, the local smoothing conjecture for the Klein–Gordon equations after frequency
localization reads

‖Sm2,Nf‖Lp
t,x([0,1]×Rd) . Ns‖f‖Lp(Rd)

for

s ≥ max(d
∣∣1
2
− 1

p

∣∣− 1

p
, 0).

Note that although strictly speaking the Knapp examples only apply to the lin-
earized evolution of the Hermite wave equation, it is not too difficult to reverse
the linearization by another Fourier series argument. This argument has many pre-
cursors, and we exemplarily refer to Beltran–Hickman–Sogge [3, Lemma 2.6] for
details. We are led to the following:

Conjecture 1.1 (Local smoothing conjecture for the Hermite wave equation). Let
d ≥ 1, 2 < p <∞, and 0 < T <∞. Let u be a solution to (1). The estimate

‖u‖Lp
t,x([−T,T ]×Rd) .T ‖u0‖Lp

s(Rd)

holds provided that

s ≥ max
(
d
∣∣1
2
− 1

p

∣∣− 1

2
, 0
)
.

By means of linearizing the parametrix from Section 2 and 3, the proof will
follow from local smoothing estimates for Klein-Gordon equations with dispersion
relation given by (9). For the Schrödinger equation, Rogers [42] showed that local
smoothing estimates

‖eit∆u0‖Lp
t,x([0,1]×Rd) . ‖u0‖Lp

s(Rd)
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for p ≥ 2(d+1)
d and s > 2d

(
1
2 − 1

p

)
− 2

p are equivalent to Fourier extension estimates

‖
∫

{|ξ|≤1}
ei(x·ξ+t|ξ|

2)f(ξ)dξ‖Lp
t,x(Bd+1(0,R)) .ε R

ε‖f‖Lp.

So, for the Schrödinger equation the restriction and local smoothing conjecture are
indeed equivalent. Consequently, for Klein-Gordon equations we expect that prov-
ing the sharp local smoothing range is at least as hard as the restriction conjecture
for more general elliptic surfaces.

Further remarks on local smoothing estimates for Schrödinger-like equations are
in order: For fractional Schrödinger evolutions we refer to the work by Rogers–
Seeger [43], in which moreover Lp-maximal estimates were proved. Lee–Rogers–
Seeger [33] further elaborated on equivalence of Fourier restriction and local smooth-
ing estimates for the Schrödinger equation. On the other hand, it appears that
assuming the phase space localization {|x| ∼ |ξ| ∼ N}, the above result can be
improved using Bochner–Riesz square function estimates; see [19, 32].

Next, we discuss our progress on Conjecture 1.1. Once we have linearized the
parametrix, we rely on square function and decoupling estimates to obtain local
smoothing with derivative loss sharp up to endpoints. In one dimension, we combine
a square function estimate in L4, which is adapted to m2 = |x0|2/N4 with Kakeya
maximal function estimates to prove the conjecture up to the endpoint:

Theorem 1.2 (Local smoothing in one dimension). Let 2 < p <∞, s > max(12 −
2
p , 0), and u0 ∈ Lps(R). Let u be a solution to (1). Then the following estimate

holds:

(10) ‖u‖Lp
t ([0,1],L

p
x(R)) .s ‖u0‖Lp

s(R).

With the linearization described above in mind, we recover for essentially com-
pactly supported initial data the local smoothing estimates for the wave propaga-
tion:

Theorem 1.3. Let d ≥ 2 and u0 ∈ C∞
c (Rd). Suppose that u0 is supported in a ball

of radius R centered at the origin, and let u be the solution to (1). Then it holds:

‖u‖Lp
t ([0,1],L

p
x(Rd)) .R ‖u0‖Lp

s(Rd)

provided that

p ≥ 2(d+ 1)

d− 1
and s > (d− 1)

(1
2
− 1

p

)
− 1

p
.

Under the assumption on the phase space localization, we find the linearization
to resemble the Euclidean wave propagation. Then we can apply the Bourgain–
Demeter decoupling estimates (4) for the cone. We remark that in the case d = 2
we can as well use the square function estimate due to Guth–Wang–Zhang [25] and
maximal estimates to show local smoothing sharp up to endpoints.

If we do not impose a phase space localization of the solution, the elliptic regime
{|x| ∼ |ξ| ∼ N} will make a contribution. In this case the derivative loss will be
increased compared to Theorem 1.3:

Theorem 1.4. Let d ≥ 2 and u be a solution to (1). Then the following estimate
holds:

(11) ‖u‖Lp
t,x([0,1]×Rd) . ‖u0‖Lp

s(Rd)
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provided that

p ≥ 2(d+ 2)

d
and s > d

(1
2
− 1

p

)
− 1

p
.

For the proof we linearize and apply the decoupling theorem for elliptic surfaces.
We show new decoupling estimates for elliptic surfaces, which are degenerate in the
radial direction.

We supplement the results with examples, which show that the derivative loss
cannot be improved. It seems reasonable to conjecture based on the local smoothing
estimates for Schrödinger equations that (11) remains valid for

p ≥ 2(d+ 1)

d
and s > d

(1
2
− 1

p

)
− 1

p
.

In this context, we comment on local smoothing estimates for the Hermite oper-
ator:

‖eitHf‖Lp
t,x([−c,c]×Rd) . ‖f‖Lp

s(Rd).

It turns out that for c < π
4 , these are equivalent to the local smoothing estimates for

the Schrödinger equation. This can be seen from the pseudo-conformal transform,
also known as lens transform (cf. [52, 10, 49]).

The lens transform allows us to compare the solutions to the initial value problem
with Hermite potential

{
i∂tu+Hu = 0, (t, x) ∈ (−π

4 ,
π
4 )× Rd,

u(0) = u0

to the solutions to the Schrödinger equation without potential:

u(t, x) =
( 1

cos(2t)

) d
2 v

( tan(2t)
2

,
x

cos(2t)

)
e−i

|x|2 tan(2t)
2 .

Here v denotes the solution to the Cauchy problem for the Schrödinger equation:
{
i∂tv +∆v = 0, (t, x) ∈ R× R

d,
v(0) = u0

Consequently, for c < π
4 it holds:

‖u‖Lp
t,x([−c,c]×Rd) .c ‖v‖Lp

t,x([−C,C]×Rd), C =
tan(2c)

2
,

and we can use the smoothing estimates for the Schrödinger equation due to Rogers
[42]. It is an interesting question to consider smoothing estimates for c ≥ π

4 . By
the above, one could surmise that these correspond to global-in-time smoothing
estimates for the Schrödinger equation. We remark that Bongioanni–Rogers [6]
investigated the following smoothing estimates for T <∞:

‖eitHf‖Lp
x(Rd,L2

t([0,T ])) . ‖〈H〉−sf‖L2(Rd).

We end the article by pointing out the relevance of Conjecture 1.1 for the cor-
responding Bochner–Riesz problem. In Section 7 we argue how local smoothing
estimates have implications for the Bochner–Riesz means of the Hermite operator:

Bαλ(H)f =
(
1− H

λ

)α
+
f, x+ = max(x, 0).

We consider estimates for α > 0, which are uniform in λ ≥ 1. In one dimension
this recovers the classical result due to Askey–Wainger [2] up to endpoints, which
states that for p = 4 it holds Lp-boundedness of Bαλ(H) for any α > 0. In higher
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dimensions Conjecture 1.1 implies that the critical Lp-space, p > 2, for Bαλ (H) to

be bounded for α > 0 is given by pc =
2(d+1)
d , which is lower than the one from the

Euclidean Bochner–Riesz conjecture given by pc = 2d
d−1 . This matches the recent

examples of Lee–Ryu [34], who showed that summability of the global Bochner–
Riesz means for the Hermite operator deviates from the Euclidean summability
index. We shall see that even for the phase function obtained by Lee–Ryu [34]
for local Hermite Bochner–Riesz means a certain curvature condition [8, 23] fails
in general. This indicates by recent results of Guo–Wang–Zhang [23] that the
summability properties for local Hermite Bochner–Riesz means are inferior to the
ones for Euclidean Bochner–Riesz means as well.

Basic notations:

• S(Rd) denotes the Schwartz functions, i.e.,

S(Rd) = {f ∈ C∞(Rd;C) : ∀α, β ∈ N
d
0 : sup

x∈Rd

|xα∂βx f(x)| <∞}.

S ′(Rd) denotes the space of tempered distributions.

• · : Rd × Rd → R denotes the scalar product in Rd, i.e., x · y =
∑d
i=1 xiyi.

• Lps denotes the Lp-based Sobolev space of order s given by

Lps(R
d) = {f ∈ Lp(Rd) : 〈D〉sf ∈ Lp(Rd)}

with 〈D〉s denoting the Bessel potential.
• Capital numbers N,M, . . . ∈ 2N0 typically denote dyadic numbers.
• PN denotes the smooth projection in Fourier space to frequencies of size N .
• PN denotes the projection to Hermite eigenfunctions with eigenvalues com-
parable to N2.

• A β-sector Sβ is a subset of the unit annulus with aperture β and length 1.
Suppose that it is centered around the line with direction ν ∈ Sd−1. Then
it admits the parametrization

Sβ = {ξ ∈ R
d : |ξ| ∈ [1/2, 2],

∣∣ ξ
|ξ| − ν

∣∣ ≤ β}.

• An (α, β)-sector Sα,β is a subset of the unit annulus with aperture β and
radial length α. Suppose that it is angularly centered at ν ∈ Sd−1 and
radially at r ∈ [1/2, 2]. Then it admits the parametrization

Sα,β = {ξ ∈ R
d : |ξ| ∈ [1/2, 2]∩ [r − α

2
, r +

α

2
],
∣∣ ξ
|ξ| − ν

∣∣ ≤ β}.

• Pθ denotes smooth Fourier projection to the set θ ⊆ Rd (e.g. a β-sector).

Outline of the paper. In Section 2 we recall basic facts about Hermite eigen-
functions and spectral localization. In Section 3 we analyze the eikonal equation.
Using arguments related to the proof of the Cauchy-Kowalevskaya theorem we ob-
tain an analytic expansion. We shall see that we can linearize the phase function
after which we obtain a Klein-Gordon-type propagation (9). In Section 4 we work
out Knapp examples, which yield necessary conditions for the local smoothing es-
timate. In Section 5 we show the local smoothing estimates in one dimension given
by Theorem 1.2. In Section 6 we show decoupling estimates for elliptic surfaces
which are degenerate in the radial direction. Based on suitable decoupling esti-
mates, we show Theorem 1.3, which recovers the local smoothing estimates for the
wave propagation in case of essentially compactly supported initial data. Secondly
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we show Theorem 1.4, which covers the elliptic regime as well. Finally, in Section 7
we connect Conjecture 1.1 to global Hermite Bochner–Riesz means and remark on
local Hermite Bochner–Riesz means.

2. Preliminaries

2.1. Hermite eigenfunctions and spectral localization. In the following we
recall basic facts about the Hermite eigenfunctions (cf. [1]). Note that Hd =

−∆d + |x|2 =
∑d

j=1(−∂2j + x2j) decomposes into d commuting one-dimensional

Harmonic oscillators. The one-dimensional oscillator H1 = −∂2x + |x|2 has discrete
spectrum

σ(H1) = {2k + 1 : k ∈ N0}
with L2-normalized eigenfunctions given by

hn(x) = (−1)n(2nn!
√
π)−

1
2 e

x2

2
dn

dxn
e−x

2

.

Consequently, we obtain eigenfunctions to Hd by tensorization

hn(x1, . . . , xd) = hn1(x1) . . . hnd
(xd), n = (n1, . . . , nd) ∈ N

d
0.

These satisfy Hdhn = (2(n1 + . . .+ nd) + d)hn such that we obtain

σ(Hd) = {2k + d : k ∈ N0}.
But note that the eigenspaces are no longer one-dimensional except from the lowest
eigenvalue d. For s ≥ 0, powers Hs and the evolution eitH

s

: L2(Rd) → L2(Rd) are
defined by spectral calculus.

For k ∈ σ(Hd) we define the orthonormal projection pk : L2(Rd) → L2(Rd) to
the eigenspace with eigenvalue k. For N ∈ 2N0 we define

PN =
∑

k∈σ(Hd),
N2

4 ≤k≤4N2

pk, P≤N =
∑

k∈σ(Hd),

k≤4N2

pk.

Here N refers to the spectral localization of
√
H.

We define the standard frequency projection PN : L2(Rd) → L2(Rd), N ∈ 2N0 , as
Fourier multipliers. Let χ0 ∈ C∞

c (Bd(0, 2)) be a radially decreasing function with
χ0(ξ) = 1 for |ξ| ≤ 1, and χ(ξ) = χ0(ξ/2)− χ0(ξ). We define for N ∈ 2N0

(PNf )̂(ξ) = χN (ξ)f̂(ξ), χN (ξ) = χ(ξ/N), (P0f )̂(ξ) = χ0(ξ)f̂(ξ).

2.2. Estimates for low Hermite frequencies. To avoid the singularity of the
symbol p(x, ξ) =

√
ξ2 + |x|2 at the origin x = ξ = 0, we shall only consider initial

data with P≤Cf = 0. The contribution of this part is clearly bounded in Lp:

‖P≤Ce
it
√
Hf‖Lp ≤

∑

k≤C
‖pkeit

√
Hf‖Lp

≤
∑

k≤C
‖pkeitkf‖Lp ≤

∑

k≤C
‖pkf‖Lp . ‖f‖Lp .

In the ultimate estimate we used Lp-boundedness of pk for k ≤ C, which is imme-
diate from hm ∈ S(R), and that there are only finitely many projections k ≤ C1.
Consequently, we suppose in the remainder of the analysis that f = P≥Cf . Let

1The number depends on the dimension though.
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P̃.1 = p̃(x,D) denote a pseudo-differential operator which localizes in phase space

to {|x| + |ξ| . 1}. We can estimate the contribution of the small frequencies as
follows:

‖P≥Ce
it
√
HP̃.1P≥Cf‖Lp ≤

∑

N≫1

‖PNe
it
√
HP̃.1P≥Cf‖Lp

.
∑

N,M≫1

Nm‖PN P̃.1PMf‖Lp .
(12)

Since by [10, Proposition A.5] we have

‖PN P̃.1‖Lp→Lp + ‖P̃.1PN‖Lp→Lp .m N−m,

and clearly ‖PN‖Lp→Lp . N c(d), we can bound

‖PN P̃.1PMf‖Lp . max(N,M)−m‖f‖Lp.

Then the summation over N and M in (12) can be carried out easily.

2.3. Existence of solutions to the eikonal equation. By the above we shall
only consider initial data which have Fourier support away from the origin. We sum-
marize the properties of the approximate solution obtained from the Lax parametrix
[31] and composition of Fourier integral operators:

Proposition 2.1. Let N ≫ 1 and supp(f̂) ⊆ AN = B(0, 2N)\B(0, N/2). Then
the solution to the Cauchy problem

(13)

{
∂2t u = ∆u− |x|2u, (x, t) ∈ Rd × [0, 1],
u(0) = f, u̇(0) = 0

is given by

u(t, x) =

2∑

i=1

∫

Rd

eiφi(x,t;ξ)ai(x, t; ξ)f̂(ξ)dξ +Rtf

where φi solve the eikonal equation:

(14)

{
∂tφi(x, t; ξ) = (−1)i+1p(x,∇xφi),
φi(x, 0; ξ) = x · ξ

with p(x, ξ) =
√
|ξ|2 + |x|2. Moreover, ‖Rt‖Lp→Lp . 1 uniformly in t ∈ [0, 1] and

ai ∈ S0 uniformly in N and t.

This is an instance of [41, Theorem 5.5]. We shall analyze the phase functions
in detail below and remark on the amplitude function in Subsection 2.5.

Due to finite speed of propagation exhibited by the Hamilton flow, as well the
spatial support as the frequency support is essentially preserved by the evolution of
(13). Secondly, by boundedness of Rt in L

p and symmetry of φ1 and φ2 established
through time-reversal, it suffices to analyze the Fourier integral operator given by

u(t, x) =

∫

Rd

eiφ(x,t;ξ)a(x, t; ξ)û0(ξ)dξ

with φ a solution to (14) for i = 1.
In the following we invoke the Cauchy-Kowalevskaya theorem to obtain solutions

to the eikonal equation with p(x, ξ) =
√
|x|2 + |ξ|2:

(15)

{
∂tϕ(x, t; ξ) = p(x,∇xϕ),
ϕ(x, 0; ξ) = x · ξ.

We show the following:
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Proposition 2.2 (Existence of solutions to the eikonal equation). Let (x, ξ) ∈
R2d\0. There are analytic solutions to (15) for (x′, t′, ξ′) ∈ Rd × R × Rd in a ball
B((x, 0, ξ), R) centered at (x, 0, ξ) of radius R comparable to |(x, ξ)|.

Proof. This will be a consequence of the analytic domination argument in the proof
of the Cauchy-Kowalevskaya theorem. We follow the presentation of Evans in [16,
Section 4.6]. Denote the phase-space variables with z = (x, ξ) ∈ R2d and rewrite
the eikonal equation as a linear system:

u =




ϕ(x, t; ξ)
∂x1ϕ(x, t; ξ)

...
∂xnϕ(x, t; ξ)


 =

(
u0

u′

)
.

Note that u has m = n+ 1 components. The eikonal equation is equivalent to the
linear system:

∂tu =




p(x,u′)
∇ξp(x,u

′) · ∂x1u
′ + ∂x1p(x,u

′)
...

∇ξp(x,u
′) · ∂xnu

′ + ∂xd
p(x,u′)


 .

This is rewritten concisely as

∂tu =

n∑

j=1

Bj(x,u
′)∂xju

′ + c(x,u′).

The components of c and Bj are given by p and first order derivatives of p. After
harmless linear translations, we can reduce to finding solutions to the homogeneous
system centered at the origin. The homogeneous system reads

{
∂tu =

∑d
j=1 Bj(x,u

′)∂xju+ c(x,u) for |(z, t)| < r,

u = 0 for |z| < r.

The radius of convergence of Bj and c depends on the centre z0 = (x0, ξ0) of the
ball on which we solve the equation. Indeed, the radius of convergence of the real-
valued scalar function f(a) =

√
r2 + a2 is comparable to r. We require an analytic

majorization of f(z) =
√
(z − z0)2, z ∈ R2d. Note that this function has analyticity

radius r ∼ |z0|. Let Dαf(0) = fα. Moreover, we have the estimate

|fαyα| . |z0| =: C for |y| . |z0|.

This follows from writing

f(z) = |z0|
√( z

|z0|
− z0

|z0|
)2
.

Like in [16] we find the analytic majorization:
{
∂tu

∗ = Cr
r−(x1+...+xn+ξ1+...+ξn)−(u0∗+...+um∗)

(∑
j,l u

l∗
j + 1

)
,

u∗ = 0

with explicit solution given by

u∗ = v∗(x, t; ξ)(1, . . . , 1)t
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for

v∗(x, t; ξ) =
1

m(2n+ 1)

(
r − (x1 + . . .+ xn + ξ1 + . . .+ ξn + t)

− [(r − (x1 + . . .+ xn + ξ1 + . . .+ ξn + t))2 − 2m(2n+ 1)Crt]
1
2

)
.

This is analytic for |(x, ξ)| . |(x0, ξ0)| and |t| . |(x0, ξ0)|. Consequently, for
|(x, ξ)| & 1, we obtain an analytic solution to

{
∂tϕ(x, t; ξ) = p(x,∇xϕ), (x, ξ) ∈ R2d,
ϕ(x, 0; ξ) = x · ξ

for t ∈ [−c, c]. �

2.4. Asymptotics. In the following we use the analyticity to obtain asymptotics
of the solution:

ϕ(x, t; ξ) = x · ξ + t
√
|ξ|2 + |x|2 + E(x, t; ξ).

Let z = (x, ξ) for brevity. Partial derivatives are denoted by ∂αx , ∂
β
ξ , α, β ∈ N

d
0, or

∂γz , γ ∈ N2d
0 . The Hessian is denoted by ∂2xxϕ = (∂2xixj

ϕ)1≤i,j≤d. To analyze the
remainder term, which is formally given by

E(x, t; ξ) =
∑

k≥2

tk

k!
∂kt ϕ(x, 0; ξ),

we iterate the equation and obtain:

∂2t ϕ(x, t; ξ) = ∂ξp(x,∇xϕ)∇x∂tϕ = ∂ξp(x,∇xϕ) · ∇x(p(x,∇xϕ))

= ∂ξp(x,∇xϕ) · [∇xp(x,∇xϕ) + ∂2xxϕ ∇ξp(x,∇xϕ)].
(16)

Note that ∂2xxϕ(x, 0; ξ) = 0 and hence,

∂2t ϕ(x, 0; ξ) =
x · ξ

|x|2 + |ξ|2 .

By induction, we can show the following:

Lemma 2.3. For k ≥ 2, we have the following representation of ϕ solving (14):

(17) ∂kt ϕ(x, t; ξ) =
∑

N1=k,
0≤N2≤k−1

∑

(∗)
cα,β

N1∏

i=1

∂αi
z p(x,∇xϕ)

N2∏

j=1

∂βj
x ϕ(x).

The second sum ranges over

(∗) : (αi)N1

i=1 ⊆ N
2d
0 and (βj)

N2

j=1 ⊆ N
d
0 :

N1∑

i=1

|αi|+
N2∑

j=1

|βj | = 2(k − 1) + 2N2, ∀j : |βj | ≥ 2.

We remark that the terms with N2 = 0 are most important, as these correspond
to terms without factors of ∂γxϕ. For this reason these are the only contributing
terms at t = 0 as |βj | ≥ 2.

As an auxiliary result we require the following:
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Lemma 2.4. Let γ ∈ Nd0, n0 = |γ| ≥ 1. We have the following expansion for ϕ a
solution to (14):

(18) ∂t∂
γ
xϕ(x, t; ξ) =

∑

(∗∗)
dδ,β′∂δzp(x,∇xϕ)

N ′
2∏

j=1

∂
β′
j
x ϕ.

The second sum ranges over

(∗∗) : δ ∈ N
2d
0 : 1 ≤ |δ| ≤ n0

and (β′
j)
N ′

2

j=1 ⊆ N
d
0 : n0 + 2N ′

2 = |δ|+
N ′

2∑

j=1

|β′
j |, ∀j : 2 ≤ |β′

j |.

Proof. This follows from induction on n0 and analyticity of ϕ. For n0 = 1 observe

∂t∇xϕ(x, t; ξ) = ∇x(p(x,∇xϕ)) = ∇xp(x,∇xϕ) + ∂2xxϕ(x, t; ξ)∇ξp(x,∇xϕ).

For the induction step we take a derivative in x of the representation in (18):
When the derivative hits ∂δzp(x,∇xϕ) we obtain

∂x∂
δ
zp(x,∇xϕ) = (∂δz∂xp)(x,∇xϕ) + ∂2xxϕ (∂ξ∂

δ
zp)(x,∇xϕ).

Clearly, the first term is accommodated by raising |δ| → |δ| + 1. For the second
term we have to raise N ′

2 → N ′
2 + 1 as well and note that this term is covered in

the representation (∗∗) for |γ| = n0 + 1.

When the x derivative hits the product
∏N ′

2
j=1 ∂

β′
j
x ϕ, then the number N ′

2 does

not change but we need to raise one β′
j by one. This is covered as well. �

Now we are ready to prove Lemma 2.3.

Proof of Lemma 2.3. For k = 2 the above representation is valid as follows from
(16). Suppose it holds for k ≥ 2. We check the representation for k + 1 by taking
the time derivative of (17): When the time derivative falls on the derivative of p, it
follows

∂t∂
αi
z p(x,∇xϕ) = (∂ξ∂

αi
z p)(x,∇xϕ)(∇xp(x,∇xϕ) + ∂2xϕ∇ξp(x,∇xϕ)).

To accommodate the first term in the expansion for k + 1, we need to increase

N1 → N1 + 1 and
∑N1

i=1 |αi| → ∑N1

i=1 |αi| + 2. To take the second term into

account, increase N1 → N1 + 1,
∑N1

i=1 |αi| →
∑N1

i=1 |αi| + 2 and N2 → N2 + 1,∑N2

j=1 |βj | →
∑N2

j=1 |βj |+ 2.

We turn to the case when the time derivative hits ∂
βj
x ϕ with |βj | ≤ 2k. To ease

notation, let j = 1. In this case we can use Lemma 2.4:

∂t∂
β1
x ϕ(x, t; ξ) =

∑

(∗∗)
dδ,β′∂δzp(x,∇xϕ)

N ′
2∏

j=1

∂
β′
j
x ϕ.

This means we have to increase N1 → N1 +1 and N2 → N2 +N ′
2 and N1

i=1|αi| →N1

i=1

|αi| + |δ|,
∑N2

j=1 |βj | →
∑N2

j=2 |βj | +
∑N ′

2

j′=1 |βj′ |. By the induction assumption we
have

N1∑

i=1

|αi|+
N2∑

j=1

|βj | = 2(k − 1) + 2N2, ∀j : |βj | ≥ 2.
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It follows from Lemma 2.4 that

|δ|+
N ′

2∑

j=1

|β′
j | = |β1|+ 2N ′

2, ∀j : |β′
j | ≥ 2.

Consequently,

N1∑

i=1

|αi|+ |δ|+
N2∑

j=2

|βj |+
N ′

2∑

j=1

|β′
j | =

N1∑

i=1

|αi|+
N2∑

j=1

|βj |+ 2N ′
2

= 2k + 2(N2 − 1) + 2N ′
2

and for all j in the above display, we have |βj |, |β′
j | ≥ 2. The proof is complete.

�

Consequently, evaluating the expression at zero, we obtain

∂kt ϕ(x, 0; ξ) =
∑

1≤N1≤k

∑

∑N1
i=1 |αi|=2(k−1)

cα,0

N1∏

i=1

∂αi
z p(x, ξ).

The terms with N2 ≥ 1 are clearly not contributing because ∂
βj
x ϕ(x, t; ξ) = 0 for

|βj | ≥ 2. For later purposes it will be very useful to have convergence of the modified
series:

(19) B =

∞∑

k=2

tk

k!
bk, bk =

∑

1≤N1≤k

∑

∑N1
i=1 |αi|=2(k−1)

cα,0

N1∏

i=1

|∂αi
z p(x, ξ)|.

To this end, we solve the eikonal equation with different symbol p̃(x, ξ):

(20)

{
∂tϕ̃(x, t; ξ) = p̃(x,∇xϕ̃), (x, t, ξ) ∈ Rd × R× Rd,
ϕ̃(x, 0; ξ) = x · ξ.

We choose p̃ to be a majorization of p around (x0, ξ0) with analyticity radius com-
parable to r = |(x0, ξ0)|. Then we use the above arguments, rewriting the eikonal
equation as a linear system to obtain an analytic solution around (x0, 0, ξ0) with
analyticity radius comparable to r. This solution can be expanded as

ϕ̃(x, t; ξ) = 〈x, ξ〉 + tp̃(x, ξ) +
∑

k≥2

tk

k!

∑

1≤N1≤k

∑

∑N1
i=1 |αi|=2(k−1)

cα,0

N1∏

i=1

∂αi
z p̃(x, ξ).

Consequently, the solution ϕ̃ to (20) yields the convergence of (19).

Remark 2.5. Finally, we remark that the solution to the eikonal equation exists
for t ∈ [−1, 1] choosing the frequency large enough. This follows from rewriting by
homogeneity

ϕN (x′, t′; ξ′) = x′ · ξ′ + t′
√

|ξ′|2 + |x′|2

+
∑

k≥2

(t′)k

Nkk!

∑
∑

k
i=1 |αi|=2(k−1)

cα,0N
2−k

k∏

i=1

∂αi
z p(N

−2x′, ξ′).
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By the analysis of the previous section the expression

∑

k≥2

(t′′)k

k!

∑
∑d

i=1 |αi|=2(k−1)

cα,0

k∏

i=1

∂αi
z p(N

−2x′, ξ′)

converges for |t′′| . 1. This means ϕN (x′, t′; ξ′) exists for times |t′| . N2. This
yields existence of ϕN (x′, t′; ξ′) for |t′| ≤ N choosing N large enough.

2.5. Amplitude. The amplitude is obtained by successively solving transport equa-
tions. The precise form of the amplitudes is not important in the following, and we
refer to [41, Section 5.5] for the construction. We shall need that ai ∈ S0 uniformly
in |(x, ξ)| & 1 and existence of ai for times |t| & 1. This follows again from the
scaling considerations.

3. Linearization and Reduction to Klein-Gordon propagation

3.1. Linearization. We consider |t| . 1, and |x− x0| . 1 by finite speed of prop-
agation. We suppose that {|ξ| ∼ N}. To facilitate the linearization, we normalize
the frequencies to the unit annulus and correspondingly, rescale x and t by N . Let

ϕ(x, t; ξ) = x · ξ + t
√
|ξ|2 + |x|2 +

∑

k≥2

tk

k!
∂kt ϕ(x, 0; ξ).

We define

ϕN (x′, t′; ξ′)

= ϕ(N−1x′, N−1t′, Nξ′)

= x′ · ξ′ +N−1t′
√
N2|ξ′|2 +N−2|x′|2 +

∑

k≥2

(t′)k

Nkk!
(∂kt ϕ)(N

−1x′, 0;Nξ′)

= x′ · ξ′ + t′
√
|ξ′|2 +N−4|x′|2 +

∑

k≥2

(t′)k

Nkk!
(∂kt ϕ)(N

−1x′, 0;Nξ′).

After rescaling, we have {|ξ| ∼ 1} and |t| . N . Invoking finite speed of propagation,
we can actually suppose that {|x− x0| . N}.

To find size and regularity estimates for

∂kt ϕ(x, 0; ξ) =
∑

∑k
i=1 |αi|=2(k−1)

cα,0

k∏

i=1

∂αi
z p(N

−1x′, Nξ′),

we take advantage of homogeneity of p. Write p(z) = |z|, z ∈ R
2d. Note that ∂αz p

is homogeneous of order 1− |α|, and we have the simple estimate

(21) |∂αz p(z)| ≤ 2|α| for |z| & 1 and |α| ≥ 1.

By homogeneity we find

∂αz p(N
−1x′, Nξ′) = N1−|α|∂αz p(N

−2x′, ξ′),
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and we obtain from taking the product by the sum constraint on αi:

k∏

i=1

∂αi
z p(N

−1x′, Nξ′) = Nk−
∑k

i=1 |αi|
k∏

i=1

∂αi
z p(N

−2x′, ξ′)

= N2−k
k∏

i=1

∂αi
z p(N

−2x′, ξ′).

Next, we shall check on which domain we can linearize ϕN (x, t; ξ). By lineariza-
tion we mean an expansion of the oscillatory integral into Fourier extension opera-
tors. Note that the maximal domain we need to consider is |x − x0| . N , |t| . N
by finite speed of propagation. We decompose:

ϕN (x, t; ξ) = x · ξ + t
√
|ξ|2 + |x0|2/N4 + EN (x, t; ξ)

with

EN (x, t; ξ) = t
(√

|ξ|2 + |x|2/N4 −
√
|ξ|2 + |x0|2/N4

)

+
∑

k≥2

N2(1−k)tk

k!
(∂kt ϕ)(N

−2x, 0; ξ)

=: EN1(x, t; ξ) + EN2(x, t; ξ).

For EN (x, t; ξ) we obtain boundedness of the derivatives:

Lemma 3.1. Let N ≫ 1. With notations from above, the following estimate holds:

(22) sup
x∈R

d, |ξ|∼1,
|t|.N, |x−x0|.N

|∂αξ EN (x, t; ξ)| .α,d 1 for 0 ≤ |α| ≤ d+ 1.

Proof. The linear term in t is estimated by noticing

√
|ξ|2 + |x|2/N4 −

√
|ξ|2 + |x0|2/N4 =

(|x|2 − |x0|2)/N4

√
|ξ|2 + |x|2/N4 +

√
|ξ|2 + |x0|2/N4

=
(|x| − |x0|)(|x| + |x0|)/N4

√
|ξ|2 + |x|2/N4 +

√
|ξ|2 + |x0|2/N4

.

Under our assumptions on x, we have
∣∣|x| − |x0|

∣∣ ≤ |x− x0| . N

and the following estimate is likewise easy to see:

|x|+ |x0|√
|ξ|2 + |x|2/N4 +

√
|ξ|2 + |x0|2/N4

. N2.

We find ∣∣t
(√

|ξ|2 + |x|2/N4 −
√
|ξ|2 + |x0|2/N4

)∣∣ . 1.

The following estimate for derivatives α ∈ Nd0, |α| ≤ Nd0 follows from similar con-
siderations:

∣∣∂αξ
(
t(
√
|ξ|2 + |x|2/N4 −

√
|ξ|2 + |x0|2/N4)

)∣∣ .α,d 1.
We turn to the estimate

∣∣∂ℓξiE(x
′, t′; ξ′)

∣∣ .n,ℓ 1.
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We shall obtain an estimate

(23)
∣∣∂ℓξm

( k∏

i=1

∂αi
z p(N

−2x′, ξ′)
)∣∣ ≤ C(ℓ, k, d)

k∏

i=1

∂αi
z p̃(N−2x′, ξ′)

with p̃ denoting the analytic majorization of p at (N−2x′, ξ′).
Recall the Leibniz rule for higher derivatives

( k∏

i=1

fi
)(ℓ)

=
∑

j1+...+jk=ℓ

(
n

j1, . . . , jk

)[ k∏

i=1

∂jifi
]

denoting the multinomial coefficients as
(

n

j1, . . . , jk

)
=

n!

j1! . . . jk!
.

Now we can estimate the modulus in (23) using the analytic majorization:

∣∣∂ℓξm
( k∏

i=1

∂αi
z p(N

−2x′, ξ′)
)∣∣ ≤

∑

j1+...+jk=ℓ

(
n

j1, . . . , jk

) k∏

i=1

∂jiξm∂
αi
z p̃(N

−2x′, ξ′).

With the analytic majorization given by

Cr

r −∑2d
i=1 zi

= C
∑

α∈N2d
0

r−|α|zαi , r ≥ 1

4
,

we have the following estimate:

∂jiξm∂
αi
z p̃(N

−2x′, ξ′) ≤ (|αi|+ 1) . . . (|αi|+ ji)4
ji∂αi

z p̃(N−2x′, ξ′)

≤ 4ji(k + d+ 1)ji∂αi
z p̃(N

−2x′, ξ′).

Here we use that |αj | ≤ k since
∑k

j=1 |αj | = 2(k − 1) and ji ≤ ℓ ≤ d+ 1.
Above we used the estimate

(|αi|+ 1) . . . (|αi|+ ji) ≤ (k + d+ 1)ji ,

and it follows from summing the multinomial coefficients:

∑

j1+...+jk=ℓ

(
ℓ

j1, . . . , jk

) k∏

i=1

∂jiξℓ∂
αi
z p̃(N−2x′, ξ′)

≤
∑

j1+...+jk=ℓ

(
ℓ

j1, . . . , jk

) k∏

i=1

[
4ji(|αi|+ 1) . . . (|αi + ji)∂

αi
z p̃(N−2x′, ξ′)

]

≤
∑

j1+...+jk=ℓ

(
ℓ

j1, . . . , jk

)
4ℓ(k + 1 + d)ℓ

ℓ∏

i=1

∂αi
z p̃(N−2x′, ξ′)

≤ 42ℓ(k + 1 + d)ℓ
ℓ∏

i=1

∂αi
z p̃(N

−2x′, ξ′).

Clearly, for k ≤ d+ 10 we have

42d(k + d+ 1)d+1 ≤ Cd.

For k ≥ d+ 10 and choosing N ≥ 22d, we obtain

kd+1

Nk−2
≤ kd+1

N
k
2

=
kd+1

2dk
→ 0 as k → ∞.
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�

By means of (22) we obtain a Fourier series expansion:

Lemma 3.2. Let χ ∈ C∞
c (B(0, 2)). The following expansion holds:

(24) eiEN (x,t;ξ)χ(ξ) =
∑

k∈Zd

αk(x, t)e
iξ·kχ(ξ)

with the estimate

(25) |αk(x, t)| .d (1 + |k|)−(d+1)

uniform in (x, t).

Proof. Let χ̃ ∈ C∞
c (B(0, 2)) denote a bump function with mildly enlarged sup-

port such that χχ̃ = χ and T = R/(2πZ). We consider the periodization of
χ̃(ξ)eiEN (x,t;ξ), which is expanded as a Fourier series:

(
χ̃(ξ)eiEN (x,t;ξ)

)
per

=
∑

k∈Zd

αk(x, t)e
iξ·k

with Fourier coefficients given by
∫

Td

e−iξ·keiEN (x,t;ξ)χ̃(ξ)dξ = αk(x, t).

The estimate (25) is immediate from integration by parts and Lemma 3.1. �

3.2. Reduction to Klein-Gordon phase function. Let

ϕlin(x, t; ξ) = x · ξ + t
√
|ξ|2 + |x0|2/N4.

such that

ϕN (x, t; ξ) = ϕlin(x, t; ξ) + EN (x, t; ξ).

The first two terms clearly do not effect the estimates for the oscillatory integral
and are thus omitted in the following.

In the next step we use the Fourier series lemma to find
∫
eiϕN (x,t;ξ)a(x, t; ξ)û0(ξ)dξ =

∫
eiϕlin(x,t;ξ)eiEN (x,t;ξ)a(x, t; ξ)û0(ξ)dξ

=
∑

k∈Zd

αk(x, t)

∫
eiϕlin(x,t;ξ)eiξ·ka(x, t; ξ)û0(ξ)dξ

=
∑

k∈Zd

αk(x, t)

∫
eiϕlin(x+k,t;ξ)a(x, t; ξ)û0(ξ)dξ.

By another Fourier series argument we can separate variables for the amplitude
function:

a(x, t; ξ) =
∑

ℓ∈Zd

Aℓ(x, t)β(ξ)e
il·ξ with |Aℓ(x, t)| . (1 + |ℓ|)−(d+1)

and β ∈ C∞
c (Bd(0, 4)\Bd(0, 1/4)). Here we use a ∈ S0 uniformly in t.

Plugging this into the above we find
∫
eiϕN (x,t;ξ)a(x, t; ξ)û0(ξ)dξ =

∑

k,ℓ∈Zd

αk(x, t)Aℓ(x, t)

∫
eiϕlin(x+k+ℓ,t;ξ)β(ξ)û0(ξ)dξ.
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Using the decay properties of the Fourier series coefficients and translation invari-
ance of the linearized phase function, it suffices to analyze the constant coefficient
propagator:

Sm2f(x, t) =

∫
ei(x·ξ+t

√
|ξ|2+m2)χ1(ξ)f̂ (ξ)dξ.

We summarize our findings of this section in the following proposition:

Proposition 3.3. Let C ≫ 1 and f = P≥Cf . Suppose that for s ≥ 1
p the following

estimate holds for any dyadic m2:

(26) ‖Sm2f‖Lp
t,x(Bd+1(0,N)) . Ns‖f‖Lp.

Then it follows

(27) ‖ cos(t
√
H)f‖Lp

t,x([0,1]×Rd) .ε ‖f‖Lp

s− 1
p
+ε

.

Proof. It suffices to show the estimate for dyadically localized functions f as a
consequence of Minkowki’s inequality:

‖ cos(t
√
H)PNf‖Lp

t,x([0,1]×Rd) . Ns− 1
p ‖PNf‖Lp

x(Rd)

with supp(a(x, t; ·)) ⊆ B(0, 4N)\B(0, N/4) and N ≫ 1 as low frequencies can be
estimated trivially by the considerations of Section 2.2. Moreover, by Remark 2.5,
choosing N large enough, the parametrix exists for times |t| ≥ 1. We use essentially
finite speed of propagation to localize the estimate as

∥∥eit
√
HPNf‖Lp

t,x([0,1]×Bd(x0,1)) . Ns− 1
p ‖f‖Lp(Rd).

We plug in the parametrix, which reduces the above to the oscillatory integral
estimate:

∥∥
∫
eiϕ(x,t;ξ)a(x, t; ξ)f̂(ξ)dξ

∥∥
Lp

t,x([0,1]×Bd(x0,1))
. Ns− 1

p ‖f‖Lp(Rd).

Now we use the scaling ξ = Nξ′, x = N−1x′, t = N−1t′ to normalize the frequencies
to the unit annulus. We have

∥∥
∫
eiϕ(x,t;ξ)a(x, t; ξ)f̂ (ξ)dξ

∥∥
Lp

t,x([0,1]×Bd(x0,1))

= N− d
pN− 1

pNd
∥∥
∫
eiϕN (x′,t′;ξ′)aN (x′, t′; ξ′)f̂(Nξ′)dξ′

∥∥
Lp

t,x([0,N ]×Bd(Nx0,N))

(28)

with ϕN (x′, t′; ξ′) = ϕ(N−1x′, N−1t;Nξ′) and aN (x′, t′; ξ′) = a(N−1x′, N−1t′;Nξ′).

Define ĝ(ξ′) = Nd−d
p f̂(Nξ′) such that ‖g‖Lp = ‖f‖Lp. We linearize the phase

function ϕN (x′, t′; ξ′) in (x′, t′) around x′ = Nx0 and t′ = 0 and use a Fourier series
argument to find:

∥∥
∫
eiϕN (x′,t′;ξ′)aN (x′, t′; ξ′)ĝ(ξ′)dξ′

∥∥
Lp

t′,x′([0,N ]×Bd(Nx0,N))

≤
∑

k,ℓ∈Zd

(1 + |k|)−(d+1)(1 + |ℓ|)−(d+1)

×
∥∥
∫
eiϕlin(x

′+k+ℓ,t′;ξ′)β(ξ′)ĝ(ξ′)dξ′
∥∥
Lp

t′,x′([0,N ]×Bd(Nx0,N))
.

By translation invariance we can apply the hypothesis (26) to estimate

‖Sm2g(x′ + k + ℓ, t′)‖Lp
t,x([0,N ]×Bd(Nx0,N)) . ‖g‖Lp.
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Hence, we obtain

∥∥
∫
eiϕN (x′,t′;ξ′)aN (x′, t′; ξ′)ĝ(ξ′)dξ′

∥∥
Lp

t′,x′ ([0,N ]×Bd(Nx0,N))

.
∑

k,ℓ∈Zd

(1 + |k|)−(d+1)(1 + |ℓ|)−(d+1)Ns‖g‖Lp . Ns‖f‖Lp .

Plugging this into (28) we complete the proof. �

4. Necessary conditions for local smoothing and pointwise estimates

In this section we obtain necessary conditions for local smoothing estimates for
Klein-Gordon equations. To this end, we test with the anisotropic and isotropic
Knapp example. Finally, we compare to pointwise estimates. Define

(29) Sm2,Nf(x, t) =

∫
ei(x·ξ+t

√
|ξ|2+m2)χN(ξ)f̂ (ξ)dξ.

4.1. Necessary conditions for local smoothing estimates. We show the fol-
lowing proposition:

Proposition 4.1. Let 2 ≤ p <∞, N ∈ 2N0 , and m ∈ 2Z ∪ {0}.
(i) Necessary for the estimate

(30) ‖Sm2,Nf‖Lp
t,x([0,1]×Rd) . Ns‖f‖Lp

to hold uniformly in N and m is

(31) s ≥ max(d
(1
2
− 1

p

)
− 1

p
, 0).

(ii) Suppose that m ≤ m0. Necessary for (30) to hold uniformly in N ∈ 2N0

(with implicit constant depending on m0) is

(32) s ≥ max
(
(d− 1)

(1
2
− 1

p

)
− 1

p
, 0
)
.

Proof. We normalize to unit frequencies using the scaling

ξ = Nξ′, x = N−1x′, t = N−1t′.

This yields

∥∥
∫
ei(x·ξ+t

√
|ξ|2+m2)f̂(ξ)χN (ξ)dξ

∥∥
Lp

t,x([0,1]×Rd)

= Nd−d
pN− 1

p

∥∥
∫
ei(x

′·ξ′+t′
√

|ξ′|2+m2/N2)f̂(Nξ′)χ1(ξ
′)dξ′

∥∥
Lp

t,x([0,N ]×Rd)
.

Define g : Rd → C via ĝ(ξ′) = Nd−d
p f̂(Nξ′) such that ‖g‖Lp(Rd) = ‖f‖Lp(Rd) and

let µ = m/N . We turn to the analysis of

∥∥
∫
ei(x

′·ξ′+t′
√

|ξ′|2+µ2)χ1(ξ
′)ĝ(ξ′)dξ′

∥∥
Lp

t,x([0,N ]×Rd)
. N s̄‖g‖Lp .

The above estimate holds with s̄ if and only if the estimate (30) holds with s = s̄− 1
p .

Note the following two extreme cases: If µ2 . 1/N , we have

(33) t′
√
|ξ′|2 + µ2 = t′|ξ′|+ t′(

√
|ξ′|2 + µ2 − |ξ′|).
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If µ2 . 1/N , we have

∣∣ t′µ2

|ξ′|+
√
|ξ′|2 + µ2

∣∣ . 1 for |t′| ≪ N.

This means for µ2 . 1
N ⇔ m2 . N the evolution resembles the wave propagation.

This can be made precise, e.g., by a Fourier series argument as used in the previ-
ous section when linearizing the phase function. Testing with the anisotropic and
isotropic Knapp examples for the wave equation, which will be recalled in a more
general context below, we find the necessary conditions (32).

This shows (ii) since the low frequencies can be trivially estimated. Choosing N
large enough such that m2

0 . N , we can use the observation in (33) to reduce to
the wave evolution.

Now consider µ≫ N ⇔ m≫ N2. In this case we can write

t′
√
|ξ′|2 + µ2 = t′µ+ t′(

√
|ξ′|2 + µ2 − µ)

which shows that for µ≫ N we have

(34) t′(
√

|ξ′|2 + µ2 − µ) =
t′|ξ′|2√

|ξ′|2 + µ2 + µ
≪ 1

provided that |t′| ≪ N . The factor eit
′µ is a pure phase and eit

′(
√

|ξ|2+µ2−µ) can be
expanded into Fourier series or exponential sums to see that it does not significantly
contribute.

This means there is no significant change in the Lp-norm for |t′| ≪ N . “Local
smoothing” holds with s̄ = 1

p ⇔ s = 0.

We turn to the intermediate cases

1√
N

. µ . N.

Firstly, consider the anisotropic Knapp example: The anisotropic Knapp example
is supposed to linearize the phase function with small Fourier support such that

(35)
∣∣
∫
ei(x·ξ+t

√
|ξ|2+µ2)ĝ(ξ)dξ

∣∣ ≈
∣∣g(x+

tξ0√
|ξ0|2 + µ2

)
∣∣.

Note that we can choose supp(ĝ) ⊆ B(ξ0, N
− 1

2 ) independently of µ to achieve the
above because ϕ ∈ C2.

More precisely, let ηα ∈ C∞
c ((−2α, 2α)) be a smoothed version of the indicator

function on [−α, α]. Define

ĝ(ξ) = η
N− 1

2
(ξ1 − 1)η

N− 1
2
(ξ2) . . . η

N− 1
2
(ξd).

We can carry out a Taylor expansion

t
√
|ξ|2 + µ2 = t

(√
|ξ0|2 + µ2 +

ξ0√
|ξ0|2 + µ2

· (ξ − ξ0) + E(ξ0, ξ)
)

with E(ξ0, ξ) = O(|ξ − ξ0|2).

Hence, the error term does not significantly contribute to oscillations for |t| . N .
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It turns out that in the case µ 6∼ 1 this is not the maximal size of the Fourier
support of g we can allow such that (35) remains true. To see this we compute the
principal curvatures of ϕ. We have

∂2ijϕ =
(|ξ|2 + µ2)δij − ξiξj

(|ξ|2 + µ2)
3
2

.

Let ξ′ = Oξ = |ξ|e1 be the rotation to rotate ξ into e1-direction. We obtain for the
conjugation of ∂2ϕ with O:

Ot∂2ϕO =
(|ξ|2 + µ2)δij − |ξ|2δi1

(|ξ|2 + µ2)
3
2

.

This shows that the principal curvature in the radial direction is of size∼ µ2

(|ξ|2+µ2)
3
2
∼

µ2∧ 1
µ . In the angular direction we find the principal curvatures to be of size ∼ 1

µ∧1.
First, we consider the case µ . 1, in which case the principal curvature into radial

direction is of size µ2 and into angular directions of size ∼ 1. This suggests to choose

the Knapp example to have support of size N− 1
2 /µ into the radial direction and

N− 1
2 into the angular direction.

Indeed, consider ξ1 ∈ [1, 1 + N− 1
2µ−1] and ξj ∈ [−N− 1

2 , N− 1
2 ] for j = 2, . . . , d.

We use the anisotropic dilation ξ′1 = µξ1 to obtain the phase function

ψ(ξ′) =
√
|ξ′1|2/µ2 + |ξ′2|2 + . . .+ |ξ′d|2 + µ2.

The support properties are

(36) ξ′1 ∈ [µ, µ+N− 1
2 ], ξ′j ∈ [−N− 1

2 , N− 1
2 ] for j = 2, . . . , d.

It is straight-forward to compute that

∂2ξ′ξ′ψ(ξ
′) = 1 +O(N− 1

2µ−1) for ξ′ satisfying (36).

Since we suppose that µ ≫ N− 1
2 , this makes {(ξ′, ψ(ξ′)) : ξ′ like in (36)} a uni-

formly elliptic surface.
In case µ≫ 1 we can choose the support

ξ1 ∈ [1, 1 +N− 1
2µ

1
2 ], ξj ∈ [−N− 1

2µ
1
2 , N− 1

2µ
1
2 ].

We use the isotropic dilation ξ′i = ξi/µ
1
2 to find the phase function

ψ(ξ′) =
√
µ|ξ′1|2 + µ|ξ′2|2 + . . .+ µ|ξ′d|2 + µ2

with the support

(37) ξ′1 ∈ [µ− 1
2 , µ− 1

2 +N− 1
2 ], ξ′j ∈ [−N− 1

2 , N− 1
2 ] for j = 2, . . . , d,

and we obtain

∂2ξ′ξ′ψ(ξ
′) = 1 +O(N−1) for ξ′ satisfying (37).

This shows uniform ellipticity provided that µ≪ N .

We turn to the isotropic Knapp example: In this case we consider the initial data
(for the unrescaled problem)

f̂(ξ) = θ(N−1ξ)e−i
√

|ξ|2+m2
,

where θ ∈ C∞
c (B(0, 4)\B(0, 1/4)) denotes a radially symmetric bump function.
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We have

‖Sm2f‖Lp
t,x([0,1]×Rd)

= Nd
∥∥
∫
ei(〈Nx,ξ

′〉+tN
√

|ξ′|2+m2/N2−N
√

|ξ′|2+m2/N2)θ(ξ′)dξ′
∥∥
Lp([0,1]×Rd)

.

For N . m . N2 we have

|(t− 1)N
√
|ξ′|2 +m2/N2| . 1 for |t− 1| . 1/N.

Hence, we estimate

Nd
∥∥ei(〈Nx,ξ′〉+(t−1)N

√
|ξ′|2+m2/N2)θ(ξ′)dξ′

∥∥
Lp([0,1]×Rd)

& Nd− 1
p− d

p

because
∥∥
∫
ei〈Nx,ξ

′〉θ(ξ′)dξ′
∥∥
Lp(Rd)

& N−d
p .

We compute the Lp-norm of the initial data

∥∥
∫
ei〈x,ξ〉θ(N−1ξ)e−i

√
|ξ|2+m2

dξ
∥∥
Lp(Rd)

= Nd−d
p

∥∥
∫
ei〈x

′,ξ′〉e−iN
√

|ξ′|2+µ2
θ(ξ′)dξ′

∥∥
Lp(Rd)

via the method of (non-)stationary phase.
We consider the case µ . 1 first. We find the stationary points from the first

derivative:

x− Nξ√
|ξ|2 + µ2

= 0.

Consequently, we have stationary points for |x| ∼ N .
Above we computed the eigenvalues of the Hessian of the phase function

ϕN (ξ′) = N
√
|ξ′|2 + µ2

to be N(µ2 ∧ 1
µ ) in the radial direction and N

(
1
µ ∧ 1

)
in the angular direction. For

|x| ∼ N we obtain the asymptotic

|F (x)| ∼ (Nµ2)−
1
2 N− 1

2 . . .N− 1
2︸ ︷︷ ︸

d−1 times

= µ−1N− d
2

from the Van der Corput-lemma [47].
Taking the rapid decay of the oscillatory integral for |x| ≪ N into account, we

obtain

NdN−d
p

∥∥
∫
ei(〈x

′,ξ′〉−N
√

|ξ′|2+µ2)θ(ξ′)dξ′
∥∥
Lp(Rd)

. NdN− d
pN

d
pµ−1N− d

2 ∼ N
d
2 µ−1.

For the estimate (30) to hold we obtain the condition

NdN− 1
pN− d

p . Ns+ d
2 µ−1.

Consequently, for µ ∼ 1 we obtain the condition

s ≥ d
(1
2
− 1

p

)
− 1

p
.

We remark that for µ≫ 1 the necessary condition actually becomes weaker because
the dispersive properties attenuate. �
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4.2. Pointwise estimates. For reference we remark on pointwise estimates:

(38) ‖Sm2,Nf(1)‖Lp
x(Rd) . Ns‖f‖Lp

x(Rd).

A variant of the computation from Proposition 4.1 shows that s ≥ d
∣∣ 1
2 − 1

p

∣∣ is

necessary for (38) to hold uniformly in N ∈ 2N0 and m ∈ 2Z. Details are omitted
to avoid repetition. For reference we prove the estimate in the following:

Proposition 4.2 (Pointwise estimate for Klein-Gordon equations). Let 2 ≤ p ≤ ∞.
The estimate (38) holds with constant independent of m ∈ 2Z and N ∈ 2N0 for

s ≥ d
(1
2
− 1

p

)
.

Proof. For p = 2 the estimate is immediate from Plancherel’s theorem. Let p > 2 in
the following. We rescale the frequencies to the unit annulus and rescale the spatial
variable dually:

∥∥
∫

|ξ|∼N
ei(x·ξ+

√
|ξ|2+m2)f̂(ξ)dξ

∥∥
Lp(Rd)

= Nd−d
p

∥∥
∫

|ξ′|∼1

ei(x
′·ξ′+N

√
|ξ′|2+m2/N2)f̂(Nξ′)dξ′

∥∥
Lp(Rd)

.

We define ĝ(ξ′) = Nd−d
p f̂(Nξ′) such that ‖g‖Lp(Rd) = ‖f‖Lp(Rd). Let m

2
0 = m2/N2

to ease notation. Let θ ⊆ B(0, 2) be a ball of size N− 1
2 . We observe that indepen-

dently of m0 we have the following Lp-bound as consequence of a kernel estimate:

∥∥
∫

θ

ei(x
′·ξ′+N

√
|ξ′|2+m2

0)ĝ(ξ′)dξ′
∥∥
Lp(Rd)

. ‖Pθg‖Lp(Rd).

Above Pθ denotes the smooth Fourier projection to a mildly enlarged set θ̃. Hence,
by Minkowksi’s inequality, we find

∥∥
∫

|ξ′|∼1

ei(x
′·ξ′+N

√
|ξ′|2+m2

0)ĝ(ξ′)dξ′
∥∥
Lp(Rd)

≤
∑

θ:N− 1
2 −ball

‖Pθg‖Lp(Rd).

Above the sum is taken over an essentially disjoint cover of the unit annulus with
N− 1

2 -ball. For p = ∞, we obtain from Hölder’s inequality:
∑

θ:N− 1
2 −ball

‖Pθg‖Lp(Rd) . N
d
2 sup

θ
‖Pθg‖L∞(Rd) . N

d
2 ‖g‖L∞(Rd).

The ultimate estimate following from another kernel estimate. This concludes the
proof for p = ∞. For 2 < p <∞ the claim follows from interpolation. �

5. Proof of local smoothing estimates in one dimension

Let u be a solution to{
∂2t u = ∆u− |x|2u, (t, x) ∈ R× R,
u(0) = u0 ∈ S(R), u̇(0) = 0.

In this section we show for s > 0

(39) ‖u‖L4
t,x([0,1]×R) .s ‖u0‖L4

s(R)
.

This yields the proof of Theorem 1.2 by interpolation with the trivial estimate
∥∥u‖L2

t,x([0,1]×R) . ‖u0‖L2(R)



24 ROBERT SCHIPPA

and taking q large enough
∥∥u‖Lq

t,x([0,1]×R) . ‖u0‖Lq
sq+ε(R)

with sq = 1
2 − 1

q . The latter estimate follows from linearization of the parametrix

and pointwise estimates due to Proposition 4.2. In the remainder of this section we
are concerned with the proof of (39).

Invoking Proposition 3.3 the above amounts to showing

(40)
∥∥
∫

{ 1
2≤|ξ|≤2}

ei(x·ξ+t
√

|ξ|2+m2)f̂(ξ)dξ
∥∥
L4

t,x(B2(0,N))
.ε N

1
4+ε‖f‖L4(R)

for dyadic 1
N ≤ m2 ≤ N . In the following write for brevity

Sm2f(t) = eit
√
−∆+m2

f and Em2f(x, t) =

∫

{ 1
2≤ξ≤2}

ei(x·ξ+t
√

|ξ|2+m2)f(ξ)dξ.

In the extreme cases m2 . 1
N and m2 & N , there is no dispersion and

‖Sm2f(t)‖L4
x(R)

∼ ‖f‖L4(R).

Recall that form ∼ 1 we can use the Córdoba–Fefferman square function estimate
([18, 14]) to obtain

∥∥wB2(0,N)

∫
ei(x·ξ+t

√
|ξ|2+m2)f̂(ξ)dξ

∥∥
L4

t,x(R
2)

.
∥∥( ∑

θ:N− 1
2 −interval

∣∣
∫

θ

ei(x·ξ+t
√

|ξ|2+m2)f̂(ξ)dξ
∣∣2) 1

2
∥∥
L4

t,x(R
2)
.

To generalize the claim to dyadic 1
N ≤ m2 ≤ 1, we use a square function estimate

which takes into account that the curvature is ∼ m2. This follows from rescaling:

Proposition 5.1. Let N ∈ 2N0 . For 1
N ≤ m2 ≤ 1 the following square function

estimate holds:
∥∥
∫

{ 1
2≤ξ≤2}

ei(x·ξ+t
√

|ξ|2+m2)f(ξ)dξ
∥∥
L4

t,x(wB2(0,N))

.
∥∥( ∑

θ:N− 1
2 /m−interval

∣∣
∫

θ

ei(x·ξ+t
√

|ξ|2+m2)f(ξ)dξ
∣∣2) 1

2
∥∥
L4

t,x(wB2(0,N))
.

For 1 ≤ m2 ≤ N the following square function estimate holds:

∥∥
∫

{ 1
2≤ξ≤2}

ei(x·ξ+t
√

|ξ|2+m2)f(ξ)dξ
∥∥
L4

t,x(wB2(0,N))

.
∥∥( ∑

θ:m
1
2N− 1

2 −interval

∣∣
∫

θ

ei(x·ξ+t
√

|ξ|2+m2)f(ξ)dξ
∣∣2) 1

2
∥∥
L4

t,x(wB2(0,N))
.

Proof. We consider the case 1
N ≤ m2 ≤ 1 first. The key observation is that F =

wB2(0,N) · Em2f has space-time Fourier transform in the 1/N -neighbourhood of the

curve {(ξ,
√
|ξ|2 +m2) : 1

2 ≤ ξ ≤ 2}. Cover the neighbourhood with finitely

overlapping rectangles θ of size N− 1
2 /m×N−1 with the long side pointing into the

tangential direction and short side into normal direction.
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For m ∼ 1, using the curvature ∼ 1 of the curve, it is a geometric observation
referred to as biorthogonality going back to Fefferman [18] that

∫

R2

|F |4 .

∫ (∑

θ

|Fθ|2
)2
.

Secondly, for m2 ∼ 1
N there is nothing to show (since there are only O(1) rect-

angles θ).
We reduce the general case of 1

N ≪ m2 ≪ 1 to the case of m ∼ 1 by rescaling.
Note that the curve

{(ξ,
√
|ξ|2/m2 +m2) : ξ ∈ [m/2, 3m/2]}

has curvature ∼ 1. So, we can apply the Córdoba–Fefferman square function esti-
mate after a change of variables (the extension to the space-time ellipse Em,N of
size N/m×N is immediate):

∥∥
∫

ξ∈[ 12 ,
3
2 ]

ei(x·ξ+t
√

|ξ|2+m2)f(ξ)dξ
∥∥
L4

t,x(wB2(0,N))

. m
1
4−1

∥∥
∫

ξ∈[m2 ,
3m
2 ]

ei(x
′·ξ′+t

√
|ξ′|2/m2+m2)f(ξ′/m)dξ′

∥∥
L4(wEm,N

)

. m
1
4−1

∥∥( ∑

θ̃:N− 1
2 −interval

∣∣
∫

θ̃

ei(x
′·ξ′+t

√
|ξ′|2/m2+m2)f(ξ′/m)dξ′

∣∣2) 1
2
∥∥
L4(wEm,N

)

Now we can reverse the change of variables to find

.
∥∥( ∑

θ:N− 1
2 /m−interval

∣∣
∫

θ

ei(x·ξ+t
√

|ξ|2+m2)f(ξ)dξ
∣∣2) 1

2
∥∥
L4(wB2(0,N))

.

The proof for m ≤ 1 is complete. We turn to the easier case of 1 ≤ m2 ≤ N . In
this case we carry out a change of variables ξ

m = ξ′, dξ = mdξ′ and dually t′ = tm,
xm = x′ to find

∥∥
∫

ξ∈[ 12 ,2]

ei(x·ξ+t
√

|ξ|2+m2)f(ξ)dξ
∥∥
L4

t,x(B2(0,N))

= m− 1
2

∥∥
∫

ξ′∈[m−1/2,2m−1]

ei(x
′·ξ′+t′

√
|ξ′|2+1)f(mξ′)mdξ′

∥∥
L4

t′,x′(B2(0,mN))
.

We use again that the curve {(ξ′,
√
|ξ′|2 + 1) : ξ′ ∈ [m−1/2, 2m−1]} has curvature

comparable to 1. The Córdoba–Fefferman square function estimate yields

∥∥
∫

ξ′∈[m−1,2m−1]

ei(x
′·ξ′+t′

√
|ξ′|2+1)f(mξ′)mdξ′

∥∥
L4

t′,x′(B2(0,mN))

.
∥∥( ∑

θ′:(mN)−
1
2 −interval

∫

θ′
ei(x

′·ξ′+t′
√

|ξ′|2+1)f(mξ′)dξ′
) 1

2
∥∥
L4

t′,x′(wB2(0,mN))
.

Reversing the change of variables yields a square function estimate into intervals of
length m

1
2N− 1

2 . The proof is complete. �

Remark 5.2. Also in higher dimensions the case of large m ≥ 1, corresponding to
a uniformly degenerate surface, can be handled through a simple isotropic change
of variables.
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Proof of Theorem 1.2, ctd. Let (χk)k∈Z ⊆ S(R) be a partition of unity with

χk(x) = χ0(x − N
1
2 k) and supp(χ̂0) ⊆ B(0, N− 1

2 ). The family (χk) exists by the
Poisson summation formula. We turn to the estimate of

‖eit
√
−∆+m2

P1f‖2L4
t,x(B2(0,N)) =

∥∥
∫

{ 1
2≤ξ≤2}

ei(x·ξ+t
√

|ξ|2+m2)f̂(ξ)dξ
∥∥2

L4
t,x(B2(0,N))

.

Applying the square function estimate from Proposition 5.1 shows that

.
[ ∫

wB2(0,N)

∣∣∑

θ

∣∣
∫
ei(x·ξ+t

√
|ξ|2+m2)χθ(ξ)f̂(ξ)dξ

∣∣2∣∣2dxdt
] 1

2

. sup
‖g‖L2=1,
g≥0

∫ ∑

θ

∣∣
∫
ei(x·ξ+t

√
|ξ|2+m2)χθ(ξ)f̂ (ξ)dξ

∣∣2wB2(0,N)g(x, t)dxdt.

We use the decomposition f =
∑

k∈Z
χkf =

∑
k fk. Then we obtain

∫
ei(x·ξ+t

√
|ξ|2+m2)χθ(ξ)f̂(ξ)dξ =

∑

k∈Z

Sm2,θfk.

We have

(41)
∣∣∑

k∈Z

Sm2,θfk
∣∣2 .ε N

ε
∑

k∈Z

∣∣Sm2,θfk
∣∣2 ∗ φ

N
1
2
+RapDec(N)‖f‖2L4

where φ
N

1
2
denotes an L1-normalized weight adapted to B(0, N

1
2 ). For the proof

of (41) note that we have the kernel estimate for

Sm2,θfk(x) =

∫
Km2,θ(x, t; y)fk(y)dy :

We see via integration by parts that it holds

Km2,θ(x, t; y) ≤ CM (1 +N− 1
2 |x+ tθ√

θ2 +m2
− y

∣∣)−M

for any M ∈ N.
Then (41) follows from the initial localization of fk. Hence, it suffices to estimate

sup
‖g‖L2=1,
g≥0

∫ ∑

θ,k

∣∣Sm2,θfk
∣∣2 ∗ φ

N
1
2
· wB2(0,N)g(x, t)dxdt.

We can furthermore dominate

|Sm2,θfk|2(x) .
∣∣(fk)θ(x+

tθ√
θ2 +m2

)
∣∣2 ∗ φ

N
1
2
.

By a change of variables we obtain

sup
‖g‖L2=1,
g≥0

∫ ∑

θ,k

|(fk)θ(x)|2
(
wB2(0,N)g ∗ φN 1

2

)
(x− tθ√

θ2 +m2
, t)dtdx

. sup
‖g‖L2=1,
g≥0

∫ ∑

θ

|fθ|2 sup
θ

∫
(g̃ ∗ φ

N
1
2
)(x− tθ√

θ2 +m2
, t)dtdx.
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Finally, we apply the Cauchy-Schwarz inequality to summarize our findings as

‖Sm2f‖2L4(B2(0,N)) .
( ∫

R2

(∑

θ

|fθ|2
)2
dx

) 1
2

× sup
‖g‖L2=1,
g≥0

( ∫

R

∣∣ sup
θ

∫

B1(0,N)

(
g̃ ∗ φ

N
1
2

)(
x− tθ√

θ2 +m2
, t
)
dt
∣∣2dx

) 1
2 .

(42)

The second term is dominated by a multiple of the Kakeya maximal function

with eccentricity N− 1
2 . Indeed, the integral over t and the convolution with φ

N
1
2

can be interpreted as weighted integral over the tube of size N
1
2 ×N with long side

determined by θ. Consequently,

sup
θ

∣∣
∫

B1(0,N)

(
g̃ ∗ φ

N
1
2

)
(x− tθ√

θ2 +m2
, t)dt

∣∣ . N sup
(x,0)∈T,
T∈T

N
−1

2

1

|T |

∫

T

|g̃(y)|dy.

Here T
N− 1

2
denotes the tubes with size N

1
2 ×N . We denote

MF (x, y) = sup
(x,0)∈T,
T∈T

N
− 1

2

1

|T |

∫

T

|F (y)|dy.

Observe that MF (x, y) ∼ MF (x′, y′) provided that |(x, y) − (x′, y′)| . N
1
2 . Sec-

ondly, let T̃
N− 1

2
denote all tubes with eccentricity N− 1

2 and M̃ the corresponding

maximal function. We recall the following maximal function estimate:

Theorem 5.3 ([14, Theorem 1.1]). The following estimate holds:

‖M̃F‖L2(R2) . log(N)2‖F‖L2(R2).

Proof of Theorem 1.2. We can now conclude

∫

R

∣∣ sup
θ

∫

B1(0,N)

(
g̃ ∗ φ

N
1
2

)(
x− tθ√

θ2 +m2
, t
)
dt
∣∣2dx . N

∫

R2

|Mg̃|2(x, y)dxdy

. N

∫

R2

|M̃g̃|2(x, y)dxdy

. N log(N)2‖g̃‖2L2.

(43)

The first factor is estimated by a standard square function estimate (see e.g. [13,
Theorem 3]):

(44)
( ∫ ∣∣∑

θ

|fθ(x)|2
∣∣2) 1

2 . ‖f‖2L4.

We finish the proof of (39) and hence Theorem 1.2 by plugging (43) and (44)
into (42). �

6. Local smoothing in higher dimensions

For the proof of Theorem 1.4, we use decoupling inequalities which are sensitive
to the degeneracy into the radial direction.
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6.1. Decoupling for radially degenerate elliptic surfaces. In the following
we show decoupling estimates for the surface S = {(ξ,

√
|ξ|2 +m2) : ξ ∈ Rd, 1

2 ≤
|ξ| ≤ 2}. Firstly we suppose that 1

N ≤ m2 ≤ 1. The wave regime m2 . 1
N is

treated separately in Section 6.3. By the considerations in the proof of Proposition
4.1, S has one principal curvature of size ∼ m2 in the radial direction and the
remaining principal curvatures in angular directions are of size ∼ 1. This dictates
decoupling into rectangles of thickness N−1, which have radial length N− 1

2 /m and

in the angular directions size N− 1
2 because those frequency supports trivialize the

Fourier extension operator Em2 . By (α, β)-sectors we refer to sectors in the unit
annulus of length α into the radial direction and length β into angular direction.
The sums in the decoupling inequalities below are over essentially disjoint sectors
covering the unit annulus. For a sector θ we write

Em2fθ =

∫

θ

ei(x
′·ξ+t

√
|ξ|2+m2)f(ξ) dξ.

Proposition 6.1. Let N ∈ 2N0 and 1
N ≤ m2 ≤ 1. Then the following estimate

holds:

‖Em2f‖Lp
t,x(Bd+1(0,N)) .ε N

ε
( ∑

θ:(N− 1
2 /m,N− 1

2 )−sectors

‖Em2fθ‖2Lp
t,x(wBd+1(0,N))

) 1
2

provided that 2 ≤ p ≤ 2(d+2)
d .

For m ∼ 1 this is evident from the ℓ2-decoupling for uniformly elliptic surfaces
due to Bourgain–Demeter [9, Section 7].

For 1
N ≤ m2 ≤ 1, the proof is carried out in two steps: Firstly, we use a

Pramanik–Seeger [40] argument to decouple sectors of radial length N−ε with aper-
ture N−ε into sectors of radial length N−ε and aperture size m.

Proposition 6.2. Let 2 ≤ p ≤ 2(d+1)
d−1 and suppose that f : Rd → C is supported

in a sector of radial length N−ε and aperture N−ε contained in the unit annulus.
Then the following decoupling inequality holds:

‖Em2f‖Lp
t,x(wBd+1(0,N)) .δ N

δ
( ∑

θ:(N−ε,m)−sectors

‖Em2fθ‖2Lp
t,x(wBd+1(0,N))

) 1
2 .

Proof. This is a consequence of the decoupling inequality for the cone. Note the
following:

√
|ξ|2 +m2 − |ξ| = m2

√
|ξ|2 +m2 + |ξ|

.

This means the 1
N -neighbourhood of {(ξ,

√
|ξ|2 +m2) : 1

2 ≤ |ξ| ≤ 2} is contained

in the m2-neighbourhood of {(ξ, |ξ|) : 1
2 ≤ |ξ| ≤ 2}. The decoupling inequality due

to Bourgain–Demeter [9, Theorem 1.2] for a function F : Rd+1 → C with Fourier
support in the m2-neighbourhood of the cone is given by

∥∥ ∑

θ:(N−ε,m)−sector

Fθ
∥∥
L

2(d+1)
d−1 (wBd+1(0,N)))

.ε m
ε
( ∑

θ:(N−ε,m)−sector

‖Fθ‖2
L

2(d+1)
d−1 (wBd+1(0,N))

) 1
2 .

The proof is concluded by letting Fθ = Em2fθ. �
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So far we have not used the ellipticity of the surface into the radial direction.
This explains why the decoupling exponent in the above proposition matches the
one for the cone. We use anisotropic rescaling to take into account the partial
degeneracy in the radial direction:

Proposition 6.3. Let N ∈ 2N0 , N ≫ 1, 1
N ≤ m2 ≤ 1, ε > 0 and supp(f) is

contained in a (N−ε,mN−ε)-sector within the unit annulus. Then the following
estimate holds:

‖Em2f‖Lp(Bd+1(0,N)) .ε N
ε
( ∑

θ:(N− 1
2 /m,N− 1

2 )−sector

‖Em2fθ‖2Lp(wBd+1(0,N))

) 1
2

for 2 ≤ p ≤ 2(d+2)
d .

Proof. We suppose by spherical symmetry that the radial direction of the sector is
e1 and consider the rescaled function

ψ(ξ1, ξ
′) = ϕ(ξ1/m, ξ

′); ϕ(ξ) =
√
ξ21 + |ξ′|2 +m2.

We compute

∂2ijϕ(ξ) =
(|ξ|2 +m2)δij − ξiξj

(|ξ|2 +m2)
3
2

, ξ1 ∈ [a, a+N−ε], ξ′ ∈ Bd−1(0,mN
−ε).

Consequently,

∂211ϕ =
|ξ′|2 +m2

(|ξ|2 +m2)
3
2

= O(m2), ∂2iiϕ =
|ξ1|2 +m2 + |ξ′|2 − ξ2i

(|ξ|2 +m2)
3
2

= O(1), (i ≥ 2).

Moreover,

∂2ijϕ = − ξiξj

(|ξ|2 +m2)
3
2

= O(mN−ε) for 1 = i < j ≤ d,

∂2ijϕ = − ξiξj

(|ξ|2 +m2)
3
2

= O(m2N−2ε) for 2 ≤ i < j ≤ d.

Anisotropic rescaling shows that indeed for the surface {(ξ, ψ(ξ)) : ξ ∈ [ma,ma+
mN−ε]×Bd−1(0,mN

−ε)} we find all the principal curvatures to be comparable to
1 because ∂2ξξψ = 1 +O(N−ε).

This allows us to apply the Bourgain–Demeter [9, Section 7] decoupling result
for elliptic surfaces as follows: Write

‖Em2f‖Lp(Bd+1(0,N))

≤
∥∥wBd+1(0,2N)

∫
ei(x·ξ+t

√
|ξ|2+m2)f(ξ)dξ

∥∥
Lp

t,x([−N,N ]×[−N,N ]×[−N,N ]d−1)
.

(45)

We use the change of variables ξ∗1 = mξ1, x
′
1 = m−1x1 and write

f̃(ξ∗) = m
1
p−1f(mξ∗1 , (ξ

′)∗). We find

(45) =
∥∥
∫
ei(x

′·ξ∗+tψ(ξ∗))f̃(ξ∗)dξ∗
∥∥
Lp

t,x′ ([−N,N ]×[−N
m ,Nm ]×[−N,N ]d−1)

.

Let Em,N = [−N,N ]× [−N
m ,

N
m ]× [−N,N ]d−1. We cover Em,N with finitely over-

lapping balls of size N :
(46)
∥∥
∫
ei(x

′·ξ∗+tψ(ξ∗))f̃(ξ∗)dξ∗
∥∥p
Lp

t,x(Em,N )
.

∑

BN

∥∥
∫
ei(x

′·ξ∗+tψ(ξ∗))f̃(ξ∗)dξ∗
∥∥p
Lp(BN )

.
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By translation invariance, we can apply decoupling on every ball:

∥∥
∫
ei(x

′·ξ∗+tψ(ξ∗))f̃(ξ∗)dξ∗
∥∥
Lp(BN )

.ε N
ε
( ∑

θ:N− 1
2 −ball

∥∥
∫
ei(x

′·ξ∗+tψ(ξ∗))f̃θ(ξ
∗)dξ∗

∥∥2
Lp(wBN

)

) 1
2 .

Plugging this into (46) and applying Minkowski’s inequality yields

∥∥
∫
ei(x

′·ξ∗+tψ(ξ∗))f̃(ξ∗)dξ∗
∥∥
Lp(Em,N )

.ε N
ε
( ∑

θ:N− 1
2 −ball

∫
ei(x

′·ξ∗+tψ(ξ∗))f̃(ξ∗)dξ∗
∥∥2
Lp(Em,N )

) 1
2 .

Now we can reverse the anisotropic scaling to obtain the claim. We obtain a decou-

pling into rectangles of size N− 1
2 /m×N− 1

2 into directions ξ1 and ξ′:

‖Em2f‖Lp(Bd+1(0,N)) .ε N
ε
( ∑

r:(N− 1
2 /m,N− 1

2 )−rectangle

‖Em2fr‖2Lp(wBd+1(0,N))

) 1
2

We need to check that the rectangles are comparable to sectors of size N− 1
2 /m

and N− 1
2 into radial and angular direction. This is indeed the case: the radial

direction at the edge of the (N−ε,mN−ε)-sector is given by

nr =
ae1 +mN−εe′√
a2 +m2N−2ε

, e′ · e1 = 0, ‖e′‖ = 1.

Taking into account the length N− 1
2 /m into the radial direction we find the differ-

ence into angular direction to be of size

|e′ · (nr ·
N− 1

2

m
)| . N− 1

2−ε.

Since N− 1
2−ε ≪ N− 1

2 this shows overlap into angular direction to be of O(1).
Angular directions are given by

nω =
mN−εe1 + ae′′√
a2 +m2N−2ε

, e′′ · e1 = 0, ‖e′′‖ = 1.

Clearly,

|e′′ · (nω ·N− 1
2 )| . N− 1

2 .

This verifies comparability of the N− 1
2 /m × N− 1

2 -rectangles and completes the
proof. �

We conclude the proof of Proposition 6.1 by successive applications of Proposi-
tions 6.2 and 6.3.

Proof of Proposition 6.1. We decompose by Minkowski’s inequality and the Cauchy
Schwarz inequality

‖Em2f‖Lp
t,x(Bd+1(0,N)) .ε N

dε
2

( ∑

θ1:N−ε−ball

‖Em2fθ1‖2Lp
t,x(wBd+1(0,N))

) 1
2 .
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Now we can use Proposition 6.2 to find

‖Em2fθ1‖Lp
t,x

.δ N
δ
( ∑

θ2:(N
−ε,m)−sector

covering θ1

‖Em2fθ2‖2Lp
t,x(wBd+1

(0,N))

) 1
2 .

We use another trivial decoupling to further decompose the sectors in angular vari-

ables from size m to size mN−ε which incurs another factor of N
dε
2 . Collecting the

previuos estimates we have
(47)

‖Em2f‖Lp
t,x(Bd+1(0,N)) .ε N

(d+1)ε
( ∑

θ3:(N−ε,mN−ε)−sector

‖Em2fθ3‖2Lp
t,x(wBd+1

(0,N))

) 1
2 .

At this point we can invoke Proposition 6.3 to find for θ3 like in the previous display:
(48)

‖Em2fθ3‖Lp
t,x(wBd+1

(0,N)) .ε N
ε
( ∑

θ4:(N
− 1

2 /m,N− 1
2 )−sector

covering θ3

‖Em2fθ4‖2Lp
t,x(wBd+1(0,N))

) 1
2 .

Taking (47) and (48) together we find

‖Em2f‖Lp
t,x(Bd+1(0,N)) .ε N

Cε(
∑

θ:(N− 1
2 /m,N− 1

2 )−sector

‖Em2fθ‖2Lp
t,x(wBd+1(0,N))

) 1
2 .

Letting ε→ ε/C the proof is complete. �

6.2. Decoupling for uniformly degenerate surfaces. We turn to the easier case
of 1 ≪ m2 . N2. Recall that in this case the surface {(ξ,

√
|ξ|2 +m2) : 1

2 ≤ |ξ| ≤ 2}
is degenerate as well in the radial as angular direction to the same extent. We show
the following:

Proposition 6.4. Let 2 ≤ p ≤ 2(d+1)
d−1 and 1 ≪ m2 . N . Then the following

estimate holds:
∥∥Em2f

∥∥
Lp

t,x(wBN
)
.ε N

ε
( ∑

θ:m
1
2N− 1

2 −ball

‖Em2fθ‖2Lp
t,x(wBN

)

) 1
2 .

Proof. This follows from a change of variables: Let t′ = mt, x′ = mx, ξ′ = ξ/m to
find

∥∥
∫

{ 1
2≤|ξ|≤2}

ei(x·ξ+t
√

|ξ|2+m2)f(ξ)dξ
∥∥
Lp(wBd+1

(0,N))

=
∥∥
∫

{ 1
2m≤|ξ′|≤ 2

m}
ei(x

′·ξ′+t′
√

|ξ′|2+1)f̃(ξ′)dξ′
∥∥
Lp

t′,x′(wBd+1(0,mN))
.

Since {(ξ′,
√
|ξ′|2 + 1) : |ξ′| ∼ 1

m} is a uniformly elliptic surface, the Bourgain–

Demeter ℓ2-decoupling theorem is applicable at scale mN . This yields

∥∥
∫

{ 1
2m≤|ξ′|≤ 2

m}
ei(x

′·ξ′+t′
√

|ξ′|2+1)f̃(ξ′)dξ′
∥∥
Lp

t,x(wBd+1(0,Nm))

.ε N
ε
( ∑

θ:(Nm)−
1
2 −ball

‖E1f̃θ‖2Lp

t′,x′(wBd+1(0,Nm))

) 1
2 .
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Now we reverse the change of variables to find
( ∑

θ:(Nm)−
1
2 −ball

‖E1f̃θ‖2Lp

t′,x′(wBd+1(0,Nm))
.

( ∑

θ:m
1
2N− 1

2 −ball

‖Em2fθ
∥∥2
Lp

t,x(wBd+1(0,N))

) 1
2 .

Taking the estimates together we complete the proof. �

6.3. Degenerate cases. Finally, we record the degenerate casesm2 . 1
N , in which

case the characteristic surface is indistinguishable from the cone, and m2 & N , in
which case the characteristic surface is essentially flat. In the latter case there is no
dispersion for Sm2 anymore, and we have the following:

Proposition 6.5. Let 2 ≤ p ≤ ∞, N ∈ 2N0 , m2 & N . Then the following estimate
holds:

‖Sm2f‖Lp
t,x(Bd+1(0,N)) . N

1
p ‖f‖Lp(Rd).

For m2 . 1
N , the characteristic surface is in the 1/N -neighbourhood of the cone

{(ξ, |ξ|) : ξ ∈ Rd, 1
2 ≤ |ξ| ≤ 2} and we have the following cone decoupling estimate:

Proposition 6.6. Let N ∈ 2N0 and m2 . 1
N . Then the following estimate holds:

‖Em2f‖Lp
t,x(Bd+1(0,N)) .ε N

ε
( ∑

θ:N− 1
2 −sector

‖Em2fθ‖2Lp
t,x(wBd+1(0,N))

) 1
2

provided that 2 ≤ p ≤ 2(d+1)
d−1 .

Proof. This follows from from observing that

√
|ξ|2 +m2 − |ξ| = m2

√
|ξ|2 +m2 + |ξ|

.

Since m2 . 1
N , the characteristic surface is in the 1/N -neighbourhood of the cone

{(ξ, |ξ|) : ξ ∈ Rd, 1
2 ≤ |ξ| ≤ 2}, and the claim is immediate from [9, Theorem 1.2].

�

6.4. Proofs of Theorems 1.3 and 1.4. With the suitable decoupling estimates
at hand, the argument is standard and we shall be brief. We start with the proof
of Theorem 1.3:

Proof of Theorem 1.3. We use the reductions from Sections 2 and 3. Since u0
is compactly supported, we can choose N0 large enough such that supp(u0) ⊆
B(0, N0). For N ≤ N0 we can use pointwise estimates to find

‖ cos(t
√
H)P.N0

f‖Lp
t,x([0,1]×Rd) . NC

0 ‖f‖Lp
x
.

This is based on the fact that the simultaneous localization in phase space {|x| .
N0, |ξ| . N0} corresponds to the contribution of the spectral projection P.N0

u0.
So, we can focus on N ≥ N0, for which we suppose that the parametrix exists

on [0, 1]. By the reductions from Section 3 (see Proposition 3.3) it suffices to prove
the estimate

(49) ‖Sm2f‖Lp
t,x(Bd+1(0,N)) . Ns+ 1

p ‖f‖Lp(Rd)

to obtain
‖ cos(t

√
H)PNf‖Lp

t,x([0,1]×Rd) . Ns‖f‖Lp(Rd).

In the present context we havem2 . 1
N by the support conditions on f and choosing

N large enough.
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To prove (49) for m2 . 1
N we use Proposition 6.6: Write

Sm2fθ =

∫

θ

ei(x
′·ξ+t

√
|ξ|2+m2)f̂(ξ)dξ.

We find for 2 ≤ p ≤ 2(d+1)
d−1

‖Sm2f‖Lp
t,x(Bd+1(0,N)) .ε N

ε
( ∑

θ:N− 1
2 −sector

‖Sm2fθ‖2Lp

) 1
2 .

It is straight-forward that

Sm2fθ(x, t) =

∫
Kθ(x, t; y)f(y)dy

with

sup
x∈Rd

∫

Rd

|Kθ(x, t; y)|dy + sup
y∈Rd

∫

Rd

|Kθ(x, t; y)|dx ≤ C

for |t| . N . Hence, we obtain from a fixed-time kernel estimate

( ∑

θ:N− 1
2 −sector

‖Sm2fθ‖2Lp(wBd+1
(0,N))

) 1
2 . N

1
p
( ∑

θ:N− 1
2 −sector

‖Pθf‖2Lp(Rd)

) 1
2 .

Recall the standard kernel estimate for θ an N− 1
2 -sector:

‖Pθf‖Lp(Rd) . ‖f‖Lp(Rd).

This implies by interpolation between p = 2 and p = ∞:

(50)
( ∑

θ:N− 1
2

‖Pθf‖pLp(Rd)

) 1
p . ‖f‖Lp(Rd).

Now we can use Hölder’s inequality to change summation from ℓ2 to ℓp and (50)
to obtain

( ∑

θ:(1,N− 1
2 )−sector

‖Pθf‖2Lp(Rd)

) 1
2 . N

d−1
2

(
1
2− 1

p

)( ∑

θ:N− 1
2 −sector

‖Pθf‖pLp(Rd)

) 1
p

. N
d−1
2

(
1
2− 1

p

)
‖f‖Lp(Rd).

This shows the local smoothing estimate claimed in Theorem 1.3 for p = 2(d+1)
d−1 .

The claim for p ≥ 2(d+1)
d−1 follows from pointwise estimates for large q provided

by Proposition 4.2 and interpolation. This is similar to the argument at the end of
the proof of Theorem 1.2. The proof is complete. �

Now we turn to the proof of Theorem 1.4:

Proof of Theorem 1.4. We use Proposition 3.3 to reduce to Klein-Gordon smooth-
ing estimates

(51) ‖Sm2f‖Lp
t,x(Bd+1(0,N)) . Ns‖f‖Lp(Rd).

But in the present context we can no longer suppose that m2 . 1
N . However, for

m2 . 1
N , the estimates from the proof of Theorem 1.3 actually show estimates with

less derivative loss than presently claimed. The larger derivative loss stems from
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the elliptic regime. For 1
N . m2 . 1 we can use the decoupling estimates from

Proposition 6.1 to find for 2 ≤ p ≤ 2(d+2)
d :

‖Sm2f‖Lp
t,x(Bd+1(0,N)) .ε N

ε
( ∑

θ:(N− 1
2 /m,N− 1

2 )−sector

‖Sm2fθ‖2Lp
t,x(wBd+1(0,N)))

) 1
2 .

This strategy is the same like in the proof of Theorem 1.4: we use a kernel estimate

to estimate the propagation at fixed times, which incurs a factor ofN
1
p by additional

integration in t, then we use Hölder’s inequality to change from ℓ2 to ℓp. Finally
we can use a kernel estimate for frequency projections like in (50) to conclude the
argument.

The only estimate which changes compared to the above is Hölder’s inequality
to increase from ℓ2 to ℓp: We have

( ∑

θ:(N−1
2 /m,N− 1

2 )−sector

‖Sm2fθ‖2Lp

) 1
2

. N
1
p
( ∑

θ:(N− 1
2 /m,N− 1

2 )−sector

‖Pθf‖2Lp(Rd)

) 1
2

. N
1
pN

d−1
2

(
1
2− 1

p

)
(mN

1
2 )

1
2− 1

p
( ∑

θ:(N− 1
2 /m,N− 1

2 )−sector

‖Pθf‖pLp

) 1
p

. N
1
p+

d−1
2

(
1
2− 1

p

)
(mN

1
2 )

1
2− 1

p ‖f‖Lp.

The constant becomes largest for m ∼ 1 in which case we find (51) with s =
1
p +

d
2

(
1
2 − 1

p

)
.

It remains to check the case m & 1: An application of Proposition 6.4 yields

‖Sm2f‖Lp
t,x(Bd+1(0,N)) .ε N

ε
( ∑

θ:(m
1
2N− 1

2 )−ball

‖Sm2fθ‖2Lp
t,x(wBd+1(0,N))

) 1
2 .

Recall that for m2 & N the evolution of Sm2 is already trivial on the time-scale N
and the above holds without Nε-loss. So it remains the case 1 . m2 . N . We can
apply a kernel estimate followed by Hölder’s inequality and the summation property
of Fourier projections (50) to find

( ∑

θ:(m
1
2N− 1

2 )−ball

‖Sm2fθ‖2Lp
t,x(wBd+1(0,N))

) 1
2

. N
1
p
( ∑

θ:(m
1
2N− 1

2 )−ball

‖Pθf‖2Lp
x(Rd)

) 1
2

. N
1
p (m− 1

2N
1
2 )d

(
1
2− 1

p

)( ∑

θ:(m
1
2N− 1

2 )−ball

‖Pθf‖pLp
x(Rd)

) 1
p

. N
1
p (m− 1

2N
1
2 )d

(
1
2− 1

p

)
‖f‖Lp(Rd).

Again the constant is maximized in case m ∼ 1. In conclusion we have proved the

estimate for p = 2(d+2)
d :

‖Sm2f‖Lp
t,x(Bd+1(0,N)) .ε N

εN
1
pN

d
2

(
1
2− 1

p

)
‖f‖Lp(Rd),
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which is uniform in m ∈ 2Z.

For p = 2(d+2)
d by Proposition 3.3 we obtain the smoothing estimate

‖ cos(t
√
H)f‖Lp

t,x([0,1]×Rd) . ‖f‖Lp
s(Rd)

for s > d
(
1
2 − 1

p

)
− 1

p . To extend this for p > 2(d+2)
d we again interpolate with

pointwise estimates for large q provided by Proposition 4.2. This completes the
proof. �

7. Implications for Bochner–Riesz estimates

7.1. Global Bochner–Riesz means for the Hermite operator. Next, we turn
to the implications for the Hermite Bochner–Riesz means. By spectral calculus we
define for α ≥ 0 and x+ = max(x, 0) the operator

(52) Bαλ(H)f(x) =
(
1− H

λ

)α
+
f(x).

In the following we say ‖Bαλ(H)‖Lp→Lp is uniformly bounded when it is bounded
uniform in λ ≥ 1. In one dimension Askey–Wainger [2] showed Lp-boundedness of
Bαλ(H) for α = 0 provided that p ∈ (4/3, 4). Moreover, Thangavelu [50] showed
uniform boundedness for p ∈ [1,∞] provided that α > 1/6. Hence, for d = 1 it
holds uniform boundedness provided that

α > γ̃(1, p) = max
(2
3

∣∣1
2
− 1

p

∣∣− 1

6
, 0
)
.

Thangavelu moreover showed necessity of α ≥ γ̃(1, p). This settles the question in
one dimension up to endpoints.

By a transplantation result due to Kenig–Stanton–Tomas [29, Theorem 3] (see
also preceding work by Mitjagin [36]) uniform boundedness of the Hermite Bochner–
Riesz means imply uniform boundedness for the Euclidean Bochner–Riesz means:

(53) Bαλ (∆)f(x) =
(
1 +

∆

λ

)α
+
f(x).

Recall that Bαλ(∆) is bounded on Lp(R) for any α ≥ 0 and p ∈ (1,∞) uniformly in
λ ≥ 1 due to boundedness of the Hilbert transform. The Bochner–Riesz conjecture
states that (53) is bounded for p ∈ [1,∞]\{2} and d ≥ 2 if and only if

α > δ(d, p) := max
(
d
∣∣1
2
− 1

p

∣∣− 1

2
, 0
)
.

Recall that the Bochner–Riesz conjecture implies the restriction conjecture (cf. [48])
and α > 0 is necessary due to a result by Fefferman [17]. In two dimensions
the Bochner–Riesz conjecture is settled (see [12, 18, 27, 11] and [47] for further
references). It remains open in dimensions d ≥ 3. The most recent progress is
reported by Guo–Wang–Zhang [23]. In the following we denote the operator norm
of an operator A : Lp(Rd) → Lp(Rd) by ‖A‖p.

Based on the transplantation result in higher dimensions it appeared conceivable
that the boundedness properties of (52) and (53) coincide. However, recently, Lee–
Ryu [34] disproved this conjecture for the global Bochner–Riesz means (52). They
showed the following [34, Proposition 4.2]:
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Proposition 7.1 (Necessary conditions for Hermite Bochner–Riesz means). Let
d ≥ 1 and 2 < p ≤ ∞. The uniform bound ‖Bαλ(H)‖p ≤ C holds only if α > δ(d, p)
and

α ≥ γ(d, p) = − 1

3p
+
d

3

(1
2
− 1

p

)
.

This distinguishes pc = 2(d+1)
d as critical exponent, for which ‖Bαλ(H)‖p ≤ C

can be expected to hold uniform in λ ≥ 1 for any α > 0. Recall that the local
smoothing conjecture for the Euclidean wave equation implies the Bochner–Riesz
conjecture; see, e.g., [4, Section 3.2]. By following the argument we shall see now
how the critical index pc for the Hermite Bochner–Riesz means relates to the critical
index for local smoothing estimates for the wave Hermite equation.

Proposition 7.2. Suppose that for p ≥ 2, Λ ≫ 1 the estimate

‖eitτ
√
Hf‖Lp

t,x([−1,1]×Rd) .ε (λτ)
ε‖f‖Lp

x(Rd)

holds true for Pλf = f . Then the estimate ‖Bαλ(H)‖p ≤ C holds for any α > 0
uniform in λ ≥ 1.

Proof. We decompose

(
1− H

λ

)δ
+
= λ−δ(

√
λ−

√
H)δ+(

√
λ+

√
H)δχλ(H)

= λ−δ
( ∞∑

k=k0

2−δkχ(2k(
√
λ−

√
H)) + χ0(

√
λ−

√
H)

)
(
√
λ+

√
H)δχλ(H).

Above χ denotes a suitable bump function, χ0 localizes to the smooth contribu-
tion H ≪ λ, and χλ denotes a smooth bump function adapted to B(0, 4λ). The
“smooth” part is readily estimated:

‖λ−δχ0(
√
λ−

√
H)(

√
λ+

√
H)δχλ(H)‖p ≤ C.

For the main contribution from the singularity we use Fourier inversion:

χ(2k(
√
λ−

√
H) =

∫
ei2

kt(
√
λ−

√
H)χ̂(t)dt.

Since we can estimate

‖(
√
λ+

√
H)δχλ(H)‖p . λδ/2,

it remains to analyze

(54) λ−
δ
2

∥∥
∞∑

k=k0

2−kδ
∫

R

eit2
k(

√
λ−

√
H)χ̂(t)fdt‖Lp(Rd).

By an application of Minkowski’s inequality, Hölder’s inequality, and the decay of
χ̂, we find that it suffices to show

∥∥ei2kt
√
Hf

∥∥
Lp

t,x([−λδ/10,λδ/10]×Rd)
.ε 2

kελ
δ
10 ‖f‖Lp.

We make a change of variables and see by hypothesis
∥∥ei2k

√
Htf

∥∥
Lp

t,x([−λδ/10,λδ/10]×Rd)
= λ

δ
10p ‖ei2kλ

δ
10

√
Htf‖Lp

t,x([−1,1]×Rd)

.ε 2
kελ

δε
10+ελ

δ
10p ‖f‖Lp(Rd).

Choosing ε small enough and plugging this into (54) we complete the proof.
�
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We remark that in one dimension, by some changes of variables the sharp local
smoothing estimates established in Section 5 indicate the uniform estimates

‖Bαλ(H)‖4 ≤ C

for any α > 0. This is the endpoint for global Hermite Bochner–Riesz summability
in one dimension.

7.2. Remarks on local Bochner–Riesz estimates. Thangavelu [51] moreover
considered local Bochner–Riesz estimates for the Hermite operator, i.e., Lp-bounds
uniform in λ ≥ 1

‖χEBαλ(H)χF ‖p ≤ C

where E, F ⊆ Rd denote subsets of Rd and χE denotes the indicator function.
Invoking for E = F = B(0, ε) the transplantation result [29, Theorem 3] yields
boundedness of the Euclidean Bochner–Riesz means. Recently, significant progress
on local Hermite Bochner–Riesz means was made by Lee–Ryu [34]. So, one might
still believe that the summability for the local Hermite Bochner–Riesz means coin-
cides with the summability of the Euclidean Bochner–Riesz means. In this section
we shall see that this likely not the case.

We recall notations from [34]. Let d ≥ 2, and

p0(d) =

{
2 · 3d+2

3d−2 if d is even,

2 · 3d+1
3d−3 if d is odd,

and

D(x, y) = 1 + (x · y)2 − |x|2 − |y|2, (x, y) ∈ R
d × R

d,

D(c0) = {(x, y) ∈ R
d × R

d : |x|, |y| ≤ 1− c0, D(x, y) > c20}.
(55)

Lee–Ryu [34] found a condition on E, F for local estimates to hold, which are
not effected by their new counterexamples for the global estimates. They showed
the following:

Theorem 7.3 ([34, Theorem 1.2]). Let d ≥ 2, and suppose that E,F ⊆ Rd are
compact sets such that E × F ⊆ D(c0) for some 0 < c0 < 1. Then there is a
constant C independent of λ such that

‖χEλ
Bαλ (H)χFλ

‖p→p ≤ C,

provided that p > p0(d) and α > α(d, p), where Eλ, Fλ denote the dilated sets
√
λE,√

λF , respectively.

The proof revolves around reducing to oscillatory integral estimates with phase
functions satisfying ellipticity conditions. Then invoking the results of Guth–
Hickman–Iliopoulou [24] the above theorem follows. In the following we point out
that the phase function φ ∈ C∞(Rn,Rn−1) in the oscillatory integral obtained by
Lee–Ryu [34]

T λf(x) =

∫
eiφ

λ(x;ξ)a(x; ξ)f(ξ)dξ, (x, ξ) = (x′, xn, ξ) ∈ R
d−1 × R× R

d−1

does in general not satisfy the Bourgain condition [8, 23]. Firstly, we recall the
more basic non-degeneracy and ellipticity assumptions on the phase function:

H1) ∂2xξφ has maximal rank n− 1,

H2+) ∂2ξξ〈∂xφ(x, ξ), G0(x, ξ0)〉
∣∣
ξ=ξ0

has n− 1 eigenvalues of the same sign.
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In the above display G0 denotes the unnormalized Gauss map of the embedded
surface ξ 7→ ∂xφ(x, ξ):

G0(x, ξ) = ∂2xξ1φ(x, ξ) ∧ ∂
2
xξ2φ(x, ξ) . . . ∧ ∂

2
xξn−1

φ(x, ξ) ∈ Λn−1
R
n ≡ R

n.

H1) and H2+) are sometimes referred to as Carleson–Sjölin condition.

The analysis in [34] shows that the main contribution can be reduced to an
oscillatory integral operator, which satisfies H1) and H2+). This can be regarded
as analog of the Carleson–Sjölin reduction in case of the Euclidean Bochner–Riesz
means. Guth–Hickman–Iliopoulou [24] showed the sharp results for phase functions
satisfying the above conditions, in the sense that there are non-degenerate and
elliptic phase functions, which do not allow for further improved estimates.

However, already in 1991, Bourgain [8] observed that a certain curvature condi-
tionallows for improved estimates of the oscillatory integral operator beyond non-
degeneracy and ellipticity assumptions, whereas failure of the condition leads to
failure of the Lp-bounds suggested by the restriction conjecture. The additional
curvature condition will be referred to as Bourgain condition following Guo–Wang–
Zhang [23]. Under this curvature condition Guo–Wang–Zhang [23] reported the
currently widest range of Lp-estimates for oscillatory integral operators, going be-
yond the range proved by Guth–Hickman–Iliopoulou [24] for n ≥ 3. The original
definition in [8] used normal forms. We use the following characterization [23, The-
orem 2.1]:

Definition 7.4. Let φ ∈ C∞(Rn;Rn−1) be a phase function, which satisfies H1)
and H2). We say that φ satisfies Bourgain’s condition at (x0, ξ0) ∈ Rn × Rn−1 if
and only if

((G0 · ∇x)
2∂2ξξφ(x0, ξ0)) is a scalar multiple of (G0 · ∇x)∂

2
ξξφ(x0, ξ0).

In the following we show that the phase function obtained in [34] does not satisfy
the Bourgain condition. We repeat the decompositions from [34] for convenience.

After the decompositions by Lee–Ryu [34] the local Hermite Bochner–Riesz esti-
mates are reduced to Lp-estimates for the oscillatory integral (cf. [34, Eq. (2.67)]):

(56)
∥∥
∫
eiλρP̃H(0,x,y)A(x, y)f(y)dy

∥∥
Lp(Rd)

. (λρ)−
d
p ‖f‖Lp(Rd)

with supp(A) ⊆ {(x, y) ∈ B(0, ǫ0)×B(0, ǫ0) : |x− y| ≥ cǫ0} for some c≪ 1.

For (x, y) ∈ D(c0) we define Sc and S∗ implicitly by

cosSc(x, y) = 〈x, y〉+
√
D(x, y),

cosS∗(x, y) = 〈x, y〉 −
√
D(x, y).

The symmetric phase function is given by

ΦH(x, y) =
1

2

(
Sc(x, y) +

(|x|2 + |y|2) cosSc(x, y)− 2x · y
sinSc(x, y)

)

=
1

2

(
Sc(x, y)− cosS∗(x, y) sinSc(x, y)

)
.

For ΦH we consider (x, y) ∈ supp(χℓ) × supp(χ′
ℓ). The smooth functions χℓ, χ

′
ℓ

are adapted to balls of radius ∼ 2−ℓ ∼ ρ, which are centered at (x0, y0). More
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precisely,

supp(χℓ)× supp(χ′
ℓ) ⊆ D(c0/2),

supp(χℓ), supp(χ
′
ℓ) ⊆ B(x0, 2

2−ℓ) for some x0 ∈ D(c0),

2−ℓ−2 ≤ dist(supp(χℓ), supp(χ
′
ℓ)) ≤ 2−ℓ,

|∂αxχℓ|, |∂αxχ′
ℓ| ≤ Cα2

|α|ℓ.

(57)

We obtain a phase function P̃H with uniformly bounded derivatives by rescaling:

P̃H(0, x, y) = ρ−1ΦH(x0 + ρx, y0 + ρy).

To facilitate description of derivatives of ΦH, we recall more notations from [34]:

a(x, y) = cos(Sc(x, y))x − y, b(x, y) = x− cos(Sc(x, y))y.

To keep compatibility with notations from [34], we denote the transpose of a vector
x ∈ Rd by xt. For (x, y) ∈ supp(χℓ)× supp(χ′

ℓ) like in (57) we have

|a|, |b|, |atb| & ρ.

It turns out that a spans the kernel of ∂2xyΦH. The curvature properties of
z 7→ ∂xΦH(x, z) are encoded by

M(x, y) = ∂2zz
〈
∂xΦH(x, z),

a(x, y)

|a(x, y)|
〉∣∣
z=y

.

In the following for a matrix A ∈ Rd×d we denote the (d− 1)× (d− 1)-submatrix
by A′′ = (Aij)1≤i,j≤d−1 and let Id = diag(1, . . . , 1) ∈ Rd×d denote the unit matrix.
It holds:

Lemma 7.5 ([34, Lemma 2.13]). Let (x, y) ∈ supp(χl) × supp(χ′
l). Then the fol-

lowing is true:

(i) The matrix ∂2xyΦH(x, y) has rank d− 1 and

∂2xyΦH(x, y)a(x, y) = 0.

(ii) If (x, y) ∈ supp(χl)× supp(χ′
l) satisfies

b(x, y)

|b(x, y)| = ed,

then the submatrix M′′(x, y) = {M(x, y)i,j}1≤i,j≤d−1 of M(x, y) has nega-
tive eigenvalues λ1, . . . , λd−1 such that

−λi ∼ |x− y|2, 1 ≤ i ≤ d− 1.

M can be computed explicitly:

Lemma 7.6 ([34, Lemma 2.14]). Let (x, y) ∈ D(c0) and

ω(x, y) =
√
(1− |x|2)D(x, y) sin4 Sc(x, y). Then we have

(58) M(x, y) =
atbId − abt

ω(x, y)atb

(
bat − atbId×d

)
.

We remark that we have simplified the expression in [34] observing

(atbId − abt)aat = 0.
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Then the Lp-Lp-estimates (56) follow from a reduced phase function φy0 , which
is obtained from ΦH by freezing a suitable component: Suppose in the following by
rotation invariance that

(59)
b(x0, y0)

|b(x0, y0)|
= ed.

Define (cf. [34, p. 27])

φyd(x, ξ) = P̃H(0, x, ξ, yd),

which was shown in [34] to satisfy the Carleson–Sjölin condition. The direction
proportional to b is distinguished because btM = 0, Mb = 0.

We show the following:

Proposition 7.7 (Generic failure of Bourgain condition). Let the notations be like
above and assume (59). For x0 in a neighbourhood of the origin, φyd satisfies the
Bourgain condition at the origin if and only if there is c ∈ R such that x0 = cy0.

Proof. Let aρ(x, y) = a(ρx+ x0, ρy + y0) for (x, ξ, yd) ∈ B(0, ǫ0)×B(0, ǫ0).
Then it follows from Lemma 7.6 that

∂ζ
〈
∂xφyd(x, ζ),

aρ(x, ξ, yd)

|aρ(x, ξ, yd)|
〉∣∣
ζ=ξ

= 0

and

∂2ξξ
〈
∂xφ(y0)d(x, ξ),

a(x0, y0)

|a(x0, y0)|
〉∣∣

(x,ξ)=(0,0)
= ρ2M′′(x0, y0).

Indeed, we have

aρ(x, ξ) ∼ ∂2xξ1φ(y0)d(x, ξ) ∧ ∂
2
xξ2φ(y0)d(x, ξ) ∧ . . . ∧ ∂

2
xξd−1

φ(y0)d(x, ξ).

So we obtain

(G0 · ∇x)∂
2
ξξφ(y0)d(x, ξ) ∼ M′′(x0 + ρx, y′0 + ρξ, (y0)d).

Set

(60) M̃(x, y) = (atb)bat − (atb)2Id − (btb)aat + (atb)abt,

which satisfies M̃ ∼ M. By the above observation, the Bourgain condition holds
for φ(y0)d at the origin if and only if

(61) (a · ∇x)M̃
′′(x0, y0) ∼ M̃′′(x0, y0).

Here we use that it is admissible to omit scalar functions and that G0 ∼ a.
We introduce notations:

∂a = a · ∇, ∂a cos(Sc(x, y)) = κ(x, y).

We will check that

∂aM̃
′′(x0, y0) = λ(x0, y0)Id−1, λ(0, y0) 6= 0, λ ∈ C∞,

whereas

M̃′′(x0, y0) = −(aat)′′ − (adbd)
2Id−1.

The following observation concludes the proof:

(62) M̃′′(x0, y0) 6∼ Id−1 ⇔ a 6∼ b ⇔ x0 6∼ y0.



LOCAL SMOOTHING FOR THE HERMITE WAVE EQUATION 41

We have (
a

b

)
=

(
cos(Sc) −1

1 − cos(Sc)

)(
x
y

)

⇔
(
x
y

)
=

1

1− cos2(Sc)

(
− cos(Sc) 1

−1 cos(Sc)

)(
a

b

)
.

We obtain

∂aa =
κ(x, y)

1− cos2(Sc(x, y))
b

+
−κ(x, y) cos(Sc(x, y)) + (1− cos2(Sc(x, y)) cos(Sc(x, y))

1− cos2(Sc(x, y))
a

= βa+ αb,

∂ab = (1 + α)a− κ(x, y) cos(Sc(x, y))

1− cos2(Sc(x, y))
b = (1 + α)a+ γb.

(63)

Next, we compute by the Leibniz rule and (63):

∂a(a
tbbat) = α(btb)(bat) + (1 + α)(ata)(bat) + (atb)(1 + α)(aat) + α(atb)(bbt)

+ (2β + 2γ)atbbat.

(64)

The second line stems from substituting a multiple of the quantity of which we take
the derivative. Note that by (2, 2)-homogeneity in a and b of all the expressions
in the second line of (60) we always obtain a (2β + 2γ) multiple of the original
(2, 2)-homogeneous expression.

We further compute

(65) ∂a((a
tb)2) = 2(αbtb+ ata(1 + α))atb+ 2(γ + β)(atb)2.

Next,

(66) ∂a(a(b
tb)at) = αb(btb)at+a(btb)αbt+2(1+α)(atb)aat+2(β+γ)a(btb)at.

Moreover,

∂a(ab
t(atb)) = αbbt(atb) + (1 + α)aatatb+ α(abtbtb) + abtat(1 + α)a

+ 2(β + γ)a(btb)at.
(67)

We obtain subsuming (64)-(67):

∂aM̃ = α(btb)(bat) + (1 + α)(ata)(bat) + (atb)(1 + α)(aat) + α(atb)(bbt)

− 2(αbtb+ ata(1 + α))atb

− αb(btb)at − a(btb)αbt − 2(1 + α)(atb)aat

+ αbbt(atb) + (1 + α)aatatb+ α(abtbtb) + abtat(1 + α)a.

Now we evaluate at (x0, y0) and take advantage of b ∼ ed, simplifying matters:

(68) ∂aM̃
′′(x0, y0) = −2(αbtb+ ata(1 + α))atbId−1 = −(2∂a(a

tb))atbId−1.

To show that the expression does not vanish for our choice of (x0, y0), we use the
identity [34, Eq. (2.56)]:

atb =
√
D(x, y) sin2(Sc(x, y)) =

√
D(x, y)(1− cos2(Sc(x, y)).
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It follows

∂a(a
tb) =

∂aD
2
√
D(x, y)

sin2(Sc(x, y))−
√
D(x, y) cos(Sc(x, y))∂a cos(Sc(x, y)).

We have

∂aD(x, y) = 2(a · y)(x · y)− 2a · x,

∂a cos(Sc(x, y)) = a · y + ∂aD(x, y)

2
√
D(x, y)

.

This implies ∂aD(0, y0) = 0 and
(
∂a cos(Sc(x, y))

)
|(x,y)=(0,y0) = −‖y‖2.

Since |atb| ∼ |y|2, we can conclude

∂aM̃
′′(x0, y0) = λ(x0, y0)1d, λ(0, y0) ∼ |y0|4.

Smoothness of λ is clear and shows that ∂aM̃
′′ is not vanishing. The proof is

complete by (62). �
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and approximation, II (Proc. Conf., Math. Res. Inst., Oberwolfach, 1974), volume Vol. 25 of
Internat. Ser. Numer. Math., pages 521–530. Birkhäuser Verlag, Basel-Stuttgart, 1974.
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