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#### Abstract

We address the challenge of spectral sharing between a statistical multiple-input multiple-output (MIMO) radar and an in-band full-duplex (IBFD) multi-user MIMO (MU-MIMO) communications system operating simultaneously in the same frequency band. Existing research on joint MIMO-radar-MIMO-communications (MRMC) systems has limitations, such as focusing on colocated MIMO radars, half-duplex MIMO communications, single-user scenarios, neglecting practical constraints, or employing separate transmit/receive units for MRMC coexistence. This paper, along with companion papers (Part I and III), proposes a comprehensive MRMC framework that addresses all these challenges. In the previous companion paper (Part I), we presented signal processing techniques for a distributed IBFD MRMC system. In this paper, we introduce joint design of statistical MIMO radar codes, uplink/downlink precoders, and corresponding receive filters using a novel metric called compounded-and-weighted sum mutual information. To solve the resulting highly non-convex problem, we employ a combination of block coordinate descent (BCD) and alternating projection methods. Numerical experiments show convergence of our algorithm, mitigation of uplink interference, and stable data rates under varying noise levels, channel estimate imperfections, and self-interference. The subsequent companion paper (Part III) extends the discussion to multiple targets and evaluates the tracking performance of our MRMC system.


## 1. Introduction

The increasing congestion of the electromagnetic spectrum in recent years has presented significant challenges in the design of radar and communications systems operating within the same frequency bands [1]. While radar systems necessitate substantial transmit signal bandwidths for high-resolution target detection [2], wireless cellular networks require access to a broad spectrum to support high data rates [3, 4]. In response to the exponential growth of mobile data traffic, network operators globally have turned to higher frequency spectra to accommodate the surge in data usage [1]. Additionally, advancements in wireless communications and the continuous increase in carrier frequencies have prompted spectrum regulators such the Federal Communications Commission (FCC) and International Telecommunications Union (ITU) to grant civilian communications systems access to frequency bands traditionally reserved for radar and sensing applications. This policy shift has initiated a trend of coexistence and convergence between radar and communications functions [1].

The literature [1] suggests two possible approaches toward joint radar-communications. In the coexistence approach, the radar and communications systems operate as separate entities within the same spectrum using different waveforms [5, 6]. In the co-design paradigm, the two systems are integrated into a single hardware platform, and a common waveform is employed at either the transmitter (Tx), receiver ( Rx ), or both $[7,8]$. The effectiveness of these spectrum-sharing solutions depends on the level of cooperation between the radar and communications systems. A hybrid approach of spectral cooperation has also been suggested, wherein some information exchange may take place between radar and communications systems [9, 10]. In this paper, we focus on spectral co-design aspects.

The aforementioned approaches do not readily extend to multiple-input multiple-output (MIMO) configurations, which employ multiple antennas at the transmitter and receiver to achieve high spectrum efficiency [3, 11]. MIMO

[^0]configurations enhance communications capacity, provide spatial diversity, and exploit multipath propagation [3]. Similarly, MIMO radars offer advantages over equivalent phased array radars, such as higher angular resolution with fewer antennas, spatial diversity, and improved parameter identification by leveraging waveform diversity [12]. In a colocated MIMO radar [13], the radar cross-section remains the same for closely-spaced antennas. In contrast, in a widely distributed or statistical MIMO radar, the antennas are sufficiently separated from each other, causing the same target to exhibit different radar cross-sections to each Tx-Rx pair. This spatial diversity is advantageous for detecting targets with small backscatters and low speed [14].

The increased degrees-of-freedom (DoFs), aperture sharing, and higher-dimensional optimization further complicate spectrum sharing in a joint MIMO-radar-MIMO-communications (MRMC) system [15, 16]. MRMC processing techniques include employing orthogonal transmit waveforms [17] and receiver interference cancellation [18]; see, e.g., [19] for a survey on MRMC solutions. Prior MRMC literature primarily focused on single-user MIMO communications and colocated MIMO radars. Co-design with statistical MIMO radar remains relatively unexamined in these prior works. In the previous companion paper (Part I) [19], we proposed spectral co-design of statistical MIMO radar with in-band full-duplex (IBFD) multi-user (MU) MIMO communications. The IBFD technology has been recently explored for joint radar-communications systems to facilitate communications transmission while also receiving the target echoes [20].

The performance metrics to design radar and communications systems are not identical because of different system goals [1]. As a result, recent works [15, 16] have suggested mutual information (MI) as a common metric for joint radar and communications systems. Our previous companion paper (Part I) [19] proposed MI-inspired novel compounded-and-weighted sum MI (CWSM) for the MIMO radar and IBFD MU-MIMO communications co-design problem. In that paper, we described the receive signal processing for a co-designed distributed MRMC system but did not develop an algorithm to solve the design problem. In this paper, unlike many prior works that focus solely on one specific system goal and often in isolation with other processing modules, we propose using CWSM to jointly design the UL/DL precoders, MIMO radar waveform matrix, and linear receive filters (LRFs) for both systems. Our co-design also accounts for several practical constraints, including the maximum UL/DL transmit powers, the QoS of the UL/DL quantified by their respective minimum achievable rates, and the peak-to-average-power-ratio (PAR) of the MIMO radar waveform. It is common among communications literature to identify a UL/DL UE's QoS with its minimum achievable rate [21,22]. Adopting low PAR waveforms is crucial for achieving energy- and cost-efficient RF frontends [23]. We address the non-convex CWSM maximization problem's challenges subject to non-convex constraints, namely the QoS and the PAR constraints, by developing an alternating algorithm that incorporates both the block coordinate descent (BCD) and the alternating projection (AP) methods. The BCD-AP process breaks the original problem into less complex subproblems that we iteratively solve. Numerical experiments show a quick, monotonic convergence of our proposed algorithm. Preliminary results of this work appeared in our conference publication [24], where only communications design was considered, PAR constraint was excluded, and detailed theoretical guarantees were excluded.

The rest of the paper is organized as follows. In the next section, we summarize the system model following the details included in the previous companion paper (Part I) [19]. Then, we formulate the CWSM maximization problem in Section 3. We develop the BCD-AP MRMC procedure to solve the non-convex optimization optimization problem iteratively in Section 4. We validate the proposed technique through numerical experiments in Section 5 before concluding in Section 6.

Throughout this paper, lowercase regular, lowercase boldface and uppercase boldface letters denote scalars, vectors and matrices, respectively. We use $I(\mathbf{X} ; \mathbf{Y})$ and $H(\mathbf{X} \mid \mathbf{Y})$ to denote, MI and conditional entropy between two random variables $\mathbf{X}$ and $\mathbf{Y}$, respectively. The notations $\mathbf{Y}[k], \mathbf{y}[k]$, and $y[k]$ denote the value of time-variant matrix $\mathbf{Y}$, vector $\mathbf{y}$ and scalar $y$ at discrete-time index $k$, respectively; $\mathbf{1}_{N}$ is a vector of size $N$ with all ones; $\mathbb{C}$ and $\mathbb{R}$ represent sets of complex and real numbers, respectively; a circularly symmetric complex Gaussian (CSCG) vector $\mathbf{q}$ with $N$ elements and power spectral density $\mathcal{N}_{0}$ is $\mathbf{q} \sim \mathcal{C N}\left(0, \mathcal{N}_{0} \mathbf{I}_{N}\right) ;(\cdot)^{\star}$ is the solution of the optimization problem; $\mathbb{E}[\cdot]$ is the statistical expectation; $\operatorname{Tr}\{\mathbf{R}\}, \mathbf{R}^{\top}, \mathbf{R}^{\dagger}, \mathbf{R}^{*},|\mathbf{R}|, \mathbf{R} \geq \mathbf{0}$, and $\mathbf{R}(m, n)$ are the trace, transpose, Hermitian transpose, element-wise complex conjugate, determinant, positive semi-definiteness and ( $m, n$ )-th entry of matrix $\mathbf{R}$, respectively; set $\mathbb{Z}_{+}(L)$ denotes $\{1, \ldots, L\} ; \mathbf{x} \geq \mathbf{y}$ denotes component-wise inequality between vectors $\mathbf{x}$ and $\mathbf{y} ; x^{+}$represents $\max (x, 0) ; x^{(t)}(\cdot)$ is the $t$-th iterate of an iterative function $x(\cdot) ; \inf (\cdot)$ is the infimum of its argument; $\odot$ denotes the Hadamard product; and $\oplus$ is the direct sum.

## 2. Spectral Co-Design System Model

The system model for the statistical MIMO The signal model used in this paper closely follows that detailed in the previous companion paper (Part I) [19] and, hence, we only summarize the key aspects below.

Consider a two-dimensional (2-D) ( $x-y$ ) Cartesian plane on which the $M_{\mathrm{r}}$ Txs and $N_{\mathrm{r}}$ Rxs of a statistical MIMO radar, the BS, $I$ UL UEs, and $J$ DL UEs of the IBFD MU-MIMO communications system are located at the coordinates $\left(x_{m_{\mathrm{r}}}, y_{m_{\mathrm{r}}}\right),\left(x_{n_{\mathrm{r}}}, y_{n_{\mathrm{r}}}\right),\left(x_{\mathrm{B}}, y_{\mathrm{B}}\right),\left(x_{\mathrm{UL}, i}, y_{\mathrm{UL}, i}\right)$, and $\left(x_{\mathrm{DL}, j}, y_{\mathrm{DL}, j}\right)$, respectively, for all $m_{\mathrm{r}} \in Z_{+}\left(M_{\mathrm{r}}\right), n_{\mathrm{r}} \in \mathbb{Z}_{+}\left(N_{\mathrm{r}}\right)$, $i \in \mathbb{Z}_{+}(I)$, and $j \in \mathbb{Z}_{+}(J)$. The statistical MIMO radar operates within the same transmit spectrum as an IBFD MU-MIMO communications system. Here, the radar aims to detect a target moving within the cellular coverage of the BS. The communications system serves the UL/DL UEs with desired achievable rates in the presence of the radar echoes.

### 2.1. Transmit Signal

Each radar Tx emits a train of $K$ pulses at a uniform pulse repetition interval (PRI) $T_{\mathrm{r}}$ or fast-time; the total duration $K T_{\mathrm{r}}$ is the coherent processing interval (CPI) or slow-time and $K$ is chosen to avoid range migration during the CPI [2]. At the same time, the BS and each UL UE continuously transmit DL and UL symbols, respectively. The radar pulse width is $T_{\mathrm{p}}=T_{\mathrm{r}} / N$, where $N$ is the number of sampled range bins or cells in a PRI. The UL/DL frame duration $T_{\mathrm{f}}$ and the UL/DL symbol duration $T_{\mathrm{s}}$ equal radar PRI and radar pulse width $T_{\mathrm{p}}$, respectively; i.e., $T_{\mathrm{f}}=T_{\mathrm{r}}$ and $T_{\mathrm{s}}=T_{\mathrm{p}}$. This implies that the number of UL/DL frames transmitted in the scheduling window is also $K$ and the number of UL/DL symbols per frame is $T_{\mathrm{f}} / T_{\mathrm{s}}=N$. The $k$-th communications frame is transmitted at a duration of $G T_{\mathrm{p}}, G \in \mathbb{Z}(N-1)$, before the $k$-th radar PRI.

### 2.1.1. Statistical MIMO Radar

Denote the narrowband transmit pulse of the $m_{\mathrm{r}}$-th radar Tx by $\phi_{m_{\mathrm{r}}}(t)$. The waveforms from all Txs form the waveform vector

$$
\begin{equation*}
\boldsymbol{\phi}(t)=\left[\phi_{1}(t), \ldots, \phi_{M_{\mathrm{r}}}(t)\right]^{\top} \in \mathbb{C}^{M_{\mathrm{r}}} \tag{1}
\end{equation*}
$$

and satisfy the orthonormality $\int_{T_{\mathrm{p}}} \boldsymbol{\phi}(t) \boldsymbol{\phi}^{\dagger}(t) d t=\mathbf{I}_{M_{\mathrm{r}}}$. The radar code to modulate the pulse emitted by the $m_{\mathrm{r}} \mathrm{Tx}$ in the $k$-th PRI is $a_{m_{\mathrm{r}}, k}$. During the observation window $t \in\left[0, K T_{\mathrm{r}}+G T_{\mathrm{p}}\right]$, the $m_{\mathrm{r}}$-th $T \mathrm{x}$ emits the pulse train

$$
\begin{equation*}
s_{m_{\mathrm{r}}}(t)=\sum_{k=0}^{K-1} a_{m_{\mathrm{r}}, k} \phi_{m_{\mathrm{r}}}\left(t-k T_{\mathrm{r}}-G T_{\mathrm{p}}\right) \tag{2}
\end{equation*}
$$

where the support of $\phi_{m_{\mathrm{r}}}(t)$ is $\left[0, T_{\mathrm{r}}\right)$ and, without loss of generality, $\phi_{m_{\mathrm{r}}}(t)=\sqrt{1 / T_{\mathrm{p}}} \mathrm{e}^{j 2 \pi \frac{m_{\mathrm{r}}}{T_{\mathrm{p}}} t}$ for $m_{\mathrm{r}} \in \mathbb{Z}_{+}\left(M_{\mathrm{r}}\right)$ for $t \in\left[0, T_{\mathrm{r}}\right)$. Define the radar code vector transmitted during the $k$-th PRI as $\mathbf{a}[k]=\left[a_{1, k}, \cdots, a_{M_{\mathrm{r}}, k}\right]^{\top} \in \mathbb{C}^{M_{\mathrm{r}}}$ so that the MIMO radar code matrix is

$$
\begin{equation*}
\mathbf{A}=\left[\mathbf{a}^{\top}[1] ; \cdots ; \mathbf{a}^{\top}[K]\right]=\left[\mathbf{a}_{1}, \cdots \mathbf{a}_{M_{\mathrm{r}}}\right] \in \mathbb{C}^{K \times M_{\mathrm{r}}} . \tag{3}
\end{equation*}
$$

where $\mathbf{a}_{m_{\mathrm{r}}} \in \mathbb{C}^{K}$ is the code of the $m_{\mathrm{r}}$-th TX over all PRIs. The combined transmit signal vector is

$$
\begin{equation*}
\mathbf{s}(t)=\left[s_{1}(t), \cdots, s_{M_{\mathrm{r}}}(t)\right]^{\top} \in \mathbb{C}^{M_{\mathrm{r}}} \tag{4}
\end{equation*}
$$

### 2.1.2. IBFD MU-MIMO Communications

The BS and UEs operate in the FD and HD modes, respectively. During the observation window, the BS receives data frames from the $I$ UL UEs; concurrently, the $J$ DL UEs operating in the same band download data frames from the BS. The BS is equipped with $M_{\mathrm{c}}$ transmit and $N_{\mathrm{c}}$ receive antennas. The $i$-th UL UE and $j$-th DL UE employ $N_{i}^{\mathrm{u}}$ and $N_{j}^{\mathrm{d}}$ transceive antennas, respectively. To achieve the maximum capacities of the UL and DL channels, number of BS Tx and Rx antennas are $M_{\mathrm{c}} \geq \sum_{j=1}^{J} N_{j}^{\mathrm{d}}$ and $N_{\mathrm{c}} \geq \sum_{i=1}^{I} N_{i}^{\mathrm{u}}$, respectively [3]. A total of $D_{i}^{\mathrm{u}} \leq N_{i}^{\mathrm{u}}$ and
$D_{j}^{\mathrm{d}} \leq N_{j}^{\mathrm{d}}$ unit-energy data streams are used by $i$-th UL UE and $j$-th DL UE, respectively. The symbol vectors sent by the $i$-th UL UE toward the BS and by the BS toward the $j$-th DL UE in the $l$-th symbol period of the $k$-th frame are $\mathbf{d}_{\mathrm{u}, i}[k, l] \in \mathbb{C}_{D_{i}^{\mathrm{u}}}$ and $\mathbf{d}_{\mathrm{d}, j}[k, l] \in \mathbb{C}^{D_{j}^{\mathrm{d}}}$, respectively; these are independent and identically distributed (i.i.d.) with $\mathbb{E}\left[\mathbf{d}_{\mathrm{d}, j} \mathbf{d}_{\mathrm{d}, j}^{\dagger}[k, l]\right]=\mathbb{E}\left[\mathbf{d}_{\mathrm{u}, i} \mathbf{d}_{\mathrm{u}, i}^{\dagger}[k, l]\right]=\mathbf{I}$ for $i \in \mathbb{Z}_{+}\{I\}, k \in \mathbb{Z}_{+}\{K\}$, and $l \in \mathbb{Z}_{+}\{N\}$.

Denote the precoders for the $i$-th UL UE and the $j$-th DL UE at the $k$-th frame as $\mathbf{P}_{\mathrm{u}, i}[k] \in \mathbb{C}^{N_{i}^{\mathrm{u}} \times D_{i}^{\mathrm{u}}}$ and $\mathbf{P}_{\mathrm{d}, j}[k] \in \mathbb{C}^{M_{\mathrm{c}} \times D_{j}^{\mathrm{d}}}$, respectively. The precoded transmit signal vectors for the $i$-th UL UE and $j$-th DL UE become

$$
\begin{equation*}
\mathbf{s}_{\mathrm{u}, i}[k, l]=\mathbf{P}_{\mathrm{u}, i}[k] \mathbf{d}_{\mathrm{u}, i}[k, l], \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{s}_{\mathrm{d}, j}[k, l]=\mathbf{P}_{\mathrm{d}, j}[k] \mathbf{d}_{\mathrm{d}, j}[k, l], \tag{6}
\end{equation*}
$$

respectively. The total DL symbol vector broadcast by the BS in the same symbol period is

$$
\begin{equation*}
\mathbf{s}_{\mathrm{B}}[k, l]=\sum_{j=1}^{J} \mathbf{s}_{\mathrm{d}, j}[k, l] . \tag{7}
\end{equation*}
$$

The transmit pulse shaping function used by the IBFD communications is $p_{\mathrm{T}}(t)$. The transmit signals of $i$-th UL UE and BS are

$$
\begin{equation*}
\mathbf{x}_{\mathrm{u}, i}(t)=\sum_{k=0}^{K-1} \sum_{l=0}^{N-1} \mathbf{s}_{\mathrm{u}, i}[k, l] p_{\mathrm{T}}\left(t-(k N+l) \boldsymbol{T}_{\mathrm{p}}\right), \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{x}_{\mathrm{B}}(t)=\sum_{k=0}^{K-1} \sum_{l=0}^{N-1} \mathrm{~s}_{\mathrm{B}}[k, l] p_{\mathrm{T}}\left(t-(k N+l) \boldsymbol{T}_{\mathrm{p}}\right) . \tag{9}
\end{equation*}
$$

### 2.2. Statistical MIMO radar receiver

The radar and DL signals are reflected off a single target and the combined echo is received at the $n_{\mathrm{r}}$-th radar Rx as $\mathbf{y}_{\mathrm{t}, \eta_{\mathrm{r}}}$. It is overlaid with clutter echoes $\mathbf{y}_{\mathrm{c}, n_{\mathrm{r}}}$, directly received IBFD MU-MIMO DL signal $\mathbf{y}_{\mathrm{Bm}, n_{\mathrm{r}}}$, and interference from the UL $\mathbf{y}_{\mathrm{u}, n_{\mathrm{r}}}$. With the CSCG noise vector at the $n_{\mathrm{r}}$-th radar $\operatorname{Rx}$ by $\mathbf{z}_{\mathrm{r}, n_{\mathrm{r}}} \in \mathcal{C N}\left(\mathbf{0}, \sigma_{\mathrm{r}, n_{\mathrm{r}}}^{2} \mathbf{I}_{K}\right)$, the composite receive signal model at the range cell under test (CUT) of the $n_{\mathrm{r}}$-th radar Rx is

$$
\begin{equation*}
\mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}=\mathbf{y}_{\mathrm{t}, n_{\mathrm{r}}}+\underbrace{\mathbf{y}_{\mathrm{c}, n_{\mathrm{r}}}+\mathbf{y}_{\mathrm{Bm}, n_{\mathrm{r}}}+\mathbf{y}_{\mathrm{u}, n_{\mathrm{r}}}+\mathbf{z}_{\mathrm{r}, n_{\mathrm{r}}}}_{=\mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}}, \tag{10}
\end{equation*}
$$

where $\mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}^{\text {in }}$ denotes the interference-plus-noise component of $\mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}$. The covariance matrix (CM) of $\mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}$ is [19]

$$
\begin{equation*}
\mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}=\mathbf{R}_{\mathrm{t}, n_{\mathrm{r}}}+\mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}, \tag{11}
\end{equation*}
$$

with the CM of $\mathbf{y}_{\mathbf{r}, n_{\mathrm{r}}}^{\text {in }}$ given by

$$
\begin{equation*}
\mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}} \triangleq \mathbf{R}_{\mathrm{c}, n_{\mathrm{r}}}+\mathbf{R}_{\mathrm{Bm}, n_{\mathrm{r}}}+\mathbf{R}_{\mathrm{Ur}, n_{\mathrm{r}}}+\sigma_{\mathrm{r}, n_{\mathrm{r}}}^{2} \mathbf{I}_{K} . \tag{12}
\end{equation*}
$$

Combining the received signals from $N_{\mathrm{r}}$ radar Rxs yields

$$
\begin{equation*}
\mathbf{y}_{\mathrm{r}}=\mathbf{y}_{\mathrm{tr}}+\mathbf{y}_{\mathrm{r}}^{\mathrm{in}}=\left[\mathbf{y}_{\mathrm{r}, 1}^{\top} ; \cdots ; \mathbf{y}_{\mathrm{r}, N_{\mathrm{r}}}^{\top}\right]^{\top} \in \mathbb{C}^{K N_{\mathrm{r}}} \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{y}_{\mathrm{tr}}=\left[\mathbf{y}_{\mathrm{t}, 1}^{\top} ; \cdots ; \mathbf{y}_{\mathrm{t}, \mathrm{~N}_{\mathrm{r}}}^{\top}\right]^{\top} \tag{14}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{y}_{\mathrm{r}}^{\mathrm{in}} \triangleq \mathbf{y}_{\mathrm{cr}}+\mathbf{y}_{\mathrm{Bmr}}+\mathbf{y}_{\mathrm{Ur}}+\mathbf{z}_{\mathrm{r}}=\left[\left(\mathbf{y}_{\mathrm{r}, 1}^{\mathrm{in}}\right)^{\top} ; \cdots ;\left(\mathbf{y}_{\mathrm{r}, N_{\mathrm{r}}}^{\mathrm{in}}\right)^{\top}\right]^{\top}, \tag{15}
\end{equation*}
$$

whose CM is

$$
\begin{equation*}
\mathbf{R}_{\mathrm{r}}^{\mathrm{in}}=\oplus_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \mathbf{R}_{\mathrm{r}, \mathrm{n}_{\mathrm{r}}}^{\mathrm{in}} . \tag{16}
\end{equation*}
$$

### 2.3. IBFD MU-MIMO Communications Receiver

Within the observation window, $J$ DL UEs and the BS receive both IBFD communications signals and radar probing signals. For $l$-th symbol period and $k$-th frame, denote the CSCG noise vectors measured respectively at the BS Rx and the $j$-th DL UE as $\mathbf{z}_{\mathrm{B}}[k, l] \sim \mathcal{C N}\left(0, \sigma_{\mathrm{B}}^{2} \mathbf{I}_{M_{\mathrm{c}}}\right)$ and $\mathbf{z}_{\mathrm{d}, j}[k, l] \sim \mathcal{C N}\left(0, \sigma_{\mathrm{d}, j}^{2} \mathbf{I}_{N_{j}^{\mathrm{d}}}\right)$, i.i.d in $k$ and $l$. Then, the signal received at the BS Rx to decode $\mathrm{s}_{\mathrm{u}, i}[k, l]$ and the composite signal received by the $j$-th DL UE are, respectively,

$$
\begin{align*}
\mathbf{y}_{\mathrm{u}, i}[k, l] & =\mathbf{y}_{i, \mathrm{~B}}[k, l]+\mathbf{y}_{\mathrm{um}, i}[k, l]+\mathbf{y}_{\mathrm{BB}}[k, l]+\mathbf{y}_{\mathrm{rB}}[k, l]+\mathbf{z}_{\mathrm{B}}[k, l],  \tag{17}\\
\text { and } \mathbf{y}_{\mathrm{d}, j}[k, l] & =\mathbf{y}_{\mathrm{B}, j}[k, l]+\mathbf{y}_{\mathrm{dm}, j}[k, l]+\mathbf{y}_{\mathrm{u}, j}[k, l]+\mathbf{y}_{\mathrm{r}, j}[k, l]+\mathbf{z}_{\mathrm{d}, j}[k, l], \tag{18}
\end{align*}
$$

where $\mathbf{y}_{i, \mathrm{~B}}[k, l]$ is the signal from $i$-th UL UE to the $\mathrm{BS} ; \mathbf{y}_{\mathrm{um}, i}[k, l]$ is the multi-user interference (MUI) from other UL UEs; $\mathbf{y}_{\mathrm{BB}}[k, l]$ is the self-interference due to FD transmission; $\mathbf{y}_{\mathrm{rB}}[k, l]\left(\mathbf{y}_{\mathrm{r}, j}[k, l]\right)$ is the radar signal received at the BS ( $j$-th DL UE); $\mathbf{y}_{\mathrm{B}, j}[k, l]$ is the signal from the BS aimed for the $j$-th DL UE; $\mathbf{y}_{\mathrm{dm}, j}[k, l]$ is the MUI from other DL UEs; and $\mathbf{y}_{\mathrm{u}, j}[k, l]$ is the UL interference at the $j$-th DL UE. The CMs of $\mathbf{y}_{\mathrm{u}, i}[k, l]$ and $\mathbf{y}_{\mathrm{d}, j}[k, l]$ are, respectively,

$$
\begin{equation*}
\mathbf{R}_{\mathrm{u}, i}[k, l]=\mathbf{R}_{i, \mathrm{~B}}[k, l]+\mathbf{R}_{\mathrm{u}, i}^{\mathrm{in}}[k, l], \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{R}_{\mathrm{d}, j}[k, l]=\mathbf{R}_{\mathrm{B}, \mathrm{j}}[k, l]+\mathbf{R}_{\mathrm{d}, j}^{\mathrm{in}}[k, l], \tag{20}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{R}_{\mathrm{u}, i}^{\mathrm{in}}[k, l]=\mathbf{R}_{\mathrm{um}, i}[k, l]+\mathbf{R}_{\mathrm{BB}}[k, l]+\mathbf{R}_{\mathrm{rB}}[k, l]+\sigma_{\mathrm{B}}^{2} \mathbf{I}_{M_{\mathrm{c}}}, \tag{21}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{R}_{\mathrm{d}, j}^{\mathrm{in}}[k, l]=\mathbf{R}_{\mathrm{dm}, j}[k, l]+\mathbf{R}_{\mathrm{u}, j}[k, l]+\mathbf{R}_{\mathrm{r}, j}[k, l]+\sigma_{j}^{2} \mathbf{I}_{N_{j}^{\mathrm{d}}} \tag{22}
\end{equation*}
$$

denote the interference-plus-noise CMs associated with (18) and (17), respectively. The precoders of IBFD communications are based on the $n_{\mathrm{rB}}-$ th symbol period of $K$ UL frames and the $n_{\mathrm{rd}}$-th symbol period of $K$ DL frames, where $n_{\mathrm{rB}}$ and $n_{\mathrm{rd}}$ are the symbol indices of UL and DL, respectively. Figure 1 illustrates the composite receive signals of BS Rx, $j$-th DL UE, and $n_{\mathrm{r}}$-th radar Rx.

## 3. CWSM Maximization

We now define the LRFs for the MIMO radar and the IBFD MU-MIMO communications system Rxs before introducing the MI-based co-design metric CWSM. Denote the LRF at the $n_{\mathrm{r}}$-th radar as $\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}=\left[\mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[0], \cdots, \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[K-1]\right] \in$ $\mathbb{C}^{K M \times K}$. This LRF's output is

$$
\begin{equation*}
\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}=\tilde{\mathbf{y}}_{\mathrm{t}, n_{\mathrm{r}}}+\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}=\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}} \mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}+\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}} \tag{23}
\end{equation*}
$$



Figure 1: The overlaid receive signal timing diagram during $k$-th radar PRI and $k$-th communications frame in the observation window; noise trails have been excluded. The purple bin with more opacity indicates the DL signal reflected from the target and observed in the radar CUT, i.e., $\mathbf{y}_{\mathrm{Bt}, n_{r}}^{\left(n_{\mathrm{r}}\right)}[k]$.
where $\mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}} \sim \mathcal{C N}\left(\mathbf{0}, \boldsymbol{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}}\right)$ contains the target information and $\tilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}} \sim \mathcal{C N}\left(\mathbf{0}, \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}\left(\mathbf{R}_{\mathrm{t}, n_{\mathrm{r}}}+\mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}\right) \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}\right)$.
Using the chain rule, the MI between $\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}$ and $\mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}$ is [25,26]

$$
\begin{align*}
I_{\mathrm{r}, n_{\mathrm{r}}} & \triangleq I\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}} ; \mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}\right)=H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}\right)-H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}} \mid \mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}\right) \\
& =H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}\right)-H\left(\widetilde{\mathbf{y}}_{\mathrm{t}, n_{\mathrm{r}}} \mid \mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}\right)-H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}} \mid \mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}\right) \\
& =H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}\right)-H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}\right), \tag{24}
\end{align*}
$$

where $H\left(\widetilde{\mathbf{y}}_{\mathrm{t}, n_{\mathrm{r}}} \mid \mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}\right)$ vanishes because $\widetilde{\mathbf{y}}_{\mathrm{t}, n_{\mathrm{r}}}$ depends on $\mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}$; and $H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}} \mid \mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}\right)$ reduces to $H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}\right)$ because $\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}$ and $\mathbf{h}_{t, n_{r}}$ are mutually independent. The conditional differential entropy with the Gaussian noise [25] leads to

$$
\begin{equation*}
H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}} \mid \mathbf{A}\right)=\rho+\log \left|\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}\right| \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
H\left(\widetilde{\mathbf{y}}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}} \mid \mathbf{A}\right)=\rho+\log \left|\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}} \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}\right|, \tag{26}
\end{equation*}
$$

where the constant $\rho=K \log (\pi)+K$. This gives

$$
\begin{align*}
I_{\mathrm{r}, n_{\mathrm{r}}} & =\log \frac{\left|\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}\left(\mathbf{R}_{\mathrm{t}, n_{\mathrm{r}}}+\mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}\right) \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}\right|}{\left|\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}} \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}\right|} \\
& =\log \left|\mathbf{I}+\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{R}_{\mathrm{t}, n_{\mathrm{r}}} \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}\left(\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}} \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}\right)^{-1}\right| . \tag{27}
\end{align*}
$$

The LRFs deployed at the BS to decode the $i$-th UL UE and $j$-th DL UE during $k$-th frame of the observation window are $\mathbf{U}_{\mathrm{u}, i}[k] \in \mathbb{C}^{D_{i}^{\mathrm{u}} \times N_{\mathrm{c}}}$ and $\mathbf{U}_{\mathrm{d}, j}[k] \in \mathbb{C}^{D_{j}^{\mathrm{d}} \times N_{j}^{\mathrm{d}}}$, respectively. The outputs of $\mathbf{U}_{\mathrm{u}, i}[k]$ and $\mathbf{U}_{\mathrm{d}, j}[k]$ are $\widetilde{\mathbf{y}}_{\mathrm{u}, i}[k, l]=$ $\mathbf{U}_{\mathrm{u}, i}[k] \mathbf{y}_{\mathrm{u}, i}[k, l]$ and $\widetilde{\mathbf{y}}_{\mathrm{d}, j}[k, l]=\mathbf{U}_{\mathrm{d}, j}[k] \mathbf{y}_{\mathrm{d}, j}[k, l] ;$ these signals follow the distributions $\mathcal{C N}\left(\mathbf{0}, \mathbf{U}_{\mathrm{u}, i}[k] \mathbf{R}_{\mathrm{u}, i}[k, l] \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k]\right)$ and $\mathcal{C N}\left(\mathbf{0}, \mathbf{U}_{\mathrm{d}, j}[k] \mathbf{R}_{\mathrm{d}, j}[k, l] \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k]\right)$, respectively.

Using the common assumption of Gaussianity on symbol vectors, i.e. $\mathbf{s}_{\mathrm{u}, i}[k, l] \sim \mathcal{C N}\left(\mathbf{0}, \mathbf{P}_{\mathrm{u}, i}[k] \mathbf{P}_{\mathrm{u}, i}^{\dagger}[k]\right)$ and $\mathbf{s}_{\mathrm{d}, j}[k, l] \sim \mathcal{C N}\left(\mathbf{0}, \mathbf{P}_{\mathrm{d}, j}[k] \mathbf{P}_{\mathrm{d}, j}^{\dagger}[k]\right)$, the MIs between $\widetilde{\mathbf{y}}_{\mathrm{u}, i}[k, l]$ and $\mathbf{s}_{\mathrm{u}, i}[k, l]$ as well as $\widetilde{\mathbf{y}}_{\mathrm{d}, j}[k, l]$ and $\mathbf{s}_{\mathrm{d}, j}[k, l]$ are

$$
\begin{equation*}
I_{i}^{\mathrm{u}}[k, l] \triangleq I\left(\mathbf{s}_{\mathrm{u}, i}[k, l] ; \tilde{\mathbf{y}}_{\mathrm{u}, i}[k, l]\right)=\log \left|\mathbf{I}+\mathbf{U}_{\mathrm{u}, i}[k] \mathbf{R}_{i, \mathrm{~B}}[k, l] \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k]\left(\mathbf{U}_{\mathrm{u}, i}[k] \mathbf{R}_{\mathrm{u}, i}^{\mathrm{in}}[k, l] \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k]\right)^{-1}\right| \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{j}^{\mathrm{d}}[k, l] \triangleq I\left(\mathrm{~s}_{\mathrm{B}, j}[k, l] ; \tilde{\mathbf{y}}_{\mathrm{d}, j}[k, l]\right)==\log \left|\mathbf{I}+\mathbf{U}_{\mathrm{d}, j}[k] \mathbf{R}_{\mathrm{B}, j}[k, l] \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k]\left(\mathbf{U}_{\mathrm{d}, j}[k] \mathbf{R}_{\mathrm{d}, j}^{\mathrm{in}}[k, l] \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k]\right)^{-1}\right| \tag{29}
\end{equation*}
$$

respectively. We evaluate FD communications based on the symbols-of-interest, i.e., $l=n_{\mathrm{rB}}$ for each UL frame and $l=n_{\mathrm{rd}}$ for each DL frame in the observation window. The metric CWSM is a weighted sum of communications' MIs related to the symbol periods of interest ${ }^{1}$ and $I_{\mathrm{r}, n_{\mathrm{r}}}$, i.e.,

$$
\begin{equation*}
I_{\mathrm{CWSM}}=\sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \alpha_{n_{\mathrm{r}}}^{\mathrm{r}} I_{n_{\mathrm{r}}}^{\mathrm{r}}+\sum_{k=0}^{K-1}\left[\sum_{i=1}^{I} \alpha_{i}^{\mathrm{u}} I_{i}^{\mathrm{u}}[k]+\sum_{j=1}^{J} \alpha_{j}^{\mathrm{d}} I_{j}^{\mathrm{d}}[k]\right], \tag{30}
\end{equation*}
$$

where $\alpha_{n_{\mathrm{r}}}^{\mathrm{r}}, \alpha_{i}^{\mathrm{u}}$, and $\alpha_{j}^{\mathrm{d}}$ are pre-defined weights assigned to the MIMO $n_{\mathrm{r}}$-th radar Rx, $i$-th UL UE and $j$-th DL UE, respectively, for all $n_{\mathrm{r}}, i$, and $j$; the weights are determined by the system priority and specific applications. For example, for FD communications, the weights are based on available buffer capacities of BS and UEs[27, 28]. For the joint radar-communications, one can assign larger (smaller) weights to $\alpha_{n_{\mathrm{r}}}^{\mathrm{r}}$ with the presence (absence) of targets [29].

Denote the sets of the precoders and the LRFs as $\{\mathbf{P}\} \triangleq\left\{\mathbf{P}_{\mathrm{u}, i}[k], \mathbf{P}_{\mathrm{d}, j}[k] \mid i \in \mathbb{Z}_{+}\{I\}, j \in \mathbb{Z}_{+}\{J\}, k \in \mathbb{Z}_{+}\{K\}\right\}$ and $\{\mathbf{U}\} \triangleq\left\{\mathbf{U}_{\mathrm{u}, i}[k], \mathbf{U}_{\mathrm{d}, j}[k], \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mid i \in \mathbb{Z}_{+}\{I\}, j \in \mathbb{Z}_{+}\{J\}, k \in \mathbb{Z}_{+}\{K\}, n_{\mathrm{r}} \in \mathbb{Z}_{+}\left\{N_{\mathrm{r}}\right\}\right\}$. The transmission powers that occurred to the BS and the $i$-th UL UE at the $k$-th frame are

$$
\begin{equation*}
P_{\mathrm{d}}[k]=\sum_{j=1}^{J} P_{\mathrm{d}, j}[k]=\sum_{j=1}^{J} \operatorname{Tr}\left\{\mathbf{P}_{\mathrm{d}, j}[k] \mathbf{P}_{\mathrm{d}, j}^{\dagger}[k]\right\}, \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{\mathrm{u}, i}[k]=\operatorname{Tr}\left\{\mathbf{P}_{\mathrm{u}, i}[k] \mathbf{P}_{\mathrm{u}, i}^{\dagger}[k]\right\}, \tag{32}
\end{equation*}
$$

[^1]which are upper bounded by the maximum DL and UL powers $P_{\mathrm{B}}$ and $P_{\mathrm{U}}$, respectively. The achievable rates for the $i$-th UL UE and the $j$-th DL UE in the $k$-th frame, $R_{\mathrm{u}, i}[k]$ and $R_{\mathrm{d}, j}[k]$ are lower bounded by the least acceptable achievable rates to quantify the QoS of the UL and $\mathrm{DL}, R_{\mathrm{UL}}$ and $R_{\mathrm{DL}}$, respectively. The CWSM optimization to jointly design precoders $\{\mathbf{P}\}$, radar code $\mathbf{A}$, and LRFs $\{\mathbf{U}\}$ is
\[

$$
\begin{align*}
\underset{\{\mathbf{P}\},\{\mathbf{U}, \mathbf{A}}{\operatorname{maximize}} & I_{\mathrm{CWSM}}(\{\mathbf{U}\},\{\mathbf{P}\}, \mathbf{A})  \tag{33a}\\
\text { subject to } & P_{\mathrm{d}}[k] \leq P_{\mathrm{B}},  \tag{33b}\\
& P_{\mathrm{u}, i}[k] \leq P_{\mathrm{U}},  \tag{33c}\\
& R_{\mathrm{u}, i}[k] \geq R_{\mathrm{UL}},  \tag{33d}\\
& R_{\mathrm{d}, j}[k] \geq R_{\mathrm{DL}}  \tag{33e}\\
& \left\|\mathbf{a}_{m_{\mathrm{r}}}\right\|^{2}=P_{\mathrm{r}, m_{\mathrm{r}}},  \tag{33f}\\
& \frac{K \max _{k=1, \cdots, K}\left|\mathbf{a}_{m_{\mathrm{r}}}[k]\right|^{2}}{P_{\mathrm{r}, m_{\mathrm{r}}}} \leq \gamma_{m_{\mathrm{r}}}, \forall i, j, k, m_{\mathrm{r}}, \tag{33g}
\end{align*}
$$
\]

where constraints (33f) and (33g) are determined by the transmit power and PAR of the $m_{\mathrm{r}}$-th MIMO radar Tx, respectively. Note that PAR constraint is applied column-wise to the code matrix A because the Txs of a statistical MIMO radar are widely distributed. When $\gamma_{m_{\mathrm{r}}}=1$, PAR constraint is reduced to constant modulus constraint.

## 4. Joint Code-Precoder-Filter Design

Even without the non-convex constraints (33e)-(33g), (33) is non-convex because the objective function $I_{\text {CWSM }}$ is not jointly concave over $\{\mathbf{P}\}$, $\{\mathbf{U}\}$, and $\mathbf{A}$, and therefore its global optima are generally intractable [30]. In general, such a problem is solved by alternately optimizing over one unknown variable at a time. When the number of variables is large, methods such as the BCD partition all optimization variables into, say, $V$ small groups or blocks and optimize over each block, one at a time, while keeping other block variables fixed [31]. The net effect is that the problem is equivalently solved by iteratively solving less complex $V$ subproblems. If there are only two blocks of variables, the $B C D$ reduces to the classical alternating minimization method $[31,32]$.

It has been shown $[33,34]$ that the BCD converges globally to a stationary point for both convex and nonconvex problems while methods such as Alternating Direction Method of Multipliers (ADMM) and Douglas-Rachford Splitting (DRS) achieve only linear convergence for strictly convex and some non-convex (e.g. multi-convex) problems. The stochastic gradient descent used to address saddle point problems has a slower convergence rate than BCD and offers only weak convergence for non-convex problems [34].

One can partition the block coordinate variables from (33) into three groups, i.e., $\{\mathbf{P}\}, \mathbf{A}$, and $\{\mathbf{U}\}$. At each iteration, we apply a direct update [31], i.e., maximize $I_{\text {CWSM }}$ for all the block variables. Further, we update the block variables in a cyclic sequence because its global and local convergence has been well-established [31,35] compared to other sequential update rules ${ }^{2}$. In particular, we adopt the Gauss-Seidel BCD [31], which minimizes the objective function cyclically over each block while keeping the other blocks fixed.

A summary of our strategy is as follows. Note that $\{\mathbf{P}\}$ is subject to only communications-centric constraints (33b)(33e) and $\mathbf{A}$ to both radar-centric PAR constraints (33f)-(33g) and communications-centric constraints (33b)-(33e). We denote the sets of feasible $\mathbf{A}$ determined by (33b)-(33e) and (33f)-(33g) as $\mathbb{A}_{c}$ and $\mathbb{A}_{r}$, respectively and the optimal solution for $\mathbf{A}$, i.e., $\mathbf{A}^{\star}$ is thus in the intersection of $\mathbb{A}_{c}$ and $\mathbb{A}_{r}$, i.e., $\mathbf{A}^{\star} \in \mathbb{A}_{c} \cap \mathbb{A}_{r}$. The $A P$ method $[36,37]$ is appropriate to perform the search for $\mathbf{A}^{\star}$. In the sequel of this section, we first transform the $I_{\text {CWSM }}$ maximization problem, which is a weighted sum rate (WSR) problem, in (33) to a weighted minimum mean-squared-error (WMMSE) minimization problem without the PAR constraints in Section 4.1. It has been shown in [38, 28] that maximizing informationtheoretic quantities via WMMSE for MIMO precoder design yields better results than geometric programming. Mapping a WSR problem to its corresponding WMMSE problem is also more computationally efficient than gradientbased (GB) approaches [28] because of its low per-iteration complexity, which is guaranteed to converge to at least a local optimum [38]. In Section 4.2, we then employ the BCD in our proposed WMMSE-MRMC algorithm to solve

[^2]for the optimal $\mathbf{A}$ in $\mathbb{A}_{\boldsymbol{c}}$, which we denote as $\mathbf{A}^{\prime}$, and the optimal $\left\{\mathbf{P}^{\star}\right\}$. Then, we project each column of $\mathbf{A}^{\prime}$ onto $\mathbb{A}_{r}$ in Section 4.3 using AP. The WMMSE-MRMC and AP procedures comprise the overall BCD-AP MRMC algorithm (Algorithm 4) and are repeated until convergence.

### 4.1. Relationship between WMMSE and MI

Consider (33) without PAR constraints,

$$
\begin{equation*}
\underset{\{\mathbf{P}\},\{\mathbf{U}\}, \mathbf{A}}{\operatorname{maximize}} I_{\mathrm{CWSM}}(\{\mathbf{U}\},\{\mathbf{P}\}, \mathbf{A}) \text { subject to (33b) - (33e). } \tag{34}
\end{equation*}
$$

To derive the WMMSE expressions regarding (34), we first define the mean squared error for the $n_{\mathrm{r}}$-th radar Rx, $i$-th UL UE, and $j$-th DL UE as

$$
\begin{align*}
\mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}} & =\mathbb{E}\left[\left(\mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}-\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}\right)\left(\mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}-\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}\right)^{\dagger}\right] \\
& =\boldsymbol{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}}-\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}} \mathbf{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}}-\mathbf{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}}^{\dagger} \mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}}^{\dagger} \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger} \\
& +\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}, \tag{35}
\end{align*}
$$

$$
\begin{align*}
\mathbf{E}_{\mathrm{u}, i}[k] & =\mathbb{E}\left[\left(\mathbf{d}_{\mathrm{u}, i}[k]-\mathbf{U}_{\mathrm{u}, i}[k] \mathbf{y}_{\mathrm{u}, i}[k]\right)\left(\mathbf{d}_{\mathrm{u}, i}[k]-\mathbf{U}_{\mathrm{u}, i}[k] \mathbf{y}_{\mathrm{u}, i}[k]\right)^{\dagger}\right] \\
& =\mathbf{I}-\mathbf{U}_{\mathrm{u}, i}[k] \mathbf{H}_{i, \mathrm{~B}} \mathbf{P}_{\mathrm{u}, i}[k]-\mathbf{P}_{\mathrm{u}, i}^{\dagger}[k] \mathbf{H}_{i, \mathrm{~B}}^{\dagger} \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k] \\
& +\mathbf{U}_{\mathrm{u}, i}[k] \mathbf{R}_{\mathrm{u}, i}[k] \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k], \tag{36}
\end{align*}
$$

$$
\begin{align*}
\mathbf{E}_{\mathrm{d}, j}[k] & =\mathbb{E}\left[\left(\mathbf{d}_{\mathrm{d}, j}[k]-\mathbf{U}_{\mathrm{d}, j}[k] \mathbf{y}_{\mathrm{d}, j}[k]\right)\left(\mathbf{d}_{\mathrm{d}, j}[k]-\mathbf{U}_{\mathrm{d}, j}[k] \mathbf{y}_{\mathrm{d}, j}[k]\right)^{\dagger}\right] \\
& =\mathbf{I}-\mathbf{U}_{\mathrm{d}, j}[k] \mathbf{H}_{\mathrm{B}, j} \mathbf{P}_{\mathrm{d}, j}[k]-\mathbf{P}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{H}_{\mathrm{B}, j}^{\dagger} \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k] \\
& +\mathbf{U}_{\mathrm{d}, j}[k] \mathbf{R}_{\mathrm{d}, j}[k] \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k], \tag{37}
\end{align*}
$$

where the expectations are taken w.r.t. $\mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}, \mathbf{d}_{\mathrm{u}, i}[k]$, and $\mathbf{d}_{\mathrm{d}, j}[k]$, respectively. Denote symmetric weight matrices associated with $\mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}}, \mathbf{E}_{\mathrm{u}, i}[k]$, and $\mathbf{E}_{\mathrm{d}, j}[k]$ as $\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \in \mathbb{C}^{K M \times K M} \geq \mathbf{0}, \mathbf{W}_{\mathrm{u}, i}[k] \in \mathbb{C}_{i}^{D_{i}^{\mathrm{u}} \times D_{i}^{\mathrm{u}}} \geq \mathbf{0}$, and $\mathbf{W}_{\mathrm{d}, j}[k] \in \mathbb{C}^{D_{j}^{\mathrm{d}} \times D_{j}^{\mathrm{d}}} \geq$ $\mathbf{0}$, respectively. The weighted-sum MSE is

$$
\begin{align*}
& \Xi_{\mathrm{wmse}} \triangleq \underbrace{\sum_{k=1}^{K} \sum_{i=1}^{I} \alpha_{i}^{\mathrm{u}} \operatorname{Tr}\left\{\mathbf{W}_{\mathrm{u}, i}[k] \mathbf{E}_{\mathrm{u}, i}[k]\right\}}_{=\Xi_{\mathrm{UL}}}+\underbrace{\sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \alpha_{n_{\mathrm{r}}}^{\mathrm{r}} \operatorname{Tr}\left\{\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}}\right\}}_{=\Xi_{\mathrm{r}}} \\
& +\underbrace{\sum_{k=1}^{K} \sum_{j=1}^{J} \alpha_{j}^{\mathrm{d}} \operatorname{Tr}\left\{\mathbf{W}_{\mathrm{d}, j}[k] \mathbf{E}_{\mathrm{d}, j}[k]\right\}}_{=\Xi_{\mathrm{DL}}}, \tag{38}
\end{align*}
$$

where $\mathbf{W}_{\mathrm{u}, i}[k] \mathbf{E}_{\mathrm{u}, i}[k], \mathbf{W}_{\mathrm{d}, j}[k] \mathbf{E}_{\mathrm{d}, j}[k]$ and $\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}}$ are:

$$
\begin{align*}
& \mathbf{W}_{\mathrm{u}, i}[k] \mathbf{E}_{\mathrm{u}, i}[k] \\
& =\mathbf{W}_{\mathrm{u}, i}[k] \mathbf{I}-\mathbf{W}_{\mathrm{u}, i}[k] \mathbf{U}_{\mathrm{u}, i}[k] \mathbf{H}_{i, \mathrm{~B}} \mathbf{P}_{\mathrm{u}, i}[k]-\mathbf{W}_{\mathrm{u}, i}[k] \mathbf{P}_{\mathrm{u}, i}^{\dagger}[k] \mathbf{H}_{i, \mathrm{~B}}^{\dagger} \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k]+\mathbf{W}_{\mathrm{u}, i}[k] \mathbf{U}_{\mathrm{u}, i}[k] \mathbf{H}_{i, \mathrm{~B}} \mathbf{P}_{\mathrm{u}, i}[k] \mathbf{P}_{\mathrm{u}, i}^{\dagger}[k] \mathbf{H}_{i, \mathrm{~B}}^{\dagger} \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k] \\
& +\mathbf{W}_{\mathrm{u}, i}[k] \mathbf{U}_{\mathrm{u}, i}[k]\left(\sum_{q \neq i} \mathbf{H}_{q, \mathrm{~B}} \mathbf{P}_{\mathrm{u}, q}[k] \mathbf{P}_{\mathrm{u}, q}^{\dagger}[k] \mathbf{H}_{q, \mathrm{~B}}^{\dagger}+\sum_{j=1}^{J} \mathbf{H}_{\mathrm{BB}} \mathbf{P}_{\mathrm{d}, i}[k] \mathbf{P}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{H}_{\mathrm{BB}}^{\dagger}+\mathbf{H}_{\mathrm{rB}} \mathbf{a}[k] \mathbf{a}^{\dagger}[k] \mathbf{H}_{\mathrm{rB}}^{\dagger}\right) \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k], \tag{39}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{W}_{\mathrm{d}, j}[k] \mathbf{E}_{\mathrm{d}, j}[k] \\
& =\mathbf{W}_{\mathrm{d}, j}[k] \mathbf{I}-\mathbf{W}_{\mathrm{d}, j}[k] \mathbf{U}_{\mathrm{d}, j}[k] \mathbf{H}_{\mathrm{B}, j} \mathbf{P}_{\mathrm{d}, j}[k]-\mathbf{W}_{\mathrm{d}, j}[k] \mathbf{P}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{H}_{\mathrm{B}, j}^{\dagger} \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k] \\
& +\mathbf{W}_{\mathrm{d}, j}[k] \mathbf{U}_{\mathrm{d}, j}[k] \mathbf{H}_{\mathrm{B}, j} \mathbf{P}_{\mathrm{d}, j}[k] \mathbf{P}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{H}_{\mathrm{B}, j}^{\dagger} \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k] \\
& +\mathbf{W}_{\mathrm{d}, j}[k] \mathbf{U}_{\mathrm{d}, j}[k]\left(\sum_{g \neq j} \mathbf{H}_{\mathrm{B}, j} \mathbf{P}_{\mathrm{u}, q}[k] \mathbf{P}_{\mathrm{u}, q}^{\dagger}[k] \mathbf{H}_{\mathrm{B}, j}^{\dagger}+\sum_{i=1}^{I} \mathbf{H}_{i, j} \mathbf{P}_{\mathrm{u}, i}[k] \mathbf{P}_{\mathrm{u}, i}^{\dagger}[k] \mathbf{H}_{i, j}^{\dagger}+\mathbf{H}_{\mathrm{r}, j} \mathbf{a}[k] \mathbf{a}^{\dagger}[k] \mathbf{H}_{\mathrm{r}, j}^{\dagger}\right) \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k] \tag{40}
\end{align*}
$$

and

$$
\begin{align*}
& \mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}} \\
& =\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbb{E}\left[\left(\mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}-\sum_{k=1}^{K} \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[k]\left\{\mathbf{y}_{\mathrm{t}, n_{\mathrm{r}}}[k]+\mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}[k]\right\}\right)\left(\mathbf{h}_{\mathrm{t}, n_{\mathrm{r}}}-\sum_{k=1}^{K} \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[k]\left\{\mathbf{y}_{\mathrm{t}, n_{\mathrm{r}}}[k]+\mathbf{y}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}[k]\right\}\right)\right] \\
& =\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}}-\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbb{E}\left[\sum_{m=1}^{K} \mathbf{J}_{\mathrm{h}}[m]\left(\mathbf{J}_{\mathrm{r}} \mathbf{h}_{\mathrm{rt}, n_{\mathrm{r}}}[m]+\mathbf{J}_{\mathrm{B}} \mathbf{h}_{\mathrm{Bt}, n_{\mathrm{r}}}[m]\right) \sum_{\ell=1}^{K}\left(\mathbf{a}^{\dagger}[\ell] \mathbf{h}_{\mathrm{rt}, n_{\mathrm{r}}}^{*}[\ell]+\mathbf{s}_{\mathrm{Bt}, n_{\mathrm{r}}}^{\dagger}[\ell] \mathbf{h}_{\mathrm{Bt}, n_{\mathrm{r}}}^{*}[\ell]\right) \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}[\ell]\right] \\
& -\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbb{E}\left[\sum_{m=1}^{K} \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[m]\left(\mathbf{h}_{\mathrm{rt}, n_{\mathrm{r}}}[m] \mathbf{a}[m]+\mathbf{h}_{\mathrm{Bt}, n_{\mathrm{r}}}[m] \mathbf{s}_{\mathrm{Bt}, n_{\mathrm{r}}}[m]\right) \sum_{\ell=1}^{K}\left(\mathbf{h}_{\mathrm{rt}, n_{\mathrm{r}}}^{\dagger}[\ell] \mathbf{J}_{\mathrm{r}}^{\dagger}+\mathbf{h}_{\mathrm{Bt}, n_{\mathrm{r}}}^{\dagger}[\ell] \mathbf{J}_{\mathrm{B}}^{\dagger}\right) \mathbf{J}_{\mathrm{h}}^{\dagger}[\ell]\right] \\
& +\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \sum_{m=1}^{K} \sum_{\ell=1}^{K} \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[m]\left(\mathbf{R}_{\mathrm{rt}, n_{\mathrm{r}}}(m, \ell)+\mathbf{R}_{\mathrm{Bt}, n_{\mathrm{r}}}(m, \ell)+\mathbf{R}_{\mathrm{Bm}, n_{\mathrm{r}}}(m, \ell)+\mathbf{R}_{\mathrm{U}, n_{\mathrm{r}}}(m, \ell)+\mathbf{R}_{\mathrm{c}, n_{\mathrm{r}}}(m, \ell)+\sigma_{n_{\mathrm{r}}}\right) \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}[\ell] . \tag{41}
\end{align*}
$$

Minimizing (38) is the key to solving the problematic non-convex problem in (34), as stated in the following theorem.
Theorem 1. Solving the problem

$$
\begin{align*}
\underset{\{\mathbf{P}\},\{\mathbf{U}\}, \mathbf{A},\{\mathbf{W}\}}{\operatorname{minimize}} & \Xi_{\text {wmse }}(\{\mathbf{U}\},\{\mathbf{P}\}, \mathbf{A},\{\mathbf{W}\}),  \tag{42}\\
\text { subject to } & (33 \mathrm{~b})-(33 \mathrm{e})
\end{align*}
$$

yields the exact solution of the problem (34).
Proof. The optimization of (42) w.r.t. \{U\} yields [28]

$$
\begin{gather*}
\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\star}=\arg \min _{\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}, \forall n_{\mathrm{r}}} \operatorname{Tr}\left\{\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}}\right\} \\
=\mathbf{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}} \mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}}^{\dagger}\left(\mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}} \mathbf{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}} \mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}}^{\dagger}+\mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}^{\mathrm{in}}\right)^{-1},  \tag{43}\\
\begin{aligned}
& \mathbf{U}_{\mathrm{u}, i}^{\star}[k]=\arg \min _{\mathbf{U}_{\mathrm{u}, i}[k], \forall i, k, l} \operatorname{Tr}\left\{\mathbf{W}_{\mathrm{u}, i}[k] \mathbf{E}_{\mathrm{u}, i}[k]\right\} \\
&=\mathbf{P}_{\mathrm{u}, i}^{\dagger}[k] \mathbf{H}_{i, \mathrm{~B}}^{\dagger}\left(\mathbf{R}_{\mathrm{u}, i}[k]\right)^{-1},
\end{aligned}
\end{gather*}
$$

and $\mathbf{U}_{\mathrm{d}, j}^{\star}[k]=\arg \min _{\mathbf{U}_{\mathrm{d}, j}[k], \forall j, k, l} \operatorname{Tr}\left\{\mathbf{W}_{\mathrm{d}, j}[k] \mathbf{E}_{\mathrm{d}, j}[k]\right\}$

$$
\begin{equation*}
=\mathbf{P}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{H}_{\mathrm{B}, j}^{\dagger}\left(\mathbf{R}_{\mathrm{d}, j}[k]\right)^{-1} \tag{45}
\end{equation*}
$$

Substituting $\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\star}$, $\mathbf{U}_{\mathrm{u}, i}^{\star}[k]$, and $\mathbf{U}_{\mathrm{d}, j}^{\star}[k]$ into MIs in (27)-(29) and MSEs in (35)-(37) yields, respectively, the achievable rates of $n_{\mathrm{r}}$-th radar Rx, $i$-th UL UE, and $j$-th DL UE as

$$
\begin{align*}
R_{\mathrm{r}, n_{\mathrm{r}}} & =\log \left|\mathbf{I}+\mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}} \boldsymbol{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}} \mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}}^{\dagger} \mathbf{R}_{\mathrm{in}, \mathrm{n}_{\mathrm{r}}}^{-1}\right|  \tag{46}\\
R_{\mathrm{u}, i}[k] & =\log \left|\mathbf{I}+\mathbf{R}_{i, \mathrm{~B}}[k]\left(\mathbf{R}_{\mathrm{u}, i}^{\mathrm{in}}[k]\right)^{-1}\right|, \tag{47}
\end{align*}
$$

and

$$
\begin{equation*}
R_{\mathrm{d}, j}[k]=\log \left|\mathbf{I}+\mathbf{R}_{\mathrm{B}, j}[k]\left(\mathbf{R}_{\mathrm{d}, j}^{\mathrm{in}}[k]\right)^{-1}\right| . \tag{48}
\end{equation*}
$$

The corresponding minimum mean-squared-error (MMSE) of $n_{\mathrm{r}}$-th radar Rx, $i$-th UL UE, and $j$-th DL UE are, respectively,

$$
\begin{gather*}
\mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}}^{\star}=\boldsymbol{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}}\left[\mathbf{I}-\mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}}^{\dagger}\left(\mathbf{R}_{\mathrm{r}, n_{\mathrm{r}}}\right)^{-1} \mathbf{S}_{\mathrm{t}, n_{\mathrm{r}}} \boldsymbol{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}}\right],  \tag{49}\\
\mathbf{E}_{\mathrm{u}, i}^{\star}[k]=\mathbf{I}-\mathbf{P}_{\mathrm{u}, i}^{\dagger}[k] \mathbf{H}_{i, \mathrm{~B}}^{\dagger}\left(\mathbf{R}_{\mathrm{u}, i}[k]\right)^{-1} \mathbf{H}_{i, \mathrm{~B}} \mathbf{P}_{\mathrm{u}, i}[k], \tag{50}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathbf{E}_{\mathrm{d}, j}^{\star}[k]=\mathbf{I}-\mathbf{P}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{H}_{\mathrm{B}, j}^{\dagger}\left(\mathbf{R}_{\mathrm{d}, j}[k]\right)^{-1} \mathbf{H}_{\mathrm{B}, j} \mathbf{P}_{\mathrm{d}, j}[k] . \tag{51}
\end{equation*}
$$

The data processing inequality $[4, \mathrm{p} .34]$ implies that $R_{\mathrm{r}, n_{\mathrm{r}}}, R_{\mathrm{u}, i}[k, l]$, and $R_{\mathrm{d}, j}[k, l]$ are the upper bounds of $I_{\mathrm{r}, n_{\mathrm{r}}}$, $I_{i}^{\mathrm{u}}[k, l]$, and $I_{j}^{\mathrm{d}}[k, l]$, for all $n_{\mathrm{r}}, i$, and $j$. It follows that

$$
\begin{equation*}
\left\{\mathbf{U}^{\star}\right\} \triangleq\left\{\mathbf{U}_{\mathrm{r}, n_{\mathrm{r}}}^{\star}, \mathbf{U}_{\mathrm{u}, i}^{\star}[k], \mathbf{U}_{\mathrm{d}, j}^{\star}[k], \forall\left\{n_{\mathrm{r}}, i, j\right\}\right\}, \tag{52}
\end{equation*}
$$

is also the optimal solution of (34) and, in turn, the original problem (33), whose additional constraints do not affect the solution for $\{\mathbf{U}\}$. Using Woodbury matrix identity [27], the achievable rates are

$$
\begin{align*}
& \quad R_{\mathrm{r}, n_{\mathrm{r}}}=\log \left|\boldsymbol{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}}\left(\mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}}^{\star}\right)^{-1}\right|, R_{\mathrm{u}, i}[k]=\log \left|\left(\mathbf{E}_{\mathrm{u}, i}^{\star}[k]\right)^{-1}\right|, \\
& \text { and } R_{\mathrm{d}, j}[k]=\log \left|\left(\mathbf{E}_{\mathrm{d}, j}^{\star}[k]\right)^{-1}\right| . \tag{53}
\end{align*}
$$

Applying the first order optimal condition $[38,27]$ w.r.t. $\{\mathbf{W}\}$ produces the optimal weight matrices $\left\{\mathbf{W}^{\star}\right\}$ as

$$
\begin{align*}
\mathbf{W}_{\mathrm{u}, i}^{\star}[k] & =\left(\mathbf{E}_{\mathrm{u}, i}^{\star}[k]\right)^{-1}, \\
\mathbf{W}_{\mathrm{d}, j}^{\star}[k] & =\left(\mathbf{E}_{\mathrm{d}, j}^{\star}[k]\right)^{-1}, \tag{54}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}}^{\star}=\left(\mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}}^{\star}\right)^{-1} \tag{55}
\end{equation*}
$$

for all $\left\{n_{\mathrm{r}}, i, j\right\}$. Define

$$
\begin{aligned}
& \Xi_{\mathrm{wmse}}^{\prime}=\Xi_{\mathrm{wmse}}-\sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \alpha_{n_{\mathrm{r}}}^{\mathrm{r}}\left(\boldsymbol{\Sigma}_{\mathrm{t}, n_{\mathrm{r}}} \log \left|\mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}}\right|+K M\right)- \\
& \sum_{k=0}^{K-1}\left\{\sum_{i=1}^{I} \alpha_{i}^{\mathrm{u}}\left(\log \left|\mathbf{W}_{\mathrm{u}, i}[k]\right|+D_{i}^{\mathrm{u}}\right)+\sum_{j=1}^{J} \alpha_{j}^{\mathrm{d}}\left(\log \left|\mathbf{W}_{\mathrm{d}, j}[k]\right|+D_{j}^{\mathrm{d}}\right)\right\}
\end{aligned}
$$

Substituting $\left\{\mathbf{W}^{\star}\right\}$ and $\left\{\mathbf{U}^{\star}\right\}$ in $\Xi_{\text {wmse }}^{\prime}$ results in

$$
\Xi_{\mathrm{wmse}}^{\prime}=\sum_{k=0}^{K-1}\left\{-\sum_{j=1}^{J} \alpha_{j}^{\mathrm{d}} \log \left|\left(\mathbf{E}_{\mathrm{d}, j}^{\star}[k]\right)^{-1}\right|\right.
$$

$$
\begin{align*}
& \left.-\sum_{i=1}^{I} \alpha_{i}^{\mathrm{u}} \log \left|\left(\mathbf{E}_{\mathrm{u}, i}^{\star}[k]\right)^{-1}\right|\right\}-\alpha_{\mathrm{r}} \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \log \left|\left(\mathbf{E}_{\mathrm{r}, n_{\mathrm{r}}}^{\star}\right)^{-1}\right| \\
& =\sum_{k=1}^{K}\left\{\sum_{j=1}^{J} \alpha_{j}^{\mathrm{d}} R_{\mathrm{d}, j}[k]+\sum_{i=1}^{I} \alpha_{i}^{\mathrm{u}} R_{\mathrm{u}, i}[k]\right\}+\sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \alpha_{n_{\mathrm{r}}}^{\mathrm{r}} R_{\mathrm{r}, n_{\mathrm{r}}} \\
& =-I_{\mathrm{CWSM}}\left(\left\{\mathbf{U}^{\star}\right\},\{\mathbf{P}\}, \mathbf{A}\right), \tag{56}
\end{align*}
$$

which indicates that maximizing $I_{\text {CWSM }}$ is equivalent to minimizing $\Xi_{\text {wmse }}^{\prime}$ given $\left\{\mathbf{U}^{\star}\right\}$. As minimizing $\Xi_{\text {wmse }}^{\prime}$ w.r.t. $\{\mathbf{P}\}$ and $\mathbf{A}$ is also equivalent to minimizing $\Xi_{\text {wmse }}$ given $\left\{\mathbf{U}^{\star}\right\}$ and $\left\{\mathbf{W}^{\star}\right\}$. This completes the proof.

Substituting $\left\{\mathbf{U}^{\star}\right\}$ and $\left\{\mathbf{W}^{\star}\right\}$ in (42) yields the WMMSE

$$
\begin{equation*}
\Xi_{\text {wmmse }}(\{\mathbf{P}\}, \mathbf{A}) \triangleq \Xi_{\text {wmse }}\left(\left\{\mathbf{U}^{\star}\right\},\left\{\mathbf{W}^{\star}\right\}\{\mathbf{P}\}\right) . \tag{57}
\end{equation*}
$$

Therefore, $\mathbf{A}$ and $\{\mathbf{P}\}$ are obtained by solving

$$
\begin{equation*}
\underset{\{\mathbf{P}\}, \mathbf{A}}{\operatorname{minimize}} \quad \Xi_{\text {wmmse }}(\{\mathbf{P}\}, \mathbf{A}) \text { subject to } \quad(33 \mathrm{~b})-(33 \mathrm{e}) . \tag{58}
\end{equation*}
$$

### 4.2. WMMSE-MRMC

In order to solve (58), we sequentially iterate over each element in $\{\mathbf{P}\}$ and each row of $\mathbf{A}$, i.e., $\mathbf{a}^{\top}[k]$, using the Lagrange dual method to find a closed-form solution to each variable, which constitutes our WMMSE-MRMC algorithm.

### 4.2.1. Lagrange dual solution

Denote the Lagrange multiplier vectors w.r.t. constraints (33b)-(33e), respectively, as

$$
\begin{align*}
& \lambda_{\mathrm{DL}} \triangleq\left[\lambda_{\mathrm{d}}[0], \cdots, \lambda_{\mathrm{d}}[K-1]\right]^{\top} \in \mathbb{R}^{K},  \tag{59}\\
& \lambda_{\mathrm{UL}} \triangleq\left[\lambda_{\mathrm{u}, 1}[0], \cdots, \lambda_{\mathrm{u}, I}[K-1]\right]^{\top} \in \mathbb{R}^{K I},  \tag{60}\\
& \mu_{\mathrm{DL}} \triangleq\left[\mu_{\mathrm{d}, 1}[0], \cdots, \mu_{\mathrm{d}, J}[K-1]\right]^{\top} \in \mathbb{R}^{K J}, \tag{61}
\end{align*}
$$

and

$$
\begin{equation*}
\mu_{\mathrm{UL}} \triangleq\left[\mu_{\mathrm{u}, 1}[0], \cdots, \mu_{\mathrm{u}, I}[K-1]\right]^{\top} \in \mathbb{R}^{K I}, \tag{62}
\end{equation*}
$$

as well as the UL power vector, the DL power vector, the UL rate vector, and the DL rate vector as, respectively,

$$
\begin{align*}
\mathbf{p}_{\mathrm{UL}} \triangleq\left[P_{\mathrm{u}, 1}[0], \cdots, P_{\mathrm{u}, I}[K-1]\right]^{\top} \in \mathbb{R}^{K I},  \tag{63}\\
\mathbf{p}_{\mathrm{DL}} \triangleq\left[P_{\mathrm{d}}[0], \cdots, P_{\mathrm{d}}[K-1]\right]^{\top} \in \mathbb{R}^{K},  \tag{64}\\
\mathbf{r}_{\mathrm{UL}} \triangleq\left[R_{\mathrm{u}, 1}[0], \cdots, R_{\mathrm{u}, I}[K-1]\right]^{\top} \in \mathbb{R}^{K I}, \tag{65}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{r}_{\mathrm{DL}} \triangleq\left[R_{\mathrm{d}, 1}[0], \cdots, R_{\mathrm{d}, J}[K-1]\right]^{\top} \in \mathbb{R}^{K J}, \tag{66}
\end{equation*}
$$

which lead to the Lagrangian associated with (58) as

$$
\begin{align*}
& \mathcal{L}(\{\mathbf{P}\}, \mathbf{A}, \boldsymbol{\lambda}, \boldsymbol{\mu})=\Xi_{\mathrm{wmmse}}+\lambda_{\mathrm{DL}}^{\top}\left(\mathbf{p}_{\mathrm{DL}}-P_{\mathrm{B}} \mathbf{1}\right)+\lambda_{\mathrm{UL}}^{\top}\left(\mathbf{p}_{\mathrm{UL}}-P_{\mathrm{U}} \mathbf{1}\right) \\
& -\boldsymbol{\mu}_{\mathrm{DL}}^{\top}\left(\mathbf{r}_{\mathrm{DL}}-R_{\mathrm{DL}} \mathbf{1}\right)-\boldsymbol{\mu}_{\mathrm{UL}}^{\top}\left(\mathbf{r}_{\mathrm{UL}}-R_{\mathrm{UL}} \mathbf{1}\right), \tag{67}
\end{align*}
$$

where $\lambda=\left[\lambda_{\mathrm{DL}}^{\top}, \lambda_{\mathrm{UL}}^{\top}\right]^{\top}$ and $\boldsymbol{\mu}=\left[\mu_{\mathrm{DL}}^{\top}, \boldsymbol{\mu}_{\mathrm{UL}}^{\top}\right]^{\top}$. The Lagrange dual function of $L(\cdot)$ is defined as $D(\lambda, \boldsymbol{\mu})=$ $\inf _{\{\mathbf{P}\}, \mathbf{A}} \mathcal{L}(\{\mathbf{P}\}, \mathbf{A}, \lambda, \boldsymbol{\mu})$. With these definitions, we state the following theorem to solve (58).

Proposition 1. Linearize, using Taylor series approximation, $R_{u, i}[k]$ and $R_{d, j}[k], \forall\{i, j, k\}$ in the QoS constraints of problem (58). Then, the solution of the resulting problem is equivalent to that of its Lagrange dual problem
maximize $\quad D(\lambda, \boldsymbol{\mu})$ subject to $\quad \lambda \geq \mathbf{0}, \boldsymbol{\mu} \geq \mathbf{0}$.
Proof. Solving (68) yields the lower bounds of (58). The difference between the lower bound and the actual optimal value is the optimal duality gap. To equivalently obtain $\left\{\mathbf{P}^{\star}\right\}$ and $\mathbf{A}^{\prime}$ with (68), strong duality ought to hold for the primal problem (42), i.e., the optimal duality gap should be zero. However, the QoS constraints (33e) are non-concave leading to a non-zero duality gap. To bypass this problem, we apply the Taylor series to obtain linear approximations of $R_{\mathrm{u}, i}[k]$ and $R_{\mathrm{d}, j}[k]$. The first-order Taylor series expansion of a real-valued function with complex-valued matrix arguments $f\left(\mathbf{X}, \mathbf{X}^{*}\right): \mathbb{C}^{N \times Q} \times \mathbb{C}^{N \times Q} \rightarrow \mathbb{R}$ around $\mathbf{X}_{0}$ yields [27]

$$
\begin{align*}
f\left(\mathbf{X}, \mathbf{X}^{*}\right) & =f\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{*}\right)+\operatorname{vec}^{\top}\left(\frac{\partial}{\partial \mathbf{X}_{0}} f\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{*}\right)\right) \operatorname{vec}\left(\mathbf{X}-\mathbf{X}_{0}\right) \\
& +\operatorname{vec}^{\top}\left(\frac{\partial}{\partial \mathbf{X}_{0}^{*}} f\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{*}\right)\right) \operatorname{vec}\left(\mathbf{X}^{*}-\mathbf{X}_{0}^{*}\right) . \tag{69}
\end{align*}
$$

based on their associated Taylor series expansions in the initial approximations $\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k], \widetilde{\mathbf{P}}_{\mathrm{d}, j}[k]$, and $\widetilde{\mathbf{a}}[k]$. Denoting $\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k]$ as an initial approximation of $\mathbf{P}_{\mathrm{u}, i}[k]$, the Taylor series expansions of $R_{\mathrm{u}, q}[k]$ at $\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k]$ are

$$
\begin{aligned}
R_{\mathrm{u}, q}[k]\left(\mathbf{P}_{\mathrm{u}, i}[k]\right) & \approx R_{\mathrm{u}, q}[k]\left(\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k]\right) \\
& +\operatorname{vec}\left\{\frac{\partial\left(R_{\mathrm{u}, q}[k]\left(\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k], \widetilde{\mathbf{P}}_{\mathrm{u}, i}^{*}[k]\right)\right)}{\partial \widetilde{\mathbf{P}}_{\mathrm{u}, i}[k]}\right\} \operatorname{vec}\left\{\mathbf{P}_{\mathrm{u}, i}[k]-\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k]\right\} \\
& +\operatorname{vec}\left\{\frac{\partial\left(R_{\mathrm{u}, q}[k]\left(\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k], \widetilde{\mathbf{P}}_{\mathrm{u}, i}^{*}[k]\right)\right)}{\partial \widetilde{\mathbf{P}}_{\mathrm{u}, i}^{*}[k]}\right\} \operatorname{vec}\left\{\mathbf{P}_{\mathrm{u}, i}^{*}[k]-\widetilde{\mathbf{P}}_{\mathrm{u}, i}^{*}[k]\right\} .
\end{aligned}
$$

Likewise, by defining $\widetilde{\mathbf{P}}_{\mathrm{d}, j}[k]$ and $\widetilde{\mathbf{a}}[k]$ as initial approximations of $\mathbf{P}_{\mathrm{d}, j}[k]$, and $\mathbf{a}[k]$, we find the linear approximations of $R_{\mathrm{u}, q}[k]\left(\mathbf{P}_{\mathrm{d}, j}[k]\right), R_{\mathrm{u}, q}[k](\mathbf{a}[k]), R_{\mathrm{d}, j}[k]\left(\mathbf{P}_{\mathrm{u}, i}[k]\right), R_{\mathrm{d}, m}[k]\left(\mathbf{P}_{\mathrm{d}, j}[k]\right)$, and $R_{\mathrm{d}, j}[k](\mathbf{a}[k])$. As $\Xi_{\mathrm{wmmse}}$ is multi-convex, namely that $\Xi_{\text {wmmse }}$ is not jointly convex in $\mathbf{P}_{\mathrm{u}, i}[k], \mathbf{P}_{\mathrm{d}, j}[k]$, and $\mathbf{a}[k]$ but convex in each individual variable provided the rest of the variables are fixed [28,31], we thus have a fully convex approximation of (58) in (68) and reduce the optimal duality gap to zero [30]. This concludes the proof.

Following Appendix A, the gradients of Lagrangian $\mathcal{L}(\cdot)$ w.r.t. $\mathbf{P}_{\mathrm{u}, i}[k], \mathbf{P}_{\mathrm{d}, j}[k]$, and $\mathbf{a}[k]$ are, respectively,

$$
\begin{aligned}
\nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} \mathcal{L} & =\nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} \Xi_{\mathrm{UL}}+\nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} \Xi_{\mathrm{DL}}+\nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} \Xi_{\mathrm{r}} \\
& +\lambda_{\mathrm{u}, i}[k] \mathbf{P}_{\mathrm{u}, i}[k]-\sum_{g=1}^{J} \mu_{\mathrm{d}, g}[k] \nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} R_{\mathrm{d}, g}[k]-\sum_{q=1}^{I} \mu_{\mathrm{u}, q}[k] \nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} R_{\mathrm{u}, q}[k], \\
\nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} \mathcal{L} & =\nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} \Xi_{\mathrm{UL}}+\nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} \Xi_{\mathrm{DL}}+\nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} \Xi_{\mathrm{r}} \\
& +\lambda_{\mathrm{d}}[k] \mathbf{P}_{\mathrm{d}, j}[k]-\sum_{g=1}^{J} \mu_{\mathrm{d}, g}[k] \nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} R_{\mathrm{d}, g}[k]-\sum_{q=1}^{I} \mu_{\mathrm{u}, q}[k] \nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} R_{\mathrm{u}, q}[k], \\
\text { and } \nabla_{\mathbf{a}[k]} \mathcal{L} & =\nabla_{\mathbf{a}[k]} \Xi_{\mathrm{UL}}+\nabla_{\mathbf{a}[k]} \Xi_{\mathrm{DL}}+\nabla_{\mathbf{a}[k]} \Xi_{\mathrm{r}}-\sum_{j=1}^{J} \mu_{\mathrm{d}, j}[k] \nabla_{\mathbf{a}[k]} R_{\mathrm{d}, j}[k]-\sum_{i=1}^{I} \mu_{\mathrm{u}, i}[k] \nabla_{\mathbf{a}[k]} R_{\mathrm{u}, i}[k] .
\end{aligned}
$$

We obtain the analytical solutions to $\mathbf{P}_{\mathrm{u}, i}[k], \mathbf{P}_{\mathrm{d}, j}[k]$, and $\mathbf{a}[k]$ by solving equations $\nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} L=0, \nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} L=0$, and $\nabla_{\mathbf{a}[k]} L=0$, respectively. Using the gradient expressions in Appendix A, some algebra yields three generalized Sylvester equations

$$
\begin{align*}
& \mathbf{A}_{\mathrm{u}, i}[k] \mathbf{P}_{\mathrm{u}, i}[k]+\mathbf{F}_{\mathrm{u}, i}[k] \mathbf{P}_{\mathrm{u}, i}[k] \mathbf{B}_{\mathrm{u}, i}[k]=\mathbf{C}_{\mathrm{u}, i}[k],  \tag{70}\\
& \mathbf{A}_{\mathrm{d}, j}[k] \mathbf{P}_{\mathrm{d}, j}[k]+\mathbf{F}_{\mathrm{Bt}}[k] \mathbf{P}_{\mathrm{d}, j}[k] \mathbf{B}_{\mathrm{Bt}, j}[k]+\mathbf{F}_{\mathrm{Bm}}[k] \mathbf{P}_{\mathrm{d}, j}[k] \mathbf{B}_{\mathrm{Bm}, j}[k]=\mathbf{C}_{\mathrm{d}, j}[k],  \tag{71}\\
& \text { and } \mathbf{A}_{\mathrm{r}}[k] \mathbf{a}[k]+\mathbf{F}_{\mathrm{r}}[k] \mathbf{a}[k]=\mathbf{c}_{\mathrm{r}}[k], \tag{72}
\end{align*}
$$

where

$$
\begin{aligned}
\mathbf{B}_{\mathrm{u}, i}[k] & =\mathbf{d}_{\mathrm{u}, i}\left[k, n_{\mathrm{t}}-n_{\mathrm{u}}\right] \mathbf{d}_{\mathrm{u}, i}^{\dagger}\left[k, n_{\mathrm{t}}-n_{\mathrm{u}}\right], \\
\mathbf{F}_{\mathrm{u}, i}[k] & =2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, k) \mathbf{\Sigma}_{i, n_{\mathrm{r}}}^{(k, k)}\right), \\
\mathbf{B}_{\mathrm{Bt}, j}[k] & =\mathbf{d}_{\mathrm{d}, j}[k, 0] \mathbf{d}_{\mathrm{d}, j}^{\dagger}[k, 0], \\
\mathbf{B}_{\mathrm{Bm}, j}[k] & =\mathbf{d}_{\mathrm{d}, j}\left[k, n_{\mathrm{t}}-n_{\mathrm{Bm}}\right] \mathbf{d}_{\mathrm{d}, j}^{\dagger}\left[k, n_{\mathrm{t}}-n_{\mathrm{Bm}}\right], \\
\mathbf{F}_{\mathrm{Bt}}[k] & =2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, k) \mathbf{\Sigma}_{\mathrm{Bt}, n_{\mathrm{r}}}^{(k, k)}\right), \\
\mathbf{F}_{\mathrm{Bm}, j}[k]= & 2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, k) \mathbf{\Sigma}_{\mathrm{Bm}, n_{\mathrm{r}}}^{(k, k)}\right), \\
\mathbf{F}_{\mathrm{r}}[k] & =2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}}\left[\operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, k) \mathbf{\Sigma}_{\mathrm{r}, n_{\mathrm{r}}}^{(k, k)}\right)+\operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, k) \mathbf{\Sigma}_{\mathrm{c}, n_{\mathrm{r}}}\right)\right], \\
\mathbf{F}_{\mathrm{r}}[k]= & 2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}}\left[\operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, k) \mathbf{\Sigma}_{\mathrm{rt}, n_{\mathrm{r}}}^{(k, k)}\right)+\operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, k) \mathbf{\Sigma}_{\mathrm{c}, n_{\mathrm{r}}}\right)\right], \\
\mathbf{A}_{\mathrm{u}, i}[k]= & 2 \mathbf{H}_{i, \mathrm{~B}}^{\dagger} \xi_{\mathrm{uL}}[k] \mathbf{H}_{i, \mathrm{~B}}+2 \sum_{g=1}^{J} \mathbf{H}_{i, g}^{\dagger} \xi_{\mathrm{d}, g}[k] \mathbf{H}_{i, g}+\lambda_{\mathrm{u}, i}[k] \mathbf{I}, \\
\mathbf{C}_{\mathrm{u}, i}[k] & =\sum_{q=1}^{I} \mu_{\mathrm{u}, q}[k] \nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} R_{\mathrm{u}, q}[k]+\sum_{g=1}^{J} \mu_{\mathrm{d}, g}[k] \nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} R_{\mathrm{d}, g}[k] \\
& -\sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \sum_{m \neq k}^{K} 2 \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, m) \mathbf{\Sigma}_{i, n_{\mathrm{r}}}^{(m, k)}\right) \mathbf{P}_{\mathrm{u}, i}[m] \mathbf{d}_{\mathrm{u}, i}\left[m, n_{\mathrm{t}}-n_{\mathrm{u}}\right] \mathbf{d}_{\mathrm{u}, i}^{\dagger}\left[k, n_{\mathrm{t}}-n_{\mathrm{u}}\right]+2 \alpha_{i}^{\mathrm{u}} \mathbf{H}_{i, \mathrm{~B}}^{\dagger} \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k] \mathbf{W}_{\mathrm{u}, i}[k],
\end{aligned}
$$

$$
\mathbf{A}_{\mathrm{d}, j}[k]=2 \mathbf{H}_{\mathrm{BB}}^{\dagger} \xi_{\mathrm{UL}}[k] \mathbf{H}_{\mathrm{BB}}+2 \sum_{g=1}^{J} \mathbf{H}_{\mathrm{B}, g}^{\dagger} \boldsymbol{\xi}_{\mathrm{d}, g}[k] \mathbf{H}_{\mathrm{B}, g}+\lambda_{\mathrm{d}}[k] \mathbf{I},
$$

$$
\begin{aligned}
\mathbf{C}_{\mathrm{d}, j}[k]= & \sum_{q=1}^{I} \mu_{\mathrm{u}, q}[k] \nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} R_{\mathrm{u}, q}[k]+\sum_{g=1}^{J} \mu_{\mathrm{d}, g}[k] \nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} R_{\mathrm{d}, g}[k]- \\
& \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}}\left\{\sum_{m \neq k} 2 \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(m, k) \boldsymbol{\Sigma}_{\mathrm{Bt}, n_{\mathrm{r}}}^{(k, m)}\right) \sum_{g=1}^{J} \mathbf{P}_{\mathrm{d}, g}[m] \mathbf{d}_{\mathrm{d}, g}[m, 0] \mathbf{d}_{\mathrm{d}, j}^{\dagger}[k, 0]\right. \\
& +\sum_{m \neq k} 2 \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(m, k) \mathbf{\Sigma}_{\mathrm{Bm}, n_{\mathrm{r}}}^{(k, m)}\right) \sum_{g=1}^{J} \mathbf{P}_{\mathrm{d}, g}[m] \mathbf{d}_{\mathrm{d}, g}\left[m, n_{\mathrm{t}}-n_{\mathrm{Bm}}\right] \mathbf{d}_{\mathrm{d}, j}^{\dagger}\left[k, n_{\mathrm{t}}-n_{\mathrm{Bm}}\right]
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{g \neq j} 2 \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, k) \mathbf{\Sigma}_{\mathrm{Bt}, n_{\mathrm{r}}}^{(k, k)}\right) \mathbf{P}_{\mathrm{d}, g}[k] \mathbf{d}_{\mathrm{d}, g}[k, 0] \mathbf{d}_{\mathrm{d}, j}^{\dagger}[k, 0] \\
& +\sum_{g \neq j} 2 \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, k) \mathbf{\Sigma}_{\mathrm{Bm}, n_{\mathrm{r}}}^{(k, k)}\right) \mathbf{P}_{\mathrm{d}, g}[k] \mathbf{d}_{\mathrm{d}, g}\left[k, n_{\mathrm{t}}-n_{\mathrm{Bm}}\right] \mathbf{d}_{\mathrm{d}, j}^{\dagger}\left[k, n_{\mathrm{t}}-n_{\mathrm{Bm}}\right] \\
& \left.-2 \alpha_{n_{\mathrm{r}}}^{\mathrm{r}} \sum_{m=1}^{K} \mathbf{\Sigma}_{\mathrm{Bt}, n_{\mathrm{r}}}^{(m, k)} \mathbf{J}_{\mathrm{B}}^{\top} \mathbf{J}_{\mathrm{h}}^{\top}[m] \mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[k] \mathbf{d}_{\mathrm{d}, j}^{\dagger}[k, 0]\right\}+2 \alpha_{j}^{\mathrm{d}} \mathbf{H}_{\mathrm{B}, j}^{\dagger} \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{W}_{\mathrm{d}, j}[k], \\
\mathbf{A}_{\mathrm{r}}[k] & =2 \mathbf{H}_{\mathrm{rB}}^{\dagger} \boldsymbol{\xi}_{\mathrm{UL}}[k] \mathbf{H}_{\mathrm{rB}}+2 \sum_{j=1}^{J} \mathbf{H}_{\mathrm{r}, j}^{\dagger} \boldsymbol{\xi}_{\mathrm{d}, j}[k] \mathbf{H}_{\mathrm{r}, j}, \\
\text { and } \mathbf{c}_{\mathrm{r}}[k] & =\sum_{i=1}^{I} \mu_{\mathrm{u}, i}[k] \nabla_{\mathbf{a}[k]} R_{\mathrm{u}, i}[k]+\sum_{j=1}^{J} \mu_{\mathrm{d}, j}[k] \nabla_{\mathbf{a}[k]} R_{\mathrm{d}, j}[k]+2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \alpha_{\mathrm{r}, n_{\mathrm{r}}} \sum_{m=1}^{K} \operatorname{Re}\left(\mathbf{\Sigma}_{\mathrm{rt}, n_{\mathrm{r}}}^{(m, k)}\right) \mathbf{J}_{\mathrm{r}}^{\top} \mathbf{J}_{\mathrm{h}}^{\top}[m] \mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[k] \\
& -2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \sum_{m \neq k}\left[\operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, m) \mathbf{\Sigma}_{\mathrm{rt}, n_{\mathrm{r}}}^{(m, k)}\right)+\operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, m) \boldsymbol{\Sigma}_{\mathrm{c}, n_{\mathrm{r}}}\right)\right] \mathbf{a}[m] .
\end{aligned}
$$

Solving these Sylvester equations yields [27]

$$
\begin{align*}
\operatorname{vec}\left(\mathbf{P}_{\mathrm{u}, i}^{\star}[k]\right) & =\left[\mathbf{I}_{D_{i}^{\mathrm{u}}} \otimes \mathbf{A}_{\mathrm{u}, i}[k]+\mathbf{B}_{\mathrm{u}, i}^{\top}[k] \otimes \mathbf{F}_{\mathrm{u}, i}[k]\right]^{-1} \operatorname{vec}\left(\mathbf{C}_{\mathrm{u}, i}[k]\right),  \tag{73a}\\
\operatorname{vec}\left(\mathbf{P}_{\mathrm{d}, j}^{\star}[k]\right) & =\left(\mathbf{I} \otimes \mathbf{A}_{\mathrm{d}, j}[k]+\mathbf{B}_{\mathrm{Bt}, j}^{\top}[k] \otimes \mathbf{F}_{\mathrm{Bt}, j}[k]+\mathbf{B}_{\mathrm{Bm}, j}^{\top}[k] \otimes \mathbf{F}_{\mathrm{Bm}, j}[k]\right)^{-1} \operatorname{vec}\left(\mathbf{C}_{\mathrm{d}, j}[k]\right),  \tag{73b}\\
\text { and } \mathbf{a}^{\prime}[k] & =\left[1 \otimes \mathbf{A}_{\mathrm{r}}[k]+1 \otimes \mathbf{F}_{\mathrm{r}}[k]\right]^{-1} \mathbf{c}_{\mathrm{r}}[k], \tag{73c}
\end{align*}
$$

for all $i, j, k$. In order to determine $\mathbf{P}_{\mathrm{u}, i}^{\star}[k], \mathbf{P}_{\mathrm{d}, j}^{\star}[k]$, and $\mathbf{a}^{\prime}[k]$, we need to find the optimal $\lambda$ and $\boldsymbol{\mu}$ denoted by $\lambda^{\star}$ and $\mu^{\star}$.

### 4.2.2. Sub-gradient method for precoders

As $D(\lambda, \mu)$ is not always differentiable [30] and a simple method to update $\lambda$ and $\boldsymbol{\mu}$ is needed, we resort to the subgradient to determine search directions for $\lambda$ and $\boldsymbol{\mu}$, and employ the projected subgradient method to solve (68) sequentially. In the $t$-th iteration we have,

$$
\begin{align*}
& \lambda_{\mathrm{u}, i}^{(t+1)}[k]=\left[\lambda_{\mathrm{u}, i}^{(t)}[k]+\beta_{\mathrm{u}, i}^{(t)}[k]\left(P_{\mathrm{u}, i}^{(t)}[k]-P_{\mathrm{U}}\right)\right]^{+}  \tag{74a}\\
& \lambda_{\mathrm{d}}^{(t+1)}[k]=\left[\lambda_{\mathrm{d}}^{(t)}[k]+\beta_{\mathrm{d}}^{(t)}[k]\left(P_{\mathrm{B}}^{(t)}[k]-P_{\mathrm{B}}\right)\right]^{+}  \tag{74b}\\
& \mu_{\mathrm{u}, i}^{(t+1)}[k]=\left[\mu_{\mathrm{u}, i}^{(t)}[k]+\varepsilon_{\mathrm{u}, i}^{(t)}[k]\left(R_{\mathrm{UL}}-R_{\mathrm{u}, i}^{(t)}[k]\right)\right]^{+}  \tag{74c}\\
& \text {and } \mu_{\mathrm{d}, j}^{(t+1)}[k]=\left[\mu_{\mathrm{d}, j}^{(t)}[k]+\varepsilon_{\mathrm{d}, j}^{(t)}[k]\left(R_{\mathrm{DL}}-R_{\mathrm{d}, j}^{(t)}[k]\right)\right]^{+} \tag{74~d}
\end{align*}
$$

where $\beta_{\mathrm{u}, i}^{(t)}[k], \beta_{\mathrm{d}}^{(t)}[k], \varepsilon_{\mathrm{u}, i}^{(t)}[k]$, and $\varepsilon_{\mathrm{d}, j}^{(t)}[k]$ denote the step sizes of the $t$-th iteration for $\lambda_{\mathrm{u}, i}^{(t)}[k], \lambda_{\mathrm{d}}^{(t)}[k], \mu_{\mathrm{u}, i}^{(t)}[k]$, and $\mu_{\mathrm{d}, j}^{(t)}[k]$, respectively, $P_{\mathrm{u}, i}^{(t)}[k], P_{\mathrm{B}}^{(t)}[k], \mathbf{P}_{\mathrm{u}, i}^{(t)}[k], \mathbf{P}_{\mathrm{d}, j}^{(t)}[k], R_{\mathrm{u}, i}^{(t)}[k], R_{\mathrm{d}, j}^{(t)}[k]$, and $\Xi_{\mathrm{wmmse}}^{(t)}$ the $t$-th iterates of $P_{\mathrm{u}, i}[k], P_{\mathrm{B}}[k], \mathbf{P}_{\mathrm{u}, i}[k]$, $\mathbf{P}_{\mathrm{d}, j}[k], R_{\mathrm{u}, i}[k], R_{\mathrm{d}, j}[k]$, and $\Xi_{\mathrm{wmmse}}$, respectively [30]. Note that $\mathbf{P}_{\mathrm{u}, i}^{(t)}[k]$ and $\mathbf{P}_{\mathrm{d}, j}^{(t)}[k]$ are obtained by replacing $\lambda_{\mathrm{u}, i}[k]$ and $\mu_{\mathrm{u}, i}[k]$ with $\lambda_{\mathrm{u}, i}^{(t)}[k]$ and $\mu_{\mathrm{u}, i}^{(t)}[k]$ in (73a), and $\lambda_{\mathrm{d}}[k]$ and $\mu_{\mathrm{d}, j}[k]$ with $\lambda_{\mathrm{d}}^{(t)}[k]$ and $\mu_{\mathrm{d}, j}^{(t)}[k]$ in (73b), respectively.

There are various options to choose $\beta_{\mathrm{u}, i}^{(t)}[k], \beta_{\mathrm{d}}^{(t)}[k], \varepsilon_{\mathrm{u}, i}^{(t)}[k]$, and $\varepsilon_{\mathrm{d}, j}^{(t)}[k]$ to ensure that the subgradient updates in (74a)-(74d) converge to optimal values $\lambda^{\star}$ and $\boldsymbol{\mu}^{\star}$ of $\lambda$ and $\boldsymbol{\mu}$, respectively. Broadly, two rules are used. The first
determines the step size before executing the algorithm. This includes fixed and progressively diminishing step sizes; the latter should be square summable (but not necessarily summable). The second rule computes the steps using, for example, the Polyak's procedure [39]. As discussed in [39] and [30], the convergence rate of subgradient is dependent on step sizes and initialization points. It was mentioned in [39] that the Polyak's rule achieves faster convergence rate than other rules because it utilizes the optimal function value of the current iteration while computing the step size. Applying the Polyak's rule to $\beta_{\mathrm{u}, i}^{(t)}[k], \beta_{\mathrm{d}}^{(t)}[k], \varepsilon_{\mathrm{u}, i}^{(t)}[k]$, and $\varepsilon_{\mathrm{d}, j}^{(t)}[k]$ produces

$$
\begin{align*}
& \beta_{\mathrm{u}, i}^{(t)}[k]=\left(\Xi_{\mathrm{wmmse}}^{(t)}-\Xi_{\mathrm{wmmse}}^{\min }+0.1^{t}\right) /\left|P_{\mathrm{u}, i}^{(t)}[k]-P_{\mathrm{U}}\right|^{2},  \tag{75a}\\
& \beta_{\mathrm{d}}^{(t)}[k]=\left(\Xi_{\mathrm{wmmse}}^{(t)}-\Xi_{\mathrm{wmmse}}^{\min }+0.1^{t}\right) /\left|P_{\mathrm{B}}^{(t)}[k]-P_{\mathrm{B}}\right|^{2},  \tag{75b}\\
& \varepsilon_{\mathrm{u}, i}^{(t)}[k]=\left(\Xi_{\mathrm{wmmse}}^{(t)}-\Xi_{\mathrm{wmmse}}^{\min }+0.1^{t}\right) /\left|R_{\mathrm{UL}}-R_{\mathrm{u}, i}^{(t)}[k]\right|^{2}, \tag{75c}
\end{align*}
$$

$$
\begin{equation*}
\text { and } \varepsilon_{\mathrm{d}, j}^{(t)}[k]=\left(\Xi_{\mathrm{wmmse}}^{(t)}-\Xi_{\mathrm{wmmse}}^{\min }+0.1^{t}\right) /\left|R_{\mathrm{DL}}-R_{\mathrm{u}, i}^{(t)}[k]\right|^{2} . \tag{75d}
\end{equation*}
$$

Denote $\ell_{\text {max }}, l_{\text {max }}, t_{\mathrm{u}, \text { max }}\left(t_{\mathrm{d}, \text { max }}\right)$ denote the maximum iterations for the BCD-AP MRMC, WMMSE-MRMC, and the subgradient algorithms, respectively; $(\cdot)^{(\ell, t, t)}$ as the iterate of a variable at the $\ell$-th, $t$-th, and $t$-th iterations of BCD-AP MRMC, WWMSE-MRMC, and subgradient algorithms; and $\left\{\mathbf{P}^{(\epsilon,, 0)}\right\} \triangleq\left\{\mathbf{P}_{\mathrm{u}, i}^{(\ell, l, 0}[k], \mathbf{P}_{\mathrm{d}, j}^{(\ell, t)}[k], \forall\{i, j, k\}\right\}$. The subgradient method is not descent-based and $\Xi_{\mathrm{wmmse}}^{(t)}$ may increase at certain iterations[30]. Therefore, $\lambda_{\mathrm{u}, i}^{\star}[k], \mu_{\mathrm{u}, i}^{\star}[k]$, $\lambda_{\mathrm{d}}^{\star}[k]$, and $\mu_{\mathrm{d}, j}^{\star}[k]$ are employed to keep track of those values of $\lambda_{\mathrm{u}, i}^{(t)}[k], \mu_{\mathrm{u}, i}^{(t)}[k], \lambda_{\mathrm{d}}^{(t)}[k]$, and $\mu_{\mathrm{d}, j}^{(t)}[k]$ that yield the minimum $\Xi_{\mathrm{wmmse}}^{(t)}$ in the current iteration, i.e. $\Xi_{\mathrm{wmmse}}^{\min }$. Algorithm 1 summarizes the steps of the sub-gradient-based procedures to find $\lambda_{\mathrm{u}, i}[k], \mu_{\mathrm{u}, i}[k]$ and corresponding $\mathbf{P}_{\mathrm{u}, i}^{(e, l)}[k]$. We set $\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k]$ as the optimal estimates of the previous iteration (step 5). We use the same procedure for DL UE to find $\lambda_{\mathrm{d}}[k], \mu_{\mathrm{d}, j}[k]$ and $\mathbf{P}_{\mathrm{d}, j}^{(\ell, l)}[k]$.

```
Algorithm 1 Subgradient approach to solve (68) for UL UE
    Input: \(\left\{\mathbf{P}^{(\ell, l)}\right\}, \mathbf{A}^{(\ell, l)},\left\{\mathbf{U}^{(\ell)}\right\}, t_{\mathrm{u}, \text { max }}\)
    Output: \(\mathbf{P}_{\mathrm{u}, i}^{(\ell, l)}[k], \mu_{\mathrm{u}, i}^{\star}[k]\)
    Initialize \(\lambda_{\mathrm{u}, i}^{(0)}[k]=1, \mu_{\mathrm{u}, i}^{(0)}[k]=1,\left\{\mathbf{P}^{(\ell, t, 0)}\right\}=\left\{\mathbf{P}^{(\ell, l)}\right\}\)
    \(t \leftarrow 1, \Xi_{\text {wmmse }}^{(\text {min) }} \stackrel{\left\{\mathbf{P}^{(\ell,)}\right\}, \mathbf{A}^{\left(\ell^{(, l)}\right)},\left\{\mathbf{U}^{(t)}\right\}}{\rightleftarrows}\) (38)
    repeat
        update \(P_{\mathrm{u}, i}^{(t)}[k], R_{\mathrm{u}, i}^{(t)}[k], \beta_{\mathrm{u}, i}^{(t)}[k] \varepsilon_{\mathrm{u}, i}^{(t)}[k], \lambda_{\mathrm{u}, i}^{(t)}[k], \mu_{\mathrm{u}, i}^{(t)}[k]\)
        \(\mathbf{P}_{\mathrm{u}, i}^{\left(\ell_{l, t}\right)}[k] \stackrel{\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k]=\mathbf{P}_{\mathrm{u}, i}^{(\ell, l)}[k]}{\rightleftarrows}\) (73a)
        \(\Xi_{\text {wmmse }}^{(t)} \stackrel{\left\{\mathbf{P}^{(t, t)}\right\}, \mathbf{A}^{(e, t)},\left\{\mathbf{U}^{(t)}\right\}}{\rightleftarrows}(38)\)
        if \(\Xi_{\mathrm{wmmse}}^{\min }>\Xi_{\mathrm{wmmse}}^{(t)}\) then \(\mathbf{P}_{\mathrm{u}, i}^{(\ell, l)}[k]=\mathbf{P}_{\mathrm{u}, i}^{(\ell, \mathrm{t}, \mathrm{t})}[k], \lambda_{\mathrm{u}, i}^{\star}[k]=\lambda_{\mathrm{u}, i}^{(t)}[k], \mu_{\mathrm{u}, i}^{\star}[k]=\mu_{\mathrm{u}, i}^{(t)}[k]\), and \(\Xi_{\mathrm{wmmse}}^{\min }=\Xi_{\mathrm{wmmse}}^{(t)}\)
        \(t \leftarrow t+1\)
    until \(t>t_{\mathrm{u}, \text { max }}\)
    return \(\mathbf{P}_{\mathrm{u}, i}^{(\ell, l)}[k], \mu_{\mathrm{u}, i}^{\star}[k]\)
```

Upon executing the subgradient algorithms for all $i, j$, and $k, \mathbf{A}^{(\ell, l)}$ is solved by replacing $\boldsymbol{\mu}^{\star}$ and $\left\{\mathbf{P}^{(\ell, l)}\right\}$ with $\boldsymbol{\mu}$ and $\{\mathbf{P}\}$ in (73c) during the $\boldsymbol{\imath}$-th iteration of the WMMSE-MRMC algorithm (Algorithm 2), whose maximum number of iterations is $l_{\max }$. The outputs of the Algorithm 2 constitute the $\ell$-th iterate of $\left\{\mathbf{P}^{(\ell)}\right\}$ and $\mathbf{A}^{\prime}$ for the Algorithm 4.

So far, Algorithm 2 utilized perfect chanel state information (CSI). In practice, the CSI is estimated. The resulting estimation error may be modeled either as norm-bounded or stochastically [28]. The former is employed when quantization error is the primary source of the CSI error. However, quantization analysis is beyond the scope of this paper. Therefore, we adopt the latter by modeling the channel matrix as $\widehat{\mathbf{H}}=\mathbf{H}+\Delta$, where and $\Delta \sim \mathcal{C N}\left(\mathbf{0}, \eta_{\mathrm{CSI}}^{2} \mathbf{I}\right)$ is the error with the variance $\eta_{\mathrm{CSI}}^{2} \mathbf{I}$.

```
Algorithm 2 WMMSE-MRMC algorithm to solve (58)
    Input: \(\left\{\mathbf{P}^{(\ell)}\right\}, \mathbf{A}^{(\ell)},\left\{\mathbf{U}^{(\ell)}\right\}, l_{\text {max }}, t_{\mathrm{u}, \text { max }}\), and \(t_{\mathrm{d}, \text { max }}\)
    Output: \(\left\{\mathbf{P}^{(\ell)}\right\}, \mathbf{A}^{\prime}\)
    Set \(\left\{\mathbf{P}^{(\ell, 0)}\right\} \triangleq\left\{\mathbf{P}_{\mathrm{u}, i}^{(\ell, 0)}[k], \mathbf{P}_{\mathrm{d}, j}^{(\ell, 0)}[k], \forall\{i, j, k\}\right\}=\left\{\mathbf{P}^{(\ell)}\right\}\) and \(\mathbf{A}^{(\ell, 0)} \triangleq\left[\left(\mathbf{a}^{(\ell, 0)}[0]\right)^{\top} ; \cdots ;\left(\mathbf{a}^{(\ell, 0)}[K]\right)^{\top}\right]=\mathbf{A}^{(\ell)}\)
    Set the iteration index \(l=0\)
    repeat
        for \(k=1, \cdots, K\) do
            for \(i=1, \cdots, I, j=1, \cdots, J\) do
            \(\mathbf{P}_{\mathrm{u}, i}^{(\ell, l+1)}[k], \mu_{\mathrm{u}, i}^{\star}[k] \underset{t_{\mathrm{u}, \text { max }},\left\{\mathbf{U}^{(\ell)}\right\}}{\stackrel{\text { Subgradient }}{\leftrightarrows}}\left\{\mathbf{P}^{(\ell, l)}\right\}, \mathbf{A}^{(\ell, l)}\)
            \(\mathbf{P}_{\mathrm{d}, j}^{(\ell, l+1)}[k], \mu_{\mathrm{d}, j}^{\star}[k] \underset{t_{\mathrm{d}, \max },\left\{\mathbf{U}^{(\ell)}\right\}}{\stackrel{\text { Subgradient }}{\longleftrightarrow}}\left\{\mathbf{P}^{(\ell, l)}\right\}, \mathbf{A}^{(\ell, l)}\)
            \(\mathbf{a}^{(\ell, l+1)}[k] \stackrel{(73 \mathrm{c})}{\longleftarrow}\left\{\mathbf{P}^{(\ell, l)}\right\}, \mathbf{A}^{(\ell, l)},\left\{\mathbf{U}^{(\ell)}\right\}, \boldsymbol{\mu}^{\star}\)
        \(\mathbf{A}^{(\ell, l+1)}=\left[\left(\mathbf{a}^{(\ell, l+1)}[0]\right)^{\top} ; \cdots ;\left(\mathbf{a}^{(\ell, l+1)}[K]\right)^{\top}\right]\)
        \(l \leftarrow l+1\)
    until \(l>l_{\text {max }}\)
    \(\left\{\mathbf{P}^{(\ell)}\right\} \leftarrow\left\{\mathbf{P}^{(\ell, l)}\right\}, \mathbf{A}^{\prime} \leftarrow \mathbf{A}^{(\ell, l)}\)
    return \(\left\{\mathbf{P}^{(\ell)}\right\}, \mathbf{A}^{\prime}\)
```


### 4.3. Nearest vector method to find $A^{\star}$

Upon obtaining $\mathbf{A}^{\prime}=\left[\mathbf{a}_{1}^{\prime}, \cdots, \mathbf{a}_{M_{r}}^{\prime}\right]$, which is the optimal solution for $\mathbf{A} \in \mathbb{A}_{\mathrm{c}}$, the next step in the BCD-AP algorithm is to apply AP for projecting $\mathbf{a}_{m_{\mathrm{r}}}^{\prime}$ onto $\mathbb{A}_{\mathrm{r}}$. The nearest element of $\mathbf{a}_{m_{\mathrm{r}}}^{\prime}$ in $\mathbb{A}_{\mathrm{r}}$ for all $m_{\mathrm{r}}$ in the following problem

$$
\begin{equation*}
\underset{\mathbf{a}_{m_{\mathrm{r}}}, \forall m_{\mathrm{r}}}{\operatorname{minimize}}\left\|\mathbf{a}_{m_{\mathrm{r}}}-\mathbf{a}_{m_{\mathrm{r}}}^{\prime}\right\|_{2}^{2} \text { subject to (33f) and (33g), } \tag{76}
\end{equation*}
$$

yields $\mathbf{a}_{m_{\mathrm{r}}}^{\star}$, the $m_{\mathrm{r}}$-th column of $\mathbf{A}^{\star}$. This is effectively a matrix nearness problem with specified column norms and PARs. It arises in structured tight frame design problems and is solved via AP [37, 36]. Using "nearest vector with low PAR" algorithm [37], we find $\mathbf{a}_{m_{\mathrm{r}}}^{(\ell)}$ for all $m_{\mathrm{r}}$ recursively at the $\ell$-th iteration of the BCD-AP MRMC algorithm (see Algorithm 3).

```
Algorithm 3 Nearest vector method to find \(\mathbf{A}^{(\epsilon)}\)
    Input: \(\mathbf{A}^{\prime}=\left[\mathbf{a}_{1}^{\prime}, \cdots, \mathbf{a}_{M_{\mathrm{r}}}^{\prime}\right], P_{\mathrm{r}, m_{\mathrm{r}}}, \gamma_{m_{\mathrm{r}}}, \forall m_{\mathrm{r}}\)
    Output: \(\mathbf{A}^{(\ell)}=\left[\mathbf{a}_{1}^{(\ell)}, \cdots, \mathbf{a}_{M_{\mathrm{r}}}^{(\ell)}\right]\)
    for \(m_{r}=1, \cdots, M_{r}\) do
        Normalize \(\mathbf{a}_{m_{\mathrm{r}}}^{\prime}\) to unit norm; define \(\sigma_{m_{\mathrm{r}}}=\sqrt{P_{\mathrm{r}, m_{\mathrm{r}}} \gamma_{m_{\mathrm{r}}} / K}\)
        \(P \leftarrow\) number of elements in \(\mathbf{a}_{m_{\mathrm{r}}}^{(\ell)}\) with the least magnitude
        \(\varpi \leftarrow\) indices of the elements in \(\mathbf{a}_{m_{\mathrm{r}}}^{(\ell)}\) with the least magnitude
        if \(\min \left(\left|\mathbf{a}_{m_{\mathrm{r}}}^{(\ell)}[k]\right|\right)=0, \forall k \in \varpi\) then
```

            \(\mathbf{a}_{m_{\mathrm{r}}}^{(\ell)}[k]= \begin{cases}\sqrt{\frac{P_{\mathrm{r}, m_{\mathrm{r}}}(K-P) \sigma_{m_{\mathrm{r}}}^{2}}{P}} & \text { if } k \in \varpi, \\ \sigma_{m_{\mathrm{r}}} e^{j\left\langle\mathbf{a}_{m_{\mathrm{r}}}^{(t)}[k]\right.} & \text { if } k \notin \varpi\end{cases}\)
    6: \(\quad\) else \(\rho=\sqrt{\frac{P_{\mathrm{r}, m_{\mathrm{K}}}(K-P) \sigma_{m_{r_{r}}}^{2}}{\left.\sum_{k \in \mathbb{w}} \mid \mathbf{a}_{m_{\mathrm{r}}}[k]\right]^{2}}}\) and
    $$
\mathbf{a}_{m_{\mathrm{r}}}^{(\ell)}[k]= \begin{cases}\rho \mathbf{a}_{m_{\mathrm{r}}}^{(\ell)}[k] & \text { if } k \in \varpi, \\ \sigma_{m_{\mathrm{r}}} e^{j<\mathbf{a}_{m_{\mathrm{r}}}^{(\ell)}[k]} & \text { if } k \notin \varpi\end{cases}
$$

$\operatorname{return} \mathbf{A}^{(\ell)}=\left[\mathbf{a}_{1}^{(\ell)}, \cdots, \mathbf{a}_{M_{\mathrm{r}}}^{(\ell)}\right]$

Once $\left\{\mathbf{P}^{(\ell)}\right\}$ and $\mathbf{A}^{(\ell)}$ are known, we update $\left\{\mathbf{U}^{(\ell)}\right\}$ with WMMSE solutions from Section 4.1. Algorithm 4 summarizes the BCD-AP MRMC with $\ell_{\max }$ the maximum number of iterations.

```
Algorithm 4 BCD-AP MRMC algorithm
    Input: A, \(\ell_{\text {max }}, l_{\text {max }}, t_{\mathrm{u}, \text { max }} t_{\mathrm{d}, \text { max }}\)
    Initialize \(\left\{\mathbf{P}^{(0)}\right\} \triangleq\left\{\mathbf{P}_{\mathrm{u}, i}^{(0)}[k], \mathbf{P}_{\mathrm{d}, j}^{(0)}[k], \forall\{i, j, k\}\right\}\) and \(\mathbf{A}^{(0)}=\left[\mathbf{a}^{(0)}[0] ; \cdots ; \mathbf{a}^{(0)}[K]\right]\)
    \(\left\{\mathbf{U}^{(0)}\right\} \stackrel{(43),(44),(45)}{\leftrightarrows}\left\{\mathbf{P}^{(0)}\right\}\) and \(\mathbf{A}^{(0)}\)
    Set the alternating projection iteration index \(\ell=0\)
    repeat
        \(\left\{\mathbf{P}^{(\ell+1)}\right\}, \mathbf{A}^{\prime} \underset{t_{\text {max }}, t_{\mathrm{u}, \text { max }}, t_{\mathrm{d} \text {, max }}}{\stackrel{\text { Alorithm } 2}{ }}\left\{\mathbf{P}^{(\ell)}\right\}, \mathbf{A}^{(\ell)},\left\{\mathbf{U}^{(\ell)}\right\}\)
        \(\mathbf{A}^{(\ell+1)} \stackrel{\text { Algorithm } 3}{\rightleftarrows} \mathbf{A}^{\prime}\)
        \(\left\{\mathbf{U}^{(\ell+1)}\right\} \stackrel{(43),(44),(45)}{\leftrightarrows}\left\{\mathbf{P}^{(\ell+1)}\right\}\) and \(\mathbf{A}^{(\ell+1)}\)
        \(\ell \leftarrow \ell+1\)
    until \(\ell>\ell_{\text {max }}\)
    \(\left\{\mathbf{P}^{\star}\right\} \leftarrow\left\{\mathbf{P}^{(\ell)}\right\}, \mathbf{A}^{\star} \leftarrow \mathbf{A}^{\ell}\), and \(\left\{\mathbf{U}^{\star}\right\} \leftarrow\left\{\mathbf{U}^{(\ell)}\right\}\)
    return \(\left\{\mathbf{P}^{\star}\right\}, \mathbf{A}^{\star},\left\{\mathbf{U}^{\star}\right\}\)
```

    Output: Optimal UL/DL precoders \(\left\{\mathbf{P}^{\star}\right\}\), MIMO radar code matrix \(\mathbf{A}^{\star}\), and LRFs \(\left\{\mathbf{U}^{\star}\right\}\)
    
### 4.4. Complexity and Convergence

The subgradient algorithms are guaranteed to converge to $\lambda^{\star}$ and $\mu^{\star}$ as long as $\beta_{\mathrm{u}, i}^{(t)}[k], \beta_{\mathrm{d}}^{(t)}[k], \varepsilon_{\mathrm{u}, i}^{(t)}[k]$, and $\varepsilon_{\mathrm{d}, j}^{(t)}[k]$ are sufficiently small; their computational complexities are $\mathcal{O}(I)$ and $\mathcal{O}(J)$, respectively [30]. The WMMSE-MRMC algorithm converges locally because its alternating procedure produces a monotonically non-increasing sequence of
iterates, $\left\{\Xi_{\text {wmmse }}^{(\ell, l)}\right\}$; see Appendix C of [38] for proof. However, $\Xi_{\text {wmmse }}$ is not jointly convex on $\left\{\mathbf{P}^{(\ell)}\right\}$ and $\mathbf{A}^{(\ell)}$. Hence, the global convergence is not guaranteed [38, 28]. The computational complexities of WMMSE-MRMC to update $\mathbf{P}_{\mathrm{u}, i}[k], \mathbf{P}_{\mathrm{d}, j}[k]$, and $\mathbf{a}[k]$ at each iteration are, respectively, $\mathcal{O}\left(\left(N_{i}^{\mathrm{u}} D_{i}^{\mathrm{u}}\right)^{3}\right), \mathcal{O}\left(\left(M_{\mathrm{c}} D_{j}^{\mathrm{d}}\right)^{3}\right)$, and $\mathcal{O}\left(M_{\mathrm{r}}^{3}\right)$, primarily because of complexity in solving Sylvester equations. The total per-frame complexity of each iteration for Algorithm 2 to solve (58) is $\mathcal{O}\left(I^{2}\left(N_{i}^{\mathrm{u}} D_{i}^{\mathrm{u}}\right)^{3}\right)+\mathcal{O}\left(J^{2}\left(M_{\mathrm{c}} D_{j}^{\mathrm{d}}\right)^{3}\right)+\mathcal{O}\left(N_{\mathrm{r}}^{2} M_{\mathrm{r}}^{3}\right)$. GB search on the other hand, is more computationally complex with $\mathcal{O}\left(I^{3}\left(N_{i}^{\mathrm{u}} D_{i}^{\mathrm{u}}\right)^{3}\right)$ per iteration multiplications for DL [27]. The objective function in (76) satisfies the Kurdyka-Łojasiewicz property. Therefore, the sequence $\left\{\mathbf{a}_{m_{\mathrm{r}}}^{(\ell)}\right\}$ generated by Algorithm 3 at the $\ell$-th step is convergent for all $m_{\mathrm{r}}$ [36]. The BCD-AP MRMC algorithm also converges to the local optimum with a convergence rate of $\mathcal{O}\left(1 / \ell_{\max }\right)$ [31]. In general, initialization methods affect the convergence rate and local optimal values of BCD-AP MRMC. As suggested in [28, 38], to reasonably approach the global optimum, one can perform random precoder initializations and average over a large number of channel realizations while keeping track of the best result.

## 5. Numerical Experiments

We validated our spectral co-design approach through extensive numerical experiments. Throughout this section, we assume the noise variances $\sigma_{\mathrm{r}}^{2}=\sigma_{\mathrm{B}}^{2}=\sigma_{\mathrm{d}}^{2}=0.001$. We assume unit small scale fading channel gains, namely, the elements of $\mathbf{H}_{\mathrm{B}, j}, \mathbf{H}_{i, \mathrm{~B}}, \mathbf{H}_{i, j}, \boldsymbol{\alpha}_{\mathrm{Bm}, n_{\mathrm{r}}}$, and $\boldsymbol{\alpha}_{i, n_{\mathrm{r}}}$ are drawn from $\mathcal{C \mathcal { N }}(0,1)$. We model the self-interfering channel $\mathbf{H}_{\mathrm{BB}}$ as $\mathcal{C N}\left(\sqrt{\frac{\sigma_{\mathrm{SI}}^{2} K_{\mathrm{B}}}{1+K_{\mathrm{B}}}} \widehat{\mathbf{H}}_{\mathrm{BB}}, \frac{\sigma_{\mathrm{SI}}^{2}}{1+K_{\mathrm{B}}} \mathbf{I}_{N_{\mathrm{c}}} \otimes \mathbf{I}_{M_{\mathrm{c}}}\right)$, where $\sigma_{\mathrm{SI}}^{2}$ is the SI attenuation coefficient that characterizes the effectiveness of SI cancellation [27], the Rician factor $K_{\mathrm{B}}=1$, and $\widehat{\mathbf{H}}_{\mathrm{BB}} \in \mathbb{C}^{N_{\mathrm{c}} \times M_{\mathrm{c}}}$ is an all-one matrix [28]. Define the signal-to-noise ratios (SNRs) associated with the MIMO radar, DL, and UL as $\mathrm{SNR}_{\mathrm{r}}=P_{\mathrm{r}, m_{\mathrm{r}}} / \sigma_{\mathrm{r}}^{2}, \mathrm{SNR}_{\mathrm{DL}}=P_{\mathrm{B}} / \sigma_{\mathrm{d}}^{2}$, and $\mathrm{SNR}_{\mathrm{UL}}=P_{\mathrm{u}, i} / \sigma_{\mathrm{B}}^{2}$ [38]. The clutter power $\sigma_{\mathrm{c}}^{2}=\sigma_{m_{\mathrm{r}} n_{\mathrm{r}}}^{2}$ for all $m_{\mathrm{r}}$ and $n_{\mathrm{r}}$ and clutter-to-noise ratio (CNR) is $\mathrm{CNR}=\sigma_{\mathrm{c}}^{2} / \sigma_{0}^{2}$. Then, together with the direct path components, they are received at the IBFD communications Rxs. We model $\mathbf{h}_{m_{\mathrm{r}}, \mathrm{B}}$ and $\mathbf{h}_{m_{\mathrm{r}}, j}$ as $\mathcal{C \mathcal { N }}\left(\sqrt{\frac{1}{\kappa+1}} \boldsymbol{\mu}_{m_{\mathrm{r}}, \mathrm{B}}, \frac{\eta_{\mathrm{m}_{\mathrm{r}}, \mathrm{B}}^{2}}{\kappa+1} \mathbf{I}_{N_{\mathrm{c}}}\right)$, and $\mathcal{C \mathcal { N }}\left(\sqrt{\frac{1}{\kappa+1}} \boldsymbol{\mu}_{m_{\mathrm{r}}, j}, \frac{\eta_{\mathrm{m}_{\mathrm{r}}, j}^{2}}{\kappa+1} \mathbf{I}_{N_{j}^{\mathrm{d}}}\right)$, where $\kappa=1$, $\boldsymbol{\mu}_{m_{\mathrm{r}}, \mathrm{B}}=0.11_{N_{\mathrm{c}}}, \boldsymbol{\mu}_{m_{\mathrm{r}}, j}=0.051_{N_{j}^{\mathrm{d}}}, \eta_{m_{\mathrm{r}}, \mathrm{B}}^{2}=0.3, \eta_{m_{\mathrm{r}}, j}^{2}=0.5$.

Unless otherwise stated, we use the following parameter values: number of radar Txs and Rxs: $M_{\mathrm{r}}=N_{\mathrm{r}}=4$; number of communications Tx and Rx antennas: $M_{\mathrm{c}}=N_{\mathrm{c}}=4 ; I=J=2 ; N_{i}^{\mathrm{u}}=\mathrm{d}_{i}^{\mathrm{u}}=N_{j}^{\mathrm{d}}=\mathrm{d}_{j}^{\mathrm{d}}=2$, for all $\{i, j\}$; $\mathrm{SNR}_{\mathrm{DL}}=\mathrm{SNR}_{\mathrm{UL}}=10 \mathrm{~dB} ; \sigma_{\mathrm{SI}}^{2}=0 \mathrm{~dB} ; \mathrm{CNR}=20 \mathrm{~dB}$; radar PAR $\gamma_{m_{\mathrm{r}}}=3 \mathrm{~dB}$; number of communications frames or radar PRIs $K=8$; number of symbols in each frame or range cells in each radar PRI $N=32$; radar CUT index $n_{\mathrm{t}}=4 ; \mathrm{UL}(\mathrm{DL})$ indices of interest $n_{\mathrm{rB}}=2\left(n_{\mathrm{r}, \mathrm{d}}=3\right)$; QoS of UL (DL): $R_{\mathrm{u}}=\log _{2}\left(1+\frac{\mathrm{SNR}_{\mathrm{UL}}}{M_{\mathrm{r}} * \operatorname{SNR}_{\mathrm{r}}+\mathrm{SNR}_{\mathrm{DL}}+(I-1) * \mathrm{SNR}_{\mathrm{UL}}}\right)$ bits $/ \mathrm{s} / \mathrm{Hz}\left(R_{\mathrm{d}}=\log _{2}\left(1+\frac{\mathrm{SNR}_{\mathrm{DL}} / J}{M_{\mathrm{r}} * \mathrm{SNR}_{\mathrm{r}}+\mathrm{SNR}_{\mathrm{DL}^{2}} *(J-1) / J+I * \mathrm{SNR}_{\mathrm{UL}}}\right)\right.$ bits $\left./ \mathrm{s} / \mathrm{Hz}\right)$; The normalized Doppler shifts $f_{m_{\mathrm{r}} t_{\mathrm{r}}} T_{\mathrm{r}}$ and $f_{\mathrm{Bt} n_{\mathrm{r}}} T_{\mathrm{r}}$ are uniformly distributed in [0.05, 0.325] for each channel realization [23]. The numbers of iterations for the subgradient, weighted minimum mean-squared-error (WMMSE)-MRMC, and BCD-AP MRMC algorithms are $t_{\mathrm{u}, \max }=t_{\mathrm{d}, \max }=200, t_{\max }=1, \ell_{\max }=2000$. We use uniform weights $\alpha_{i}^{\mathrm{u}}=\alpha_{j}^{\mathrm{d}}=\alpha_{n_{\mathrm{r}}}^{\mathrm{r}}=\frac{1}{\left(I+J+N_{\mathrm{r}}\right)}$ for all $\left\{n_{\mathrm{r}}, i, j\right\}$.

### 5.1. Convergence Analysis

We demonstrate the convergence of the BCD-AP MRMC algorithm with different initialization settings for the FD communications precoders $\left\{\mathbf{P}^{(0)}\right\}$ with $\mathrm{SNR}_{\mathrm{r}}$ equal to $-5 \mathrm{~dB}, 0 \mathrm{~dB}, 5 \mathrm{~dB}$, and 10 dB . The first setting, dubbed as the deterministic initialization, initializes $\mathbf{P}_{\mathrm{d}, j}^{(0)}[k]$ as the first $D_{j}^{\mathrm{d}}$ columns of the right singular matrix of $\mathbf{H}_{\mathrm{B}, j}$ and $\mathbf{P}_{\mathrm{u}, i}^{(0)}[k]$ as the first $D_{j}^{\mathrm{d}}$ columns of the right singular matrix of $\mathbf{H}_{i, \mathrm{~B}}$. Then, scale the non-zero singular values of $\mathbf{P}_{\mathrm{d}, j}^{(0)}[k]$ and $\mathbf{P}_{\mathrm{u}, i}^{(0)}[k]$ to be $P_{\mathrm{B}} / J D_{j}^{\mathrm{d}}$ and $P_{\mathrm{U}} / D_{i}^{\mathrm{u}}$, respectively, for all $\{i, j, k\}$ [38]. The second method, or the random initialization, generates the singular vectors of $\mathbf{P}_{\mathrm{u}, i}^{(0)}[k]$ and $\mathbf{P}_{\mathrm{d}, j}^{(0)}[k]$ as two random matrices drawn from $\mathcal{C \mathcal { N }}(0,1)$ and normalizes singular values in the same way as the deterministic initialization. The first initialization method offers lower computational complexity


Figure 2: Convergence behaviors of the BCD-AP MRMC algorithm with two initialization methods and multiple $\mathrm{SNR}_{\mathrm{r}} \mathrm{s}$.
than the latter. Figure 2 shows both initialization approaches achieve convergence as the number of iterations increases for all the simulated radar SNR values. However, the proposed algorithm with random initialization consistently outperforms its counterpart with the deterministic initialization at the cost of computational complexity. The inset plot in Figure 2 numerically demonstrates the efficiency of the proposed WMMSE-based algorithm; it converges within 80 iterations for both deterministic and random initializations.

### 5.2. Joint Radar-Communications Performance

We evaluated the co-design performance by observing the mutual impact of the statistical MIMO radar and IBFD MU-MIMO communications on each other. Figure 3 compares the comprehensive performance of the proposed BCDAP MRMC algorithm with the existing communications precoding schemes and radar codes when the radar SNR changes ${ }^{3}$ with perfect and imperfect CSI. We set $\eta_{\text {CSI }}^{2}$ to 0.1 . The proposed co-design algorithm demonstrates a significant advantage over other precoding and radar code matrices for radar SNRs between -20 dB and 20 dB , with and without CIR errors. It is noteworthy that our approach with imperfect CSI yields a higher $I_{\text {CWSM }}$ than even the perfect CSI scenarios of conventional techniques. This is explained by the fact that local CSI for each Tx, i.e., the channel coefficients that are directly connected to this Tx, is needed at each iteration of Algorithm 2 [27].

We further investigated the impacts of the presence of clutter on the IBFD MU-MIMO communications in Figure 4 a and different numbers of communications UEs on the MIMO radar target detection in Figure 4b. We plot the total MI of the IBFD MU-MIMO system $I_{\mathrm{FD}}=\sum_{k=0}^{K-1}\left[\sum_{i=1}^{I} \alpha_{i}^{\mathrm{u}} I_{i}^{\mathrm{u}}[k]+\sum_{j=1}^{J} \alpha_{j}^{\mathrm{d}} I_{j}^{\mathrm{d}}[k]\right]$ versus CNRs in Figure 4a, where $I_{\mathrm{FD}}$ remains relatively invariant when CNR increases from 10 to 40 dB and the proposed algorithm outperforms other precoding strategies for simulated CNRs. We performed $10^{4}$ Monte Carlo simulations with $D_{i}^{\mathrm{u}}=2(1), D_{j}^{\mathrm{d}}=1$ (2) for UL (DL) ROC curves in Fig. 4b. The number of DL UEs is 2 for the dashed curves, and the number of UL UEs is 2
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Figure 3: Proposed co-design compared with the conventional communications precoding and radar coding techniques under varying radar SNRs with and without CSI errors.
for the solid curves. which shows that the number of UL UEs is negatively correlated with the MIMO radar detection performance while the cooperation between the DL and the MIMO radar sustains the radar detection performance. Figure 5 depicts the impact of FD SI attenuation level ranging from -30 to $0 \mathrm{~dB}^{4}$ on the joint radar-communications co-design measured via $I_{\text {CWSM }}$. As expected, the stronger the SI cancellation, the better the MRMC system outputs. Our proposed algorithm outperforms other precoders even at very low SI cancellation or high values of $\sigma_{\mathrm{SI}}^{2}$.

## 6. Summary

We jointly designed UL/DL precoders, MIMO radar code matrix, and LRFs for both statistical MIMO radar and IBFD MU-MIMO communications operating in the same frequency bands. We proposed BCD-AP MRMC algorithm that ensures convergence and, as shown in the previous companion paper (Part I) [19], delivers performance benefits for both the radar and communications systems. This paper, through extensive experimentation, demonstrated the rapid convergence of the BCD-AP MRMC algorithm using two different initialization schemes. Our co-designed DL and radar systems exhibited robustness against substantial UL interference. Moreover, our optimized precoders and radar codes maintained stable DL and UL data rates as the CNR increased. Furthermore, we validated the robustness of our methods against imperfect CIR estimates and a wide range of SI attenuation levels. In summary, our proposed spectral co-design framework and the BCD-AP MRMC algorithm offer significant performance improvements for both the MIMO radar and IBFD MU-MIMO communications system. The following companion paper (Part III) [40] considers distributed beamforming and tracking aspects of the same system.
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Figure 4: Joint radar and communications analyses: (a) IBFD MU-MIMO performance versus CNRs. (b) ROC curves with varying numbers of UL/DL UEs.

## A. Derivation of Gradients

Denote the complex gradient operator for a scalar real-valued function with a complex-valued matrix argument $f\left(\mathbf{Z}, \mathbf{Z}^{*}\right)$ as $\nabla_{\mathbf{Z}} f=\frac{\partial f}{\partial \mathbf{Z}_{\mathbf{P}}}$. From the derivative formula $\frac{\partial}{\partial \mathbf{X}^{*}} \operatorname{Tr}\left(\mathbf{B}^{\top} \mathbf{X}^{\dagger} \mathbf{C X B}\right)=\mathbf{C}^{\top} \mathbf{X B B}{ }^{\top}+\mathbf{C X B B}^{\top}$ [27], the gradients of $\Xi_{\mathrm{UL}}$ and $\Xi_{\mathrm{DL}}$ w.r.t. $\mathbf{P}_{\mathrm{u}, i}[k], \mathbf{P}_{\mathrm{d}, j}[k]$ and $\mathbf{a}[k]$ are

$$
\begin{align*}
\nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} \Xi_{\mathrm{UL}} & =2 \mathbf{H}_{i, \mathrm{~B}}^{\dagger} \xi_{\mathrm{UL}} \mathbf{H}_{i, \mathrm{~B}} \mathbf{P}_{\mathrm{u}, i}[k]-2 \alpha_{i}^{\mathrm{u}} \mathbf{H}_{i, \mathrm{~B}}^{\dagger} \mathbf{U}_{\mathrm{u}, i}^{\dagger}[k] \mathbf{W}_{\mathrm{u}, i}[k], \\
\nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} \Xi_{\mathrm{DL}} & =2 \sum_{g=1}^{J} \mathbf{H}_{\mathrm{B}, g}^{\dagger} \xi_{\mathrm{d}, \mathrm{~g}} \mathbf{H}_{\mathrm{B}, g} \mathbf{P}_{\mathrm{d}, j}[k]-2 \alpha_{j}^{\mathrm{d}} \mathbf{H}_{\mathrm{B}, j}^{\dagger} \mathbf{U}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{W}_{\mathrm{d}, j}[k], \\
\nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} \Xi_{\mathrm{UL}} & =2 \mathbf{H}_{\mathrm{BB}}^{\dagger} \xi_{\mathrm{UL}}[k] \mathbf{H}_{\mathrm{BB}} \mathbf{P}_{\mathrm{d}, j}[k], \\
\nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} \Xi_{\mathrm{DL}} & =2 \sum_{g=1}^{J} \mathbf{H}_{i, g}^{\dagger} \xi_{\mathrm{d}, g}[k] \mathbf{H}_{i, g} \mathbf{P}_{\mathrm{u}, i}[k], \\
\nabla_{\mathrm{a}[k]} \Xi_{\mathrm{UL}} & =2 \mathbf{H}_{\mathrm{rB}}^{\dagger} \xi_{\mathrm{UL}}[k] \mathbf{H}_{\mathrm{rB}} \mathbf{a}[k], \tag{77}
\end{align*}
$$

and

$$
\begin{equation*}
\nabla_{\mathbf{a}[k]} \Xi_{\mathrm{DL}}=2 \sum_{g=1}^{J} \mathbf{H}_{\mathrm{r}, g}^{\dagger} \xi_{\mathrm{d}, g}[k] \mathbf{H}_{\mathrm{r}, \mathrm{~g}} \mathbf{a}[k], \tag{78}
\end{equation*}
$$

respectively, where $\xi_{\mathrm{UL}}[k]=\sum_{q=1}^{I} \alpha_{q}^{\mathrm{u}} \mathbf{U}_{\mathrm{u}, q}^{\dagger}[k] \mathbf{W}_{\mathrm{u}, q}[k] \mathbf{U}_{\mathrm{u}, q}[k]$ and $\boldsymbol{\xi}_{\mathrm{d}, g}[k]=\alpha_{g}^{\mathrm{d}} \mathbf{U}_{\mathrm{d}, g}^{\dagger}[k] \mathbf{W}_{\mathrm{d}, g}[k] \mathbf{U}_{\mathrm{d}, g}[k]$. The gradients of $\Xi_{\mathrm{r}}$ w.r.t. $\mathbf{P}_{\mathrm{u}, i}[k], \mathbf{P}_{\mathrm{d}, j}[k]$, and $\mathbf{a}[k]$ are respectively shown as

$$
\nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} \Xi_{\mathrm{r}}=2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \sum_{m=1}^{K} \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, m) \mathbf{\Sigma}_{i, n_{\mathrm{r}}}^{(m, k)}\right) \mathbf{P}_{\mathrm{u}, i}[m] \mathbf{d}_{\mathrm{u}, i}\left[m, n_{\mathrm{t}}-n_{\mathrm{u}}\right] \mathbf{d}_{\mathrm{u}, i}^{\dagger}\left[k, n_{\mathrm{t}}-n_{\mathrm{u}}\right]
$$



Figure 5: Impact of the FD SI on the proposed radar-communications co-design.

$$
\begin{aligned}
\nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} \Xi_{\mathrm{r}} & =2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \sum_{m=1}^{K} \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, m) \mathbf{\Sigma}_{\mathrm{Bt}, n_{\mathrm{r}}}^{(m, k)}\right) \sum_{g=1}^{J}\left\{\mathbf{P}_{\mathrm{d}, g}[m] \mathbf{d}_{\mathrm{d}, g}[m, 0] \mathbf{d}_{\mathrm{d}, j}^{\dagger}[k, 0]\right\} \\
& +2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \sum_{m=1}^{K} \operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, m) \mathbf{\Sigma}_{\mathrm{Bm}, n_{\mathrm{r}}}^{(m, k)}\right) \sum_{g=1}^{J} \mathbf{P}_{\mathrm{d}, g}[m] \mathbf{d}_{\mathrm{d}, g}\left[m, n_{\mathrm{t}}-n_{\mathrm{Bm}}\right] \mathbf{d}_{\mathrm{d}, j}^{\dagger}\left[k, n_{\mathrm{t}}-n_{\mathrm{Bm}}\right] \\
& -2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \sum_{m=1}^{K} \operatorname{Re}\left(\mathbf{\Sigma}_{\mathrm{Bt}, n_{\mathrm{r}}}^{(m, k)}\right) \mathbf{J}_{\mathrm{B}}^{\top} \mathbf{J}_{\mathrm{h}}^{\top}[m] \mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[k] \mathbf{d}_{\mathrm{d}, j}^{\dagger}[k, 0], \\
\nabla_{\mathrm{a}[k]} \Xi_{\mathrm{r}}= & -2 \sum_{n_{\mathrm{r}}}^{N_{\mathrm{r}}} \sum_{m=1}^{K} \operatorname{Re}\left(\mathbf{\Sigma}_{\mathrm{rt}, n_{\mathrm{r}}}^{(m, k)}\right) \mathbf{J}_{\mathrm{r}}^{\top} \mathbf{J}_{\mathrm{h}}^{\top}[m] \mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[k] \\
& +2 \sum_{n_{\mathrm{r}}=1}^{N_{\mathrm{r}}} \sum_{m=1}^{K}\left[\operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, m) \boldsymbol{\Sigma}_{\mathrm{rt}, n_{\mathrm{r}}}^{(m, k)}\right)+\operatorname{Re}\left(\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, m) \boldsymbol{\Sigma}_{\mathrm{c}, n_{\mathrm{r}}}\right)\right] \mathbf{a}[m],
\end{aligned}
$$

where $\xi_{\mathrm{r}, n_{\mathrm{r}}}(k, m)=\alpha_{n_{\mathrm{r}}}^{\mathrm{r}} \operatorname{Tr}\left\{\mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}^{\dagger}[k] \mathbf{W}_{\mathrm{r}, n_{\mathrm{r}}} \mathbf{u}_{\mathrm{r}, n_{\mathrm{r}}}[m]\right\}$. The derivatives of $f\left(\mathbf{X}, \mathbf{X}^{*}\right)$ in (69) w.r.t. $\mathbf{X}^{*}$ are thus approximated as $\frac{\partial f}{\partial \mathbf{X}^{*}}=\frac{\partial}{\partial \mathbf{X}_{0}^{*}} f\left(\mathbf{X}_{0}, \mathbf{X}_{0}^{*}\right)$ The chain rule for a scalar function $g\left(\mathbf{U}\left(\mathbf{X}, \mathbf{X}^{*}\right), \mathbf{U}^{*}\left(\mathbf{X}, \mathbf{X}^{*}\right)\right)$ where $g$ is dependent on $\mathbf{X}^{*}$ through the matrix $\mathbf{U}$ is [27]

$$
\begin{equation*}
\frac{\partial g}{\partial \mathbf{X}^{*}}=\frac{\operatorname{Tr}\left\{\left(\frac{\partial g}{\partial \mathbf{U}}\right)^{\top} \partial \mathbf{U}\right\}}{\partial \mathbf{X}^{*}}+\frac{\operatorname{Tr}\left\{\left(\frac{\partial g}{\partial \mathbf{U}^{*}}\right)^{\top} \partial \mathbf{U}^{*}\right\}}{\partial \mathbf{X}^{*}} \tag{79}
\end{equation*}
$$

With (79) and $\partial \log |\mathbf{X}|=\operatorname{Tr}\left\{\mathbf{X}^{-1} \partial \mathbf{X}\right\}$ [27], the derivatives of $R_{\mathrm{u}, i}[k]$ and $R_{\mathrm{d}, j}[k]$ w.r.t. $\mathbf{P}_{\mathrm{u}, i}[k], \mathbf{P}_{\mathrm{d}, j}[k]$ based on their associated first order Taylor series expansions are

$$
\begin{aligned}
& \nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} R_{\mathrm{u}, i}[k]=\mathbf{H}_{i, \mathrm{~B}}^{\dagger}\left(\mathbf{R}_{\mathrm{u}, i}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{i, \mathrm{~B}} \widetilde{\mathbf{P}}_{\mathrm{u}, i}[k] \widetilde{\mathbf{E}}_{\mathrm{u}, i}^{\star}[k], \\
& \nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} R_{\mathrm{d}, j}[k]=\mathbf{H}_{\mathrm{B}, j}^{\dagger}\left(\mathbf{R}_{\mathrm{d}, j}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{\mathrm{B}, j} \widetilde{\mathbf{P}}_{\mathrm{d}, j}[k] \widetilde{\mathbf{E}}_{\mathrm{d}, j}^{\star}[k], \\
& \nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} R_{\mathrm{u}, q}[k]=-\mathbf{H}_{i, \mathrm{~B}}^{\dagger}\left(\mathbf{R}_{\mathrm{u}, q}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{q, \mathrm{~B}} \mathbf{P}_{\mathrm{u}, q}[k] \mathbf{E}_{\mathrm{u}, q}^{\star}[k] \times \mathbf{P}_{\mathrm{u}, q}^{\dagger}[k] \mathbf{H}_{q, \mathrm{~B}}^{\dagger}\left(\mathbf{R}_{\mathrm{u}, q}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{i, \mathrm{~B}} \widetilde{\mathbf{P}}_{\mathrm{u}, i}[k], q \neq i, \\
& \nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} R_{\mathrm{u}, i}[k]=-\mathbf{H}_{\mathrm{BB}}\left(\mathbf{R}_{\mathrm{u}, i}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{i, \mathrm{~B}}^{\dagger} \mathbf{P}_{\mathrm{u}, i}[k] \mathbf{E}_{\mathrm{u}, i}^{\star}[k] \mathbf{H}_{i, \mathrm{~B}}^{\dagger} \mathbf{P}_{\mathrm{u}, i}^{\dagger}[k]\left(\mathbf{R}_{\mathrm{u}, i}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{\mathrm{BB}} \widetilde{\mathbf{P}}_{\mathrm{d}, j}, \\
& \nabla_{\mathbf{P}_{\mathrm{u}, i}[k]} R_{\mathrm{d}, j}[k]=-\mathbf{H}_{i, j}^{\dagger}\left(\mathbf{R}_{\mathrm{d}, j}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{\mathrm{B}, j} \mathbf{P}_{\mathrm{d}, j}[k] \mathbf{E}_{\mathrm{d}, j}^{\star}[k] \mathbf{P}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{H}_{\mathrm{B}, j}^{\dagger}\left(\mathbf{R}_{\mathrm{d}, j}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{i, j} \widetilde{\mathbf{P}}_{\mathrm{u}, i}[k], \\
& \nabla_{\mathbf{P}_{\mathrm{d}, j}[k]} R_{\mathrm{d}, g}[k]=-\mathbf{H}_{\mathrm{B}, g}^{\dagger}\left(\mathbf{R}_{\mathrm{d}, g}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{\mathrm{B}, g} \mathbf{P}_{\mathrm{d}, g}[k] \mathbf{E}_{\mathrm{d}, g}^{\star}[k] \mathbf{P}_{\mathrm{d}, g}^{\dagger}[k] \mathbf{H}_{\mathrm{B}, g}^{\dagger}\left(\mathbf{R}_{\mathrm{d}, g}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{\mathrm{B}, g} \widetilde{\mathbf{P}}_{\mathrm{d}, j}[k], g \neq j,
\end{aligned}
$$

where $\widetilde{\mathbf{E}}_{\mathrm{u}, i}^{\star}[k] \triangleq \mathbf{E}_{\mathrm{u}, i}^{\star}[k]\left(\widetilde{\mathbf{P}}_{\mathrm{u}, i}[k]\right), \widetilde{\mathbf{E}}_{\mathrm{d}, j}^{\star}[k]=\mathbf{E}_{\mathrm{d}, j}^{\star}[k]\left(\widetilde{\mathbf{P}}_{\mathrm{d}, j}[k]\right)$. The derivatives of $R_{\mathrm{u}, i}[k]$ and $R_{\mathrm{d}, j}[k]$ w.r.t. $\mathbf{a}[k]$ are $\nabla_{\mathbf{a}[k]} R_{\mathrm{d}, j}[k]=-\mathbf{H}_{\mathrm{r}, j}^{\dagger}\left(\mathbf{R}_{\mathrm{d}, j}^{\mathrm{in}}[k]\right)^{-1} \mathbf{P}_{\mathrm{d}, j}[k] \mathbf{H}_{\mathrm{B}, j} \mathbf{E}_{\mathrm{d}, j}^{\star}[k] \mathbf{P}_{\mathrm{d}, j}^{\dagger}[k] \mathbf{H}_{\mathrm{B}, j}^{\dagger}\left(\mathbf{R}_{\mathrm{d}, j}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{\mathrm{r}, j} \mathbf{a}[k]$ and $\nabla_{\mathrm{a}[k]} R_{\mathrm{u}, i}[k]=$ $-\mathbf{H}_{\mathrm{rB}}^{\dagger}\left(\mathbf{R}_{\mathrm{u}, i}^{\mathrm{in}}[k]\right)^{-1} \mathbf{P}_{\mathrm{u}, i}[k] \mathbf{H}_{i, \mathrm{~B}} \mathbf{E}_{\mathrm{u}, q}^{\star}[k] \mathbf{P}_{\mathrm{u}, i}^{\dagger}[k] \mathbf{H}_{i, \mathrm{~B}}^{\dagger}\left(\mathbf{R}_{\mathrm{u}, i}^{\mathrm{in}}[k]\right)^{-1} \mathbf{H}_{\mathrm{rB}} \mathbf{a}[k]$.
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[^1]:    ${ }^{1}$ Hereafter, for simplicity, we drop symbol index $l=n_{\mathrm{rB}}\left(l=n_{\mathrm{rd}}\right)$ for UL (DL) related terms.

[^2]:    ${ }^{2}$ A possible alternative is the randomized BCD, where the series of iterates generated by BCD are divergent. However, cyclic BCD may still outperform the randomized BCD [33].

[^3]:    ${ }^{3}$ Note that the proposed UL precoding algorithm is applied to BD and NSP; the proposed DL precoding algorithm is applied to the uniform UL precoding case, and the proposed UL and DL precoding algorithms are applied to the cases of random and uncoded radar codes.

[^4]:    ${ }^{4}$ Note that the NSP performance at $\sigma_{S I}^{2}=0 \mathrm{~dB}$ is different than Figure 6 in the companion paper Part I, which employs random initialization. The experiment in this paper used the deterministic initialization.

