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ABSTRACT
Datasets such as Defects4J and BugsInPy that contain bugs from
real-world software projects are necessary for a realistic evalua-
tion of automated debugging tools. However these datasets largely
identify only a single bug in each entry, while real-world software
projects (including those used in Defects4J and BugsInPy) typically
contain multiple bugs at the same time. We lift this limitation and
describe an extension to these datasets in which multiple bugs are
identified in individual entries. We use test case transplantation and
fault location translation, in order to expose and locate the bugs,
respectively. We thus provide datasets of true multi-fault versions
within real-world software projects, which maintain the properties
and usability of the original datasets.

1 INTRODUCTION
Fault localization and program repair tools are typically evaluated
over bug repositories such as Defects4J [30] or BugsInPy [46]. These
repositories contain faulty program versions and their correspond-
ing fixes and regression test suites, which have been mined from
the full version history of multiple open-source Java and Python
projects, respectively. However, both Defects4J and BugsInPy over-
whelmingly only identify a single fault in each faulty program
version: the textual difference between faulty and fixed versions is
small and focused (typically only on a single line), and the fixed
versions pass all tests in the regression test suites.

This single-fault nature limits the usefulness of these bug repos-
itories as evaluation and training data sets. Real-world projects
(including, in fact, even those used in Defects4J and BugsInPy) of-
ten contain multiple faults that can interact with and mask each
other and thus make fault localization and repair harder; the use of
single-fault evaluation datasets thus introduces a substantial threat
to the validity of the evaluation itself. Similarly, using these bug
repositories as training data can introduce bias into learning-based
tools such as GRACE [35].

In this paper, we describe the construction of true multi-fault
variants of Defects4J and BugsInPy. More specifically, we describe
how we identify additional, already existing faults in the program
versions, through amining process based on test case transplantation
and fault location translation.

Test case transplantation copies tests from the regression test
suite of a given bug repository entry to an earlier entry, and checks
whether they fail there; if so, this is taken as evidence that the fault
fixed in the later program version is already present in its earlier
version. Test case transplantation was introduced by An et al. [7] for
the Java-based Defects4J bug repository. We demonstrate here that
it can also be applied to the Python-based BugsInPy; however, the
“Pythonic” programming style used in the underlying projects (e.g.,
the lack of explicit export interfaces and the corresponding structure

of the import clauses) requires a substantially more complex test
case extraction step to allow a successful transplantation.

Test case transplantation only indicates that multiple faults may
be present but gives no indication where exactly they are located in
the different program versions. Since this information is required
for the evaluation of tasks such as fault localization, we complement
the test case transplantation step by a fault location translation step.
This traces the identified fault locations through the versions in
the underlying project respository back to the version in the bug
repository identfied through the test case transplantation.

We applied our technique to Defects4J v1.0.1, and to the current
version of BugsInPy. On average, we identified 9.2 faults in each of
the 311 versions of the 5 projects in Defects4J also used by An et.
al. [7], and 18.6 faults in 501 versions of the 17 projects in BugsInPy.
The identification of these faults requires one to two test cases on
average to be transplanted per fault.

2 BACKGROUND
2.1 Original datasets
Our datasets are based on the original Defects4J [30] and BugsInPy
[46] datasets, which contain collections of versions extracted or re-
constructed from the original repositories of different open-source
Java and Python projects, respectively. Figure 1 shows the common
structure of all of these datasets.

Each underlying project version 𝑣𝑖 = (𝑝𝑖 ,𝑇𝑖 ) consists of the
source code 𝑝𝑖 and test suite 𝑇𝑖 1○. Between any two consecutive
versions 𝑣𝑖−1 and 𝑣𝑖 in the project history, there exists a set of
changes or diff Δ𝑖 2○ for both the source code and the test suite
such that applying the diff to the older version 𝑣𝑖−1 will produce
exactly the newer version 𝑣𝑖 , i.e., Δ𝑖 (𝑣𝑖−1) = 𝑣𝑖 .

Each bug repository entry 𝑒 3○ references two consecutive project
versions (𝑣𝑏 , 𝑣 𝑓 ). The “buggy” version 𝑣𝑏 contains a single fault
exposed by at least one failing test 𝑡 ∈ 𝑇𝑓 from the “fixed” version
𝑣 𝑓 ; this fault is repaired in 𝑣 𝑓 and all tests in 𝑇𝑓 = Δ𝑓 (𝑇𝑏 ) pass.

The original datasets guarantee three properties that are impor-
tant for their use as fault localization and program repair bench-
marks. First, each fault is exposed by a failing test in the buggy
version’s test suite. Second, each fault is repaired in the fixed ver-
sion, and all tests in the corresponding test suite pass. Third, each
diff is minimal, i.e., any smaller change is not a repair.

Exposure through failing tests is the only indication of program
failure; it is necessary for spectrum-based fault localization tools,
which cannot predict faulty source code locations without failing
tests. The fixed versions’ test suites serve as specifications for pro-
gram repair tools, and the locations affected by the minimal repairs
are taken as fault locations 4○, and used to determine the perfor-
mance of any debugging tool in either locating or fixing the faults.
However, the diff only approximates the fault location; this may be
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Figure 1: Project layout in original Defects4J [30] and BugsInPy [46] datasets, and construction of multi-fault variants.

improved by manually constructing the fault location oracle from
inspection of the source code and bug fixing diff 5○ [42].

2.2 Original dataset construction
BugsInPy identifies the project versions (𝑣𝑏 , 𝑣 𝑓 ) referenced in an
entry 𝑒 by first inspecting the commit message related to the diff
Δ𝑓 for bugfix-related terms such as “fix”. It then checks for tests
𝑡 𝑗 ∈ 𝑇𝑓 that pass in the fixed version 𝑣 𝑓 but fail if they are added
to the buggy version 𝑣𝑏 (by applying the diff Δ𝑓 to the 𝑣𝑏 ’s test
suite), to ensure exposure of the bug. The addition of these test
cases 6○ to the buggy version changes its test suite𝑇𝑏 , but the tests
are already part of the project history, and the code 𝑝𝑏 is identical
to the repository version. We align the version numbering in our
multi-fault variant with the commit dates, and re-label if necessary.

Defects4J also inspects the commit messages of Δ𝑓 for bugfix-
related terms to identify the versions (𝑣𝑏 , 𝑣 𝑓 ). However, while
BugsInPy only considers bug fixes that are already minimal, De-
fects4J also selects bug fixes that contain feature additions. It sepa-
rates the minimal bug fix Δ′

𝑓 from Δ𝑓 to ensure minimality, and
applies the inverse Δ′

𝑓
−1 to the fixed version 𝑣 𝑓 to reconstruct the

“clean” buggy version 𝑣𝑏 . The test suite 𝑇𝑓 is then added to the
buggy version 𝑣𝑏 using Δ′

𝑓 , similar to BugsInPy. Hence, the buggy
version 𝑣𝑏 contained in Defects4J can differ from the referenced
project version contained in the project history, however these
differences are only in the feature additions contained within Δ𝑓 .

2.3 Related datasets
Most fault identification datasets such as Defects4J and BugsInPy
contain program versions with only a single fault each. The Soft-
ware Infrastructure Repository (SIR) [21] contains a variety of faulty
programs written in multiple programming languages; of these,
space [45], an interpreter for an array definition language which
contains 33 real-world single fault versions, and the Siemens set of
small programs written in C which have been seeded with single
faults, are widely used for evaluation.More recent work includes the
HasBugs [10] dataset of 25 single-fault Haskell program versions.
Note that these datasets are are sometimes (incorrectly) considered
to be multi-fault datasets, due to the existence of multi-hunk faults.
Our datasets are, in contrast, proper multi-fault datasets.

True multi-fault datasets are limited, and usually either con-
tain synthetic or transplanted faults. Högerle et. al. [25] construct
a dataset of 75000 Test Coverage Matrices (TCMs) from 15 open
source Java projects. Each project version initially contained a
passing test suite, and between 1 and 32 synthetic faults were au-
tomatically injected, causing at least one test case to fail. An et
al. partially construct a multi-fault dataset with 311 versions from
the Defects4J dataset, where the faults are exposed through the
transplantation of a failing test case, but are not all identified (i.e.
indication of source code in the version responsible for the fault).
We build upon the work of An et al. in this paper to construct a full
multi-fault dataset from Defects4J. Zheng et al. also constructed
multi-fault datasets with 46 versions from the Defects4J dataset
and 217 versions from the programs contained in the SIR [47], by
manually transplanting faults from older versions to newer versions
in the dataset. Their technique therefore alters the source code of
underlying versions in the project history.

3 DATASET DESCRIPTION AND STATISTICS
This paper describes two separate datasets, Defects4J-mf [4] and
BugsInPy-mf [3], which we created using the same techniques
and for the same purposes. Both are multi-fault extensions to the
original, underlying datasets Defects4J and BugsInPy, respectively.

Similar to the original datasets (see Section 2.1), the dataset ex-
tensions created in this paper consist of pre-existing, unaltered
versions from underlying open-source repositories maintained us-
ing version control software. In addition to this, we too identify
existing bugs in the versions by means of test case failures. How-
ever we differ from the original datasets by identifying multiple
faults in each version. We do so by exposing additional faults in each
version by transplanting test cases committed in future versions
(see Section 5.1), and by identifying the faulty code locations by
translating the fault locations identified by the original datasets
for the previous versions (see Section 5.2). In order to ensure cor-
rectness, we only consider a bug as existing in a version if the test
case transplantation and fault location translation processes both
succeed; That is, if the bug is both exposed in the version by a failing
test case, and identifiable by at least one line of code.
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Program size (loc) Existing tests Added Drop
�𝐵𝑃𝑉Project N Min Mean Max Min Mean Max tests rate (%)

Chart [22] 20 203303 208700.9 232364 1584 1752.9 2183 11.9 0.0 4.3
Lang [8] 61 48029 53116.4 61093 1605 1872.7 2670 10.1 0.0 7.6
Math [9] 104 30521 121701.8 185273 880 2856.6 5187 7.7 0.0 5.7
Time [18] 23 70198 77992.2 99183 3787 3913.8 4002 24.0 0.0 9.2
Closure [17] 103 99385 208393.9 269152 1629 6699.1 7588 28.9 1.4 14.9
Total 311 30521 133981.0 269152 880 3419.0 7588 16.5 0.3 8.3
PySnooper [36] 3 335 560.3 673 5 17.0 29 0.0 0.0 1.0
ansible [20] 18 101706 1124664.3 1590076 3101 7984.1 11020 5.0 0.0 5.5
black [33] 23 5241 66510.7 96049 18 81.0 129 5.1 0.7 5.9
cookiecutter [23] 4 1258 1828.8 2049 156 251.5 298 1.8 0.3 2.0
fastapi [37] 16 2839 4172.4 4954 179 572.0 793 3.8 9.8 3.2
httpie [38] 5 775 3106.2 3911 17 146.4 232 1.8 27.3 2.2
keras [16] 45 36600 39474.9 42438 158 24817.2 45484 5.6 4.3 5.2
luigi [11] 33 14185 20071.3 28751 549 973.9 1581 5.0 26.9 4.4
matplotlib [28] 30 118312 120706.2 123290 7542 7814.3 8191 5.6 8.2 6.1
pandas [43] 169 159369 161675.2 164785 50989 63559.8 88768 59.0 6.0 45.3
sanic [40] 5 5506 7121.2 7604 638 641.3 644 1.0 0.0 2.0
scrapy [41] 40 15636 20352.8 22631 923 1377.0 2050 16.0 52.6 8.3
spacy [26] 10 94575 97907.0 104284 1647 2398.4 2617 1.1 0.0 2.1
thefuck [29] 32 1636 3679.5 6248 283 1087.5 1716 7.1 64.6 4.1
tornado [44] 16 21167 22957.9 24422 16 19.6 23 1.8 5.0 2.5
tqdm [19] 9 655 2348.0 3229 14 61 91 0.9 21.4 1.6
youtube-dl [12] 43 20515 82597.7 137957 324 1530.2 2365 6.3 16.2 6.0
Total 501 335 104690.3 1590076 5 6666.6 88768 7.5 14.3 6.3

Table 1: Dataset statistics. 𝑁 is the number of versions in the project, program and test suite sizes are averaged over all project
versions, �𝐵𝑃𝑉 is the average number of bugs available in the multi-fault versions of the project.

We successfully identify 9.2 respectively 18.6 faults in each ver-
sion from the Defecst4J respectively BugsInPy datasets. Table 1
gives the overall dataset statistics, while Figure 2 gives a more de-
tailed look at the bug distributions. We see from this figure that
the Defects4J versions have on average substantially fewer bugs
(normalized by program size) identified in our datasets than the
BugsInPy versions, and that particular projects within BugsInPy
have substantially higher bug densities in their versions than the
rest. For each of these versions, we transplant on average 16.5 and
6.3 test cases for Defects4J and BugsInPy respectively, which are
necessary to expose the additional bugs in these versions. Figure 3
shows the number of tests transplanted per bug in each version.
We also report in Table 1 the number of times a fault was excluded
from a version (drop rate), with the test case transplantation pro-
cess succeeding, but the fault location translation process failing.
This indicates the number of times a fault is exposed, but cannot
be automatically identified in the version. On average, this occurs
0.3% and 14.3% for Defects4J and BugsInPy respectively, with the
anomaly occurring more frequently on certain projects.

The datasets created in this paper also enable detailed perspec-
tives on the underlying software projects and versions themselves.
Figure 4 gives one such insight, showing the average number of
versions in which a particular bug is available from each of the
projects. Combining this information with the information from
each projects’ git history, we are able to estimate the amount of
time a particular bug is active for, which is given in Figure 5. These

figures give an estimate of the average lifespan of a bug in a partic-
ular program. We note, however, that this is a lower estimate on
the lifespan of the bugs, as these bugs could be available in more
versions that are not identified by our techniques. As we can see
from Figure 4, bugs from the Java-based Defects4J projects last
on average 6.9 Defects4J versions, whereas bugs from the Python-
based BugsInPy projects last only 4.1 BugsInPy versions on average
(excluding the project pandas). Despite this, there are particular
bugs and whole projects (such as pandas) where the average ver-
sion lifespan is much greater. For example, most projects have at
least one bug that has a lifespan of on average 35 versions. Figure 5
indicates that the average lifespan of a bug is usually quite small
(around one to two weeks), however we also see here that bug
lifetimes vary widely, and that most projects again have at least one
bug that lasts more than 100 to 200 days). These statistics indicate
that although it is uncommon for bugs to last more than a week or
two, there are usually individual bugs whose lifespan spans a larger
portion of the project history. These findings are corroborated in
current literature on the topic of bug lifetimes [15, 32, 39], which
indicates both the veracity of the data, and the accuracy of our
datasets in identifying faults within versions.

4 DATASET USAGE
As described in Section 2, Defects4J and BugsInPy consist of ver-
sions from popular open source projects written in Java and Python,
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Figure 2: Average number of bugs per version, normalized by the program size of the version.
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Figure 3: Number of tests transplanted per bug, averaged by version.

however the datasets themselves do not store each version for the
projects, but rather provide the facilities to easily clone the versions

tracked by the dataset from the original project repositories. We
maintain the functionality and setup of the original datasets in our
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Command Description
info Get the information of a specific project or bug
checkout Checkout a buggy or a fixed project version

(use multi-checkout for BugsInPy multi-fault)
compile Compile sources and developer-written tests of

a buggy or a fixed project version
test Run a single test method or a test suite on a

buggy or a fixed project version
coverage Run code coverage analysis on a buggy or a

fixed project version
to-tcm Output coverage in TCM format (BugsInPy only)
mutation Run mutation analysis on a buggy or a fixed

project version
fuzz Run a test input generation from specific bug

(BugsInPy only)
identify Add fault location information to elements

Table 2: Defects4J and BugsInPy commands; multi-fault mod-
ifications and extensions in bold.

extension, and only add functionality to allow each version to be
identified as containing multiple faults.

4.1 Usage description of the original datasets
For completeness, we describe the usage of the original Defects4J
and BugsInPy datasets. Both allow interaction with the underly-
ing project versions through the use of a list of specialized CLI
commands. Table 2 lists the commands supported by both De-
fects4J and BugsInPy. They are run as defects4j <command> and
bugsinpy-<command>, respectively. Note that any of the provided
tools can be run on the multi-fault datasets described in this paper.

4.2 Usage description of the multi-fault datasets
The main addition with our multi-fault datasets is the ability to
identify versions in the underlying datasets that contain multi-
ple faults. As such, the main difference in the commands is the
addition of a multi-fault checkout command. These can be run
as defects4j_multi checkout and bugsinpy-multi-checkout,
respectively. These commands use the underlying Defects4j and
BugsInPy datasets’ checkout commands to clone the version from
the project repository; however, they also add for each of the faults
identified in the version the fault-exposing tests and the fault lo-
cations. In both multi-fault datasets, the transplanted test cases
are added to the existing test suite by a process of test case source
code alteration (“splicing”). After the multi-fault checkout process
is complete, these test cases are accessible in the test suite, and
for any test suite related commands in the underlying dataset. The
fault locations are available in bug.locations.<bugId> files for
each bug, in both datasets.

In addition to the checkout command, the our datasets also
provide useful commands for evaluation purposes. In particular,
the coverage commands provided by the original Defects4J and
BugsInPy datasets do not collect code coverage per test case which

is needed for techniques such as spectrum-based fault localiza-
tion [24]. We thus additionally provide commands for this pur-
pose. For Defects4J, we alter the original coverage command to
collect code coverage using Gzoltar [14] instead of Jacoco [2]. For
BugsInPy, we change the settings of the coverage command (which
uses Python’s coverage.py coverage library) to extract coverage
per test, and provide the to-tcm command, which converts the
collected coverage into TCM [1] format. We then also provide com-
mands in both datasets for identifying each of the faults, based on
the fault identification information, within the collected coverage
format, using the identify command. For both datasets, this com-
mand adds the fault as a part of the element (i.e., source code line)
name, in the respective format.

5 DATASET CREATION
Like the original datasets, our multi-fault versions guarantee fault
exposure and fault location identification. The former is achieved
by test case transplantation, the latter by fault location translation.
We describe each step in turn.

5.1 Test case transplantation
Test case transplantation copies fault-revealing test cases from the
test suite of one bug repository entry to that of an earlier entry. This
process does not alter the source code of the project’s versions, and
all test case logic is extracted from an existing projcet version, and
not created. The top of Figure 1 shows the test case transplantation
process 7○: test cases which expose the fault in the buggy version
of an entry are extracted, and then copied to a previous entry. The
test cases are then compiled and run, and their output is compared
with their output from their original version. If the outputs are
similar enough according to the Hunt-Szymanski algorithm [27]
for longest common subsequence (LCS), the fault is considered
exposed also in the target entry. Each set of fault-exposing test
cases is transplanted as far as possible, i.e., until the fault is no
longer exposed.

For the Defects4J, we reused the the test case transplantation
by An et. al. [7]. They provide tools for extracting and copying the
test cases from one version to another, and identify many Defects4J
versions in which test cases can be transplanted to expose multiple
faults. Their tools and results have been included in the defects4j-mf
dataset created in this paper. We note that An et. al. were only able
to identify 311 multi-fault versions out of the 396 available bugs
in Defects4j v1.0.1. We thus only include these 311 versions in our
defects4j-mf dataset.

For BugsInPy, we carried out a similar process in order to achieve
the same results. In particular, we provide the tools for extracting
and copying test cases from one version to another, and identify the
BugsInPy versions in which test cases can be transplanted for the
exposure of multiple faults. This process was considerably more
complex for the Python project versions in BugsInPy, due to cer-
tain Python coding conventions, which encourage test fragment
reuse, and specialized imports. We developed a source code depen-
dency aware test extraction and copying tool, which allows both the
test cases and their respective source code dependencies (e.g. test
fixtures, imports, etc.) to be extracted and copied between versions.
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5.2 Fault location translation
In the original Defects4J and BugsInPy datasets, the fault identifi-
cation used for the location oracle for each buggy version 𝑏 either
uses the lines changed in the diff Δ𝑓 as an approximation 4○, or
relies on a more precise manual identification 5○. We use either
of these methods as a starting point for fault identification in the
multi-fault versions. However, these identified locations cannot be
used directly to identify the fault locations in prior versions as the
changes during the development may have caused the source code
locations to shift. We therefore backtrack [5] the starting locations
through all versions in the complete project repository, until we
reach the buggy target version 𝑏′ of each test case transplantation
step; for each version 𝑖 , we consider the operations in the diff Δ𝑖
and update the fault locations as follows 8○. (1) If a source file
containing a tracked location is renamed, the tracking respects this
renaming. (2) If source code in the same file as a tracked location is
altered above this location, then the tracked location is adjusted to
reflect the changes. (3) If a tracked location is modified or added
in a particular diff, then tracking for this location is stopped; this
ensures that the tracked source lines remain unmodified, and are
thus identical to the location in the version in which the bug was
originally identified. We consider a particular fault identified in
a target version if at least one identified fault location is tracked
successfully back into that version.

5.3 Limitations and threats to validity
The identification of buggy versions from the underlying real-world,
open-source projects used in the Defects4J and BugsInPy datasets
was done manually. This manual identification of buggy versions
is occasionally incorrect and can lead to incorrect results in the
multi-fault versions of the datasets.

Due to the extensive manual effort we did not manually identify
the location of each fault in each multi-fault version. Where avail-
able, we used existing manual fault identification [42] for each bug
in the version where it was discovered by Defects4J or BugsInPy;
otherwise, we used the diff Δ𝑓 between the buggy and fixed ver-
sions as an approximation. We then extended this to the multi-fault
versions using the automated fault location translation process.
The approximate fault identification using source code diffs and the
automated fault location translation are both susceptible to errors;
in particular the location translation may be unable to trace any
faulty lines to an earlier version and thus fail to identify all faults.
We automatically verified that lines were properly translated, and
manually corrected lines incorrectly translated.

The test case transplantation process may also not always work
correctly. In order to prevent this from interfering with the qual-
ity of the dataset, we tested each transplanted test case, and only
accepted transplanted test cases that compiled (i.e., did not pro-
duce any compile-time or runtime errors) and produced the same
result (i.e., expected output or error) as in the original Defects4J or
BugsInPy version, and whose fault location could be fully trans-
lated. This ensures a conservative approach; only bugs that are
truly exposed in a version are identified, but some bugs that may
actually be active in a version may be missed.

As noted in [31], the underlying datasets used in this paper may
have the limitation that their test cases are usually only available

in the project version which contains the corresponding bug, and
thus could be contaminated by the knowledge of the bug-fix. This
limitation may also therefore have an impact on the datasets created
in this paper. In addition, this limitation may be compounded by
the fact that the test case transplantation process used in this paper
modifies the test suite of a version by including test cases that were
only available in subsequent versions, and thus could contaminate
previous versions with the knowledge of fixes from later versions.
This limitation may have an adverse effect, mainly on automated
program repair techniques, as discussed in [31], but may also have
a minor effect on localization techniques. However based on a
sample of bugs from each underlying dataset, we notice that the
test cases can be reasonably constructed from the corresponding
bug report without the knowledge of the bug-fix, indicating a lack
of dependence of the test cases on the future knowledge. This
suggests that this limitation may be mitigated by further study on
the composition of the underlying datasets’ test suites. We leave
such study as future work.

The fault location translation process used in this paper to
identify the faulty locations does not allow the inclusion of the
developer-written bug patches in the multi-fault versions. This
presents a limitation for techniques such as automated program
repair (APR), which often require these patches for evaluation of
the techniques.

6 FUTURE DATASET USAGE
6.1 Multi-fault localization
Multi-fault localization [6] and program repair are open problems;
multi-fault datasets mined from real-world software projects such
as these described here will therefore be useful for training and
evaluation of multi-fault debugging tools. More specifically, we al-
ready used our multi-fault version of Defects4J for the evaluation of
our spectrum-based fault localization tool FLITSR [13], and showed
that it can localize multiple faults at the same time.

Automated debugging techniques that rely on machine learning
also require large datasets of bugs as training data. Previously, these
techniques have used datasets of synthetic (injected) faults, and
single fault datasets such as Defects4J [34, 35]. However, this leads
to bias in the machine learning model [13]. Our multi-fault datasets
can be used asmore realistic training data for suchmachine learning
models to improve real-world applicability.

We also see qualitative uses of our datasets. In particular, the
identification of software project versions with multiple bugs ex-
isting simultaneously may be used in an analysis of the presence
of multiple bugs in software systems. In addition, the fact that test
cases could be transplanted from newer versions to expose bugs in
previous versions may also provide insight into research questions
such as “can better test suites expose more bugs?”. This has appli-
cations in software fuzzing and automated test case generation.

6.2 Future work
Due to automated data construction, any improvements of the un-
derlying Defects4J and BugsInPy datasets will improve the quality
of our multi-fault versions as well. This leads to many avenues for
further improvement of this dataset by improving: (1) the fault iden-
tification for each bug through manual fault identification as in [42]
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for other projects, (2) the bug isolation and reproducibility by better
automation of the set-up for each version, and (3) the size of the
datasets by adding more versions exposing more bugs. Each of the
above changes will result in improvements in the multi-fault coun-
terparts as well, allowing for better identification, reproducibility,
and more bugs in each multi-fault version.

The fault location translation process does not yet fully support
complex branching in the git history. We leave it as future work
to add this functionality. The ideas used to extend the Defects4J
and BugsInPy datasets in this paper can be generalized to other
datasets involving many other languages. An example of such a
dataset to which these techniques can be applied is the HasBugs
dataset [10]. We leave the extension of such datasets using the
techniques provided as future work. As mentioned in Section 5.3,
bug patches for all faults are not included in the multi-fault versions.
We identify the addition of these patches as future work.

7 CONCLUSION
In this paper we present extensions to the Defects4J and BugsInPy
datasets of bugs in real-world software projects which expose the
existence of multiple bugs in each of the versions. We find on av-
erage 9.2 and 18.6 bugs in the Defects4J and BugsInPy versions,
respectively. The extension uses test case transplantation and fault
location translation to identify these multi-fault versions. In do-
ing so, we do not create or modify any of the existing real-world
software project’s code, and only use test cases produced by the
developers of the corresponding software project.

We have made the creation of the multi-fault extension of the
datasets mostly automatic, simplifying reproducibility and future
verification. In addition, the process requires only minimal man-
ual efforts when run on new projects or versions added to the
underlying Defects4J and BugsInPy datasets.

We maintain the existing frameworks’ extensibility and ease
of use by allowing all existing functionality to be used in the ex-
tensions. We additionally add useful functionality for coverage
collection for use in fault localization and program repair.
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