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We investigate phase coexistence in a weakly stochastic reaction-diffusion system without assum-
ing a continuum description. Concretely, for (2N + 1) diffusion-coupled vessels in which a chemical
reaction exhibiting bistability occurs, we derive a condition for the phase coexistence in the limit
N → ∞. We then find that the phase coexistence condition depends on the rate of hopping between
neighboring vessels. The conditions in the high- and low-hopping-rate limits are expressed in terms
of two different potentials which are determined from the chemical reaction model in a single vessel.

Introduction.— Macroscopic systems out of equilib-
rium exhibit various ordered structures called dissipa-
tive structures [1–4]. Although most of these studies are
based on deterministic equations, fluctuation effects on
microscopic and mesoscopic systems out of equilibrium
have recently attracted much attention [5, 6] because ad-
vances in experimental techniques have made it possi-
ble to observe, manipulate and control microscopic and
mesoscopic dynamics [7, 8]. Examples include fluctuation
effects on Turing patterns [9–13], oscillation [14], chaos
[15], phase coexistence [16], and front propagation [17–
20]. In this Letter, we study fluctuation effects on phase
coexistence in reaction-diffusion systems.

In particular, we focus on weakly stochastic systems.
When there exists a unique stationary solution of the
corresponding deterministic equation ignoring noise for
the weakly stochastic system, the most probable value at
the steady state is equal to the stationary solution. In
contrast, when multiple stationary solutions exist for the
deterministic equation, the most probable value would
be determined as the stationary solution that maximizes
the probability. This has been fully understood through
the study of simple stochastic chemical reaction models
[21, 22].

A similar but more complex situation occurs for
reaction-diffusion systems. As an example, we con-
sider a one-dimensional stochastic reaction-diffusion sys-
tem where the chemical reaction has a bistable prop-
erty. For this system, there is a special parameter value
at which a spatially inhomogeneous stationary pattern
appears. This pattern represents phase coexistence in
one-dimensional space. When the system is described
by a partial differential equation with weak noise, the
condition for the phase coexistence is perturbatically ob-
tained from that for the reaction-diffusion equation with-
out noise [17, 18, 20]. However, when the interface width
between the two phases is much smaller than the coarse-
graining length of the continuum description, the validity
of the continuum description is not ensured.

In this Letter, to study the phase coexistence condition
for weakly stochastic reaction-diffusion systems without
assuming a continuum description, we consider a stochas-
tic process in (2N + 1) diffusion-coupled reaction ves-
sels. We then find that the phase coexistence condition
depends on the rate of hopping between the neighbor-
ing vessels. Remarkably, at the high-hopping-rate limit,

the phase coexistence condition is obtained through the
analysis of the reaction-diffusion equation, while at the
low-hopping-rate limit, the phase coexistence condition is
obtained through the perturbation analysis of the steady
state. We show that these two conditions are expressed
in terms of two different potentials, namely deterministic
and stochastic potentials, which are determined from the
chemical reaction model.
Setup.— First, we study a well-mixed chemical reac-

tion system in a reaction vessel. To be specific, we ana-
lyze the Schlögl model [23] described by

A
k+1−−−⇀↽−−−
k−1

X , (1)

3X
k+2−−−⇀↽−−−
k−2

2X + B . (2)

Here, the concentrations of the chemical species A and
B are fixed and we consider the dynamics of the concen-
tration of the chemical species X. Let Ω be the volume
of the system. We use the same symbol X to denote
the number of particles of the chemical species X. The
concentrations of the chemical species A,B and X are
denoted a, b and ξ, respectively. In the argument below,
we set a = 1 and k+1 = 0.5 to make all quantities dimen-
sionless.
We assume that the time evolution ofX is described by

the Markov jump process. The probability distribution
Pt(X) of X at time t obeys the master equation

∂Pt(X)

∂t
= W+(X − 1)Pt(X − 1) +W−(X + 1)Pt(X + 1)

− (W+(X) +W−(X))Pt(X), (3)

where the transition rates W+ and W− for the Schlögl
model are given by

W+(X) = k+1aΩ+ k−2bX(X − 1)/Ω, (4)

W−(X) = k−1X + k+2X(X − 1)(X − 2)/Ω2, (5)

respectively. The stationary solution of the master equa-
tion takes the asymptotic form

Pss(X) = exp(−ΩVsto(ξ) + o(Ω)) (6)

for large Ω. We refer to Vsto(ξ) as a stochastic potential.
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FIG. 1. Relationship between ξ+, ξ− and ξss. In the weakly
stochastic system, ξss is equal to either ξ+ or ξ−, and it is
determined as the minimum point of the stochastic potential
Vsto(ξ) for each b.

We calculate Vsto(ξ) according to

dVsto(ξ)

dξ
= ln

(
w−(ξ)

w+(ξ)

)
(7)

with normalized transition rates

w+(ξ) = k+1a+ k−2bξ
2, (8)

w−(ξ) = k−1ξ + k+2ξ
3. (9)

As stochastic effects on the time evolution of the concen-
tration ξ become weaker for larger Ω [24], a system with
large Ω is identified as a weakly stochastic system, which
is the target of this Letter.

The stationary concentration ξss of the weakly stochas-
tic system is defined as the expectation value of ξ by first
taking the limit t → ∞ in (3), and then considering the
limit Ω → ∞ in (6). Note that ξss minimizes the stochas-
tic potential Vsto(ξ) given by (7). In contrast, one can
also consider the case of first taking the limit Ω → ∞ in
(3). The concentration dynamics then follows the deter-
ministic rate equation described by

dξ

dt
= −k+2ξ

3 + k−2bξ
2 − k−1ξ + k+1a. (10)

The right-hand side of the rate equation is written as a
potential force −dVdet/dξ, where

Vdet(ξ) =
1

4
k+2ξ

4 − 1

3
k−2bξ

3 +
1

2
k−1ξ

2 − k+1aξ. (11)

We refer to Vdet(ξ) as a deterministic potential. Using
(11), we find that the rate equation with some parame-
ter values has two stable stationary solutions ξ− and ξ+,
ξ− < ξ+, at which Vdet(ξ) becomes local minima. Note
that the stationary concentration ξss is equal to either ξ−
or ξ+ as shown in Fig. 1 [22].

hopping
( rate = r )

Ω Ω Ω

𝐴 ⇌ 𝑋
3𝑋 ⇌ 2𝑋 + 𝐵

𝐴 ⇌ 𝑋
3𝑋 ⇌ 2𝑋 + 𝐵

𝐴 ⇌ 𝑋
3𝑋 ⇌ 2𝑋 + 𝐵

FIG. 2. Schematic figure of a stochastic reaction-diffusion
system.

Each of the two potentials Vsto and Vdet has two local
minima for some parameter values. Below, we focus on
this case with changing b while the other parameters are
fixed. We define bstoc as the value at which the two local
minimum values of Vsto coincide. Similarly, we can define
bdetc from Vdet. Note that, in general, bstoc ̸= bdetc . For
later convenience, let κ± be the rate of relaxation to ξ±,
which provides the characteristic time of the chemical
reaction. Explicitly, we have κ± ≡ |V ′′

det(ξ±)| = k+2(ξ±−
ξ0)(ξ± − ξ∓), where ξ0 is the local maximum point of
Vdet(ξ).

We now introduce a stochastic reaction-diffusion sys-
tem [25]. As shown in Fig. 2, 2N +1 reaction vessels are
arranged in the x direction. Let ∆x be the length of each
vessel in the x direction and S be the area of the cross-
section perpendicular to the x direction. The volume of
each vessel is given by Ω ≡ S∆x. The numbers of parti-
cles A and B are fixed as the same values for all vessels
unless otherwise mentioned later. Each vessel is assumed
to be well mixed, and the state of the system is described
byX ≡ (X−N , · · · , XN ), a collection of the particle num-
bers ofX. Here, we assume that chemical reactions occur
only between particles in the same vessel and that parti-
cles hop to adjacent vessels. All chemical reactions and
particle hoppings are described by the following Markov
jump processes. First, state transitions associated with
chemical reactions in the i-th vessel, Xi → Xi ± 1, occur
at the transition rate W±(Xi). Second, state transitions
associated with particle hoppings starting from the i-th
vessel, (Xi, Xi+σ) → (Xi−1, Xi+σ+1) with σ ∈ {1,−1},
occur at the transition rate rXi. The constant r repre-
sents the hopping rate per one particle. Note that parti-
cles in the vessels at either end hop inward only.

The aim of this Letter is to derive the phase coexistence
condition for the weakly stochastic reaction-diffusion sys-
tem in the limit N → ∞. Here, a phase coexistence state
is defined as the spatially inhomogeneous steady state
connecting two locally stable stationary concentrations.
In particular, we consider two limiting cases, namely (i)
the high-hopping-rate regime in which r/κ± ≫ 1 and (ii)
the low-hopping-rate regime in which r/κ± ≪ 1. For
both regimes, we first take N → ∞ and then t → ∞ and
we finally take Ω → ∞.

Before studying the two limiting cases, we consider the
limit Ω → ∞ in the weakly stochastic reaction-diffusion
system. We define ϕi(t) ≡ ⟨Xi⟩t/Ω, where ⟨· · · ⟩t repre-
sents the expectation for the stochastic process. Then, in
the limit Ω → ∞, the time evolution of ϕi(t) is described
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by [25, 26]

∂tϕi = −k+2ϕ
3
i + k−2bϕ

2
i − k−1ϕi + k+1a

+ r(ϕi+1 − 2ϕi + ϕi−1). (12)

Here, we consider the stationary solution of the deter-
ministic equation by taking the limit t → ∞. If the
stationary solution is uniquely determined, the order of
the two limits Ω → ∞ and t → ∞ can be exchanged.
Therefore, to determine the phase coexistence condition
in the limit N → ∞, we first investigate the uniqueness
of the stationary solution.

High hopping rate regime.— For the diffusion constant
defined by D ≡ r(∆x)2, the length reached by the diffu-
sion during the characteristic chemical reaction time κ−1

±
is given by ℓd± ≡

√
D/κ± [30]. The length is referred

to as the Kuramoto length [31]. Then, the condition
r ≫ κ± implies ℓd± ≫ ∆x. In this case, the continuum
description using ϕ(x, t) ≡ ϕi(t) with x = i∆x becomes
the reaction-diffusion equation

∂tϕ = −k+2ϕ
3 + k−2bϕ

2 − k−1ϕ+ k+1a+D∂2
xϕ, (13)

which provides an asymptotically correct prediction for
the solution of (12). Using L ≡ N∆x, ϕ(x, t) is defined
in a one-dimensional space x ∈ [−L,L]. As N → ∞
is equal to L/ℓd± → ∞, phase coexistence states are ex-
pressed by the stationary solution satisfying the bound-
ary conditions ϕ(x = −L) = ξ− and ϕ(x = L) = ξ+
in the limit L/ℓd± → ∞. We find the unique station-
ary solution in this case, and we thus conjecture reason-
ably that (12) possesses the unique stationary solution
under the boundary conditions limN→∞ ϕ−N = ξ− and
limN→∞ ϕN = ξ+ when r/κ± ≫ 1. We thus exchange
the order of the limits Ω → ∞ and t → ∞ and conclude
that the phase coexistence condition is given by the point
where the deterministic potential Vdet(ξ) takes the same
value at the two minima [26]. Therefore, b = bdetc is the
phase coexistence condition for case (i).

We confirm the conjecture through direct numerical
simulations of the stochastic reaction-diffusion system.
As an example, chemical reaction constants are assumed
as k−1 = 3.0, and k+2 = k−2 = 1.0, where κ+ = κ− =
1.67 at b = bdetc . To satisfy the condition r ≫ κ±, we
choose r = 5.0. Other parameter values are set toN = 75
and ∆x = 1.0. As an initial condition, Xi(0)/Ω = ξ− for
i < 0, Xi(0)/Ω = ξ+ for i > 0, and X0(0)/Ω = ξ0. To
numerically determine the phase coexistence condition,
we measure the interface position ẑ(t) at time t, where
ẑ(t) is given by the x-coordinate at which the concen-
tration profile X(t) crosses the reference concentration
(ξ++ξ−)/2. We then estimate the interface velocity v(b)
as the statistical average of the displacement of the in-
terface between t = t0 and t = t1:

v(b) =
⟨ẑ(t1)− ẑ(t0)⟩

t1 − t0
, (14)

where t0 is much larger than the relaxation time κ−1
±

and t1 − t0 is large enough to detect the average veloc-
ity. Specifically, we set t0 = 10 and t1 = 100, and the

r=5.0

𝑏 = 𝑏!"#$

FIG. 3. Ω dependence of bc(Ω) for r = 5.0. The inset shows
a log-log plot with the guide line bc(Ω) − bdetc = α/Ω, where
α = 1.05.

expectation value is estimated by making 100 indepen-
dent calculations of ẑ(t). The phase coexistence condi-
tion b = bc(Ω) for the system with finite Ω is determined
by v(bc(Ω)) = 0. Figure 3 shows the Ω dependence of
bc(Ω). It is observed that bc(Ω) approaches bdetc as Ω
increases. Such a difference between bc(Ω) and bdetc was
reported in Ref. [19]. More quantitatively, we numeri-
cally find that bc(Ω)− bdetc ≃ 1/Ω. Similar behaviors are
observed for r = 0.5 and r = 1.0 [26]. This leads to a
conjecture that bc(Ω) → bdetc as Ω → ∞ for r in a certain
range [rc,∞]. In addition, the numerical result suggests
that rc is smaller than κ±, which is not understood from
a theoretical viewpoint.
Low hopping rate regime.— Next, we consider the low-

hopping-rate regime satisfying r ≪ κ±. It has been
shown that, for a model similar to ours, an equation cor-
responding to (12) has many stationary solutions in the
low-hopping-rate regime [32]. Therefore, to determine
the phase coexistence condition, we first have to consider
the limit t → ∞; i.e., we have to deal with the original
stochastic process. We thus focus on the stationary solu-
tion of the master equation with large Ω. This solution
takes the asymptotic form

Pss(X) = exp
(
−ΩṼsto(ξ; b) + o(Ω)

)
, (15)

where ξ = (ξ−N , · · · , ξN ). The most probable configura-

tion minimizes the potential Ṽsto(ξ; b). When this config-
uration is not homogeneous in space for a certain value
of the parameter b, we identify the phase coexistence at
the point b = blowc .
To extract the phase coexistence condition in the limit

N → ∞, we consider a ramped system in which

bi = b+
i

N
∆b ≡ b+ δbi (16)

is defined for the i-th vessel. The phase coexistence is
more likely to occur in the ramped system than in the
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original system. The phase coexistence condition in the
original system can be obtained by considering the limit
N → ∞ and ∆b → 0.
Noting that the hopping rate r is small, we formu-

late a perturbation theory for calculating the potential
Ṽsto(ξ; b,∆b) in the ramped system. Ignoring o(r) terms
and o(∆b) terms in the limit r → 0 and ∆b → 0, we write
the leading order form of the potential as

Ṽsto(ξ; b,∆b) =

N∑
i=−N

Vsto(ξi; b)

+

N∑
i=−N

∂bVsto(ξi; b) · δbi + rJ(ξ), (17)

where Vsto(ξi; b) is the stochastic potential given by (7)
explicitly indicating the b dependence. Substituting (17)
into the master equation of the ramped system, we obtain
the equation for J(ξ) as [26]

N∑
i=−N

(w+(ξi)− w−(ξi))∂ξiJ

=

N−1∑
i=−N

[ξi(gi(ξ)− 1) + ξi+1(gi(ξ)
−1 − 1)] (18)

with gi(ξ) = w+(ξi)w−(ξi+1)/[w−(ξi)w+(ξi+1)]. By nu-
merically solving (18), we obtain J(ξ). As a result,

Ṽsto(ξ; b,∆b) is obtained for each configuration ξ [26].

To find the configuration that minimizes Ṽsto(ξ; b,∆b),
we consider 2N + 2 configurations ξ(0), ξ(1), · · · , ξ(2N+1)

as candidates of the minimizer, where for any integer k

satisfying 0 ≤ k ≤ 2N+1, ξ
(k)
i = ξ− for −N ≤ i ≤ N−k

and ξ
(k)
i = ξ+ for N − k + 1 ≤ i ≤ N . Let k∗ be an

integer such that ξ(k∗) provides the minimum value of
Ṽsto(ξ

(k); b,∆b) for a given (b,∆b). If k∗ ̸= 0, 2N + 1,
an inhomogeneous configuration ξ(k∗) is most probable
for the ramped system with b and ∆b. In this case,
we identify the phase coexistence state. Figure 4 is a
phase diagram in the parameter space (b,∆b) for N = 1.
Similar diagrams can be obtained for any finite N . The
diagrams show that a positive ∆b∗ is necessary to ob-
serve the phase coexistence state for systems with finite
N . The phase coexistence condition for the special value
∆b∗ is denoted by blowc (N). We then find that ∆b∗ ap-
proaches 0 following the law ∆b∗ ≃ 1/N [26]. Therefore,
in the limit N → ∞, the phase coexistence state can be
realized at b = blowc (∞) without ramping. This provides
the phase coexistence condition for the original stochastic
reaction-diffusion system in the low-hopping-rate regime.

In Fig. 5, blowc (N) is presented as a function of r for
several values of N . It is observed that blowc (N) for each
r converges to a certain value in the limit N → ∞. Inter-
estingly, the convergence value blowc (∞) is clearly different
from the phase coexistence condition bdetc derived from
the reaction-diffusion equation. Moreover, we find that
blowc (∞) takes the value around bstoc . This means that the

phase coexistence state

Δ𝑏∗

𝑏"#$%(1)

FIG. 4. Phase diagram in the (b,∆b) space for N = 1.
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FIG. 5. Hopping rate dependence of the phase coexistence
condition blowc (N) in the low-hopping-rate regime. In the limit
N → ∞, blowc (N) converges to a certain value that is clearly
different from bdetc shown by the blue dashed line. The yellow
dash-dot line shows the value of bstoc .

results in the low-hopping-rate regime are qualitatively
different from that in the high-hopping-rate regime and
suggests that a phase transition occurs at some point
rc beyond which the phase coexistence condition is de-
scribed by the reaction-diffusion equation.
Concluding Remarks.— In this Letter, we calculated

the phase coexistence condition for the weakly stochastic
reaction-diffusion system. We found that the phase co-
existence condition depends on the hopping rate. In the
high-hopping-rate regime, the phase coexistence is de-
scribed by the deterministic reaction-diffusion equation
and thus determined by the deterministic potential. In
contrast, the phase coexistence in the low-hopping-rate
regime is determined by a perturbation from the stochas-
tic potential.
To the best of our knowledge, the latter type of phase

coexistence has never been observed in reaction-diffusion
systems as these systems have typically been studied us-
ing macroscopic setups [33]. One possible way to observe
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such phase coexistence is to use an assemble of bacteria.
One can consider a bistable chemical reaction in a cell of
each bacterium. If the chemical species are controlled to
flow out of the cell, the diffusion-coupled chemical reac-
tion can be designed by preparing many bacteria. Indeed,
such a system has been studied for stochastic pattern
formation [34]. It would be interesting to observe phase
coexistence in the low-hopping-rate regime [26].

From the theoretical viewpoint, the most important
problem is to determine whether a phase transition oc-
curs as a function of r. To solve the problem, we need
to study the phase coexistence condition for any hopping
rate r. As one approach, one can study the Hamilton-
Jacobi equation for determining the most probable con-

figuration, which is a natural generalization of our for-
mulation (18) [35–37]. If a singular behavior of bc(r) is
concluded, the two limiting cases reported in this Letter
could characterize the different phases. This is left as
future work.
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Supplemental Material:
Phase coexistence in a weakly stochastic reaction-diffusion system

Yusuke Yanagisawa and Shin-ichi Sasa

This Supplemental Material consists of three sections. In Sec. I, we derive the formulas presented in the main text.
In Sec. II, we show some numerical results supporting arguments in the main text. Finally, in Sec. III, we discuss a
possibility of testing our theory experimentally.

I. DERIVATION OF FORMULAS

A. Derivation of (12)

Let Z≥m denote the set of integers greater than or equal to an integer m. Although particle numbers satisfy
Xi ∈ Z≥0 for all i, for later convenience, we assume Xi ∈ Z≥−1 and set Pt(X) ≡ 0 if there exists i such that Xi = −1.

To simplify the notation, we introduce operators Ri, Li : Z2N+1
≥0 → Z2N+1

≥−1 as

RiX = X + 1i − 1i+1 (i ∈ [−N,N − 1]), (S1)

LiX = X − 1i−1 + 1i (i ∈ [−N + 1, N ]), (S2)

where 1i ≡ (0, · · · , 0, 1, 0, · · · , 0) is a unit vector whose i-th component is one. The probability distribution Pt(X) of

the state X ∈ Z2N+1
≥−1 obeys a master equation

∂tPt(X) =

N∑
i=−N

(W+(Xi − 1)Pt(X − 1i)−W+(Xi)Pt(X)) +

N∑
i=−N

(W−(Xi + 1)Pt(X + 1i)−W−(Xi)Pt(X))

+ r

N−1∑
i=−N

((Xi + 1)Pt(RiX)−XiPt(X)) + r

N∑
i=−N+1

((Xi + 1)Pt(LiX)−XiPt(X)), (S3)

where the transition rates for the Schlögl model are given by

W+(X) = k+1aΩ+ k−2bX(X − 1)/Ω, (S4)

W−(X) = k−1X + k+2X(X − 1)(X − 2)/Ω2. (S5)

Let Mi(t) be the expectation value of the number of particles in the i-th vessel. It is expressed as

Mi(t) ≡
∑

X∈Z2N+1
≥0

XiPt(X) =

∞∑
X−N=0

· · ·
∞∑

XN=0

XiPt(X). (S6)

We then obtain

∂tMi(t) =
∑

X∈Z2N+1
≥0

W+(Xi)Pt(X)−
∑

X∈Z2N+1
≥0

W−(Xi)Pt(X) + r(Mi+1(t)− 2Mi(t) +Mi−1(t)) (S7)

with the boundary conditions M−(N+1)(t) = M−N (t) and MN+1(t) = MN (t). In the limit Ω → ∞, the first and
second terms in (S7) become

lim
Ω→∞

1

Ω

 ∑
X∈Z2N+1

≥0

W+(Xi)Pt(X)−
∑

X∈Z2N+1
≥0

W−(Xi)Pt(X)


= k+1a+ k−2b(ϕi(t))

2 −
(
k−1ϕi(t) + k+2(ϕi(t))

3
)
, (S8)

where ϕi(t) ≡ limΩ→∞ Mi(t)/Ω. Therefore, (S7) becomes

∂tϕi = −k+2ϕ
3
i + k−2bϕ

2
i − k−1ϕi + k+1a+ r(ϕi+1 − 2ϕi + ϕi−1). (S9)

The boundary conditions are ϕ−(N+1)(t) = ϕ−N (t) and ϕN+1(t) = ϕN (t).
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B. Phase coexistence condition for (13)

Here, we derive the phase coexistence condition for the reaction-diffusion equation (13). A phase coexistence state
ϕ(x) is defined as a spatially inhomogeneous steady state connecting two locally stable stationary concentrations.
Then, ϕ(x) satisfies

0 = −k+2ϕ
3 + k−2bϕ

2 − k−1ϕ+ k+1a+D
∂2ϕ

∂x2
= −dVdet(ϕ)

dϕ
+D

∂2ϕ

∂x2
. (S10)

Note that (S10) is regarded as Newton’s equation for the position ϕ as a function of the fictitious time x, where the
potential is given by −Vdet(ϕ). In this analogy, the phase coexistence state is expressed as a heteroclinic orbit which
joins the two maximum points of −Vdet(ϕ). Because of the energy conservation, such a heteroclinic orbit exists only
when the potential takes the same values at the two maximum points. Thus, the phase coexistence condition for the
reaction-diffusion equation (13) is given by b = bdetc .

C. Derivation of (18)

In the ramped system, bi = b + i∆b/N ≡ b + δbi is defined for the i-th vessel. Because the transition rate W+ of
the ramped system depends on bi, we explicitly write its dependence as W+(Xi; bi) in this subsection. We thus write

W+(Xi; bi) = k+1aΩ+ k−2biXi(Xi − 1)/Ω = Ωw+(ξi; bi) + o(Ω), (S11)

where

w+(ξi; bi) = k+1a+ k−2biξ
2
i = w+(ξi; b) +O(∆b). (S12)

The stationary distribution of the system Pss(X) satisfies

0 =

N∑
i=−N

(W+(Xi − 1; bi)Pss(X − 1i)−W+(Xi; bi)Pss(X))

+

N∑
i=−N

(W−(Xi + 1)Pss(X + 1i)−W−(Xi)Pss(X))

+ r

N−1∑
i=−N

((Xi + 1)Pss(RiX)−XiPss(X)) + r

N∑
i=−N+1

((Xi + 1)Pss(LiX)−XiPss(X)). (S13)

Next, we assume the asymptotic form of the stationary solution of the master equation as

Pss(X) = exp
(
−ΩṼsto(ξ; b,∆b) + o(Ω)

)
, (S14)

where we expand

Ṽsto(ξ; b,∆b) =

N∑
i=−N

Vsto(ξi; b) +

N∑
i=−N

∂bVsto(ξi; b) · δbi + rJ(ξ)

≡
N∑

i=−N

V
(i)
sto (ξi) + rJ(ξ),

(S15)

which is the stochastic potential of the ramped system up to the order of ∆b and r. Here, V
(i)
sto (ξi) satisfies the relation

exp
(
∂ξiV

(i)
sto (ξi)

)
=

w−(ξi)

w+(ξi; bi)
, (S16)
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as shown in (7) of the main text. Substituting the stationary solution (S14) into (S13) and collecting the leading
terms for large Ω, we obtain

0 =

N∑
i=−N

w+(ξi; bi)
(
exp

(
∂ξiV

(i)
sto (ξi) + r∂ξiJ

)
− 1

)
+

N∑
i=−N

w−(ξi)
(
exp

(
−∂ξiV

(i)
sto (ξi)− r∂ξiJ

)
− 1

)

+ r

N−1∑
i=−N

ξi

(
exp

(
−∂ξiV

(i)
sto (ξi) + ∂ξi+1V

(i+1)
sto (ξi+1)− r∂ξiJ + r∂ξi+1J

)
− 1

)

+ r

N∑
i=−N+1

ξi

(
exp

(
∂ξi−1V

(i−1)
sto (ξi−1)− ∂ξiV

(i)
sto (ξi) + r∂ξi−1J − r∂ξiJ

)
− 1

)
. (S17)

By considering (S16), we find that the equation becomes

N∑
i=−N

(w+(ξi; b)− w−(ξi))∂ξiJ =

N−1∑
i=−N

[
ξi(gi(ξ)− 1) + ξi+1(gi(ξ)

−1 − 1)
]

(S18)

with

gi(ξ) =
w+(ξi; b)w−(ξi+1)

w−(ξi)w+(ξi+1; b)
. (S19)

(S18) corresponds to (18) in the main text.

D. Solution J(ξ) to (18)

We numerically solve (18) in the main text by using the characteristic curve method. We first introduce a fictitious
time s and define ξi(s) by

dξi(s)

ds
= w+(ξi)− w−(ξi), (S20)

for i ∈ [−N,N ]. Using (18), we find that J(ξ) satisfies

dJ(ξ(s))

ds
=

N−1∑
i=−N

[
ξi(gi(ξ)− 1) + ξi+1(gi(ξ)

−1 − 1)
]
. (S21)

For a given initial concentration profile ξini, we can determine a stationary solution ξfin of (S20). By integrating (S21)
with respect to s ∈ [0,∞), we obtain the difference J(ξfin)− J(ξini) for the trajectory from ξini to ξfin.
Here, (S20) is equivalent to the rate equation for the well-mixed Schlögl model. We set ξinii = ξ0 ±∆ξ, where ξ0

is the unstable stationary solution of (S20) and ∆ξ satisfies 0 < ∆ξ ≪ ξ0. Then, as the initial concentration profile
ξini, we choose that all components other than ξinii are either ξ+ or ξ−, which are the stable stationary solution of
(S20). In this case, the only ξi evolves in time and eventually approaches ξ±, respectively. Using these trajectories,
we successively calculate the difference of J(ξ) between 2N + 2 configurations ξ(0), ξ(1), · · · , ξ(2N+1), where for any

integer k satisfying 0 ≤ k ≤ 2N + 1, ξ
(k)
i = ξ− for −N ≤ i ≤ N − k and ξ

(k)
i = ξ+ for N − k + 1 ≤ i ≤ N . Thus, we

obtain J(ξ(k)) up to an additive constant.

II. SUPPLEMENTAL DATA

A. Details for Fig. 3

Figure 3 of the main text shows the phase coexistence condition bc(Ω) that are numerically obtained for r = 5.0.
In this subsection, we explain the method of numerical calculation in detail.

First, we need to determine the interface position ẑ(t) at time t in numerical simulations of the stochastic reaction-
diffusion system. We define ẑ(t) as the value of the x-coordinate at which the concentration profile X(t)/Ω crosses
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FIG. S2. b dependence of v(b) for r = 5.0 and Ω = 400. The
dotted line shows v = 0.

the reference concentration ξref ≡ (ξ+ + ξ−)/2. Explicitly, when Xj(t) and Xj+1(t) satisfy Xj(t) < Ωξref and
Xj+1(t) > Ωξref , the interface position ẑ(t) is given by

ẑ(t) ≡ j∆x+
Ωξref −Xj(t)

Xj+1(t)−Xj(t)
∆x. (S22)

Next, for several values of b, we calculate the average of the interface position ⟨ẑ(t)⟩ at time t. Figure S1 is the
example of ⟨ẑ(t)⟩ for r = 5.0 and Ω = 400, where ⟨·⟩ is estimated using 100 samples. From the data of ⟨ẑ(t)⟩, we
estimate the interface velocity v̂(b) as

v(b) =
⟨ẑ(t1)⟩ − ⟨ẑ(t0)⟩

t1 − t0
, (S23)

where t0 is much larger than the relaxation time κ−1
± , and t1− t0 is large enough to detect the average velocity. We set

t0 = 10 and t1 = 100. Figure S2 shows the b dependence of v(b) for r = 5.0 and Ω = 400. We proceed to determine
bc(Ω) from the data of v(b). Let db be a step width of b used in numerical simulations. We then find a special bo such
that v(bo) > 0 and v(bo + db) < 0. Using this bo, we obtain bc(Ω) by the formula

bc(Ω) ≡ bo +
v(bo)

v(bo)− v(bo + db)
db. (S24)

The results for several values of Ω are shown in Fig. 3 of the main text. Similar behaviors are observed for r = 1.0
and 0.5, as shown in Fig. S3. All these results indicate that bc(Ω) → bdetc as Ω → ∞.

B. The asymptotic behavior of ∆b∗

In the main text, we introduce ∆b∗ which is necessary to observe the phase coexistence state for systems with finite
N . In Fig. S4, we show that ∆b∗ decreases with respect to N . More precisely, ∆b∗ approaches 0 following the law
∆b∗ ≃ 1/N for large N . This means that we do not need the parameter ramping to observe the phase coexistence in
the limit N → ∞.

III. EXPERIMENTAL TESTING OF OUR THEORY

In this section, we discuss a possibility to observe phase coexistence in the low-hopping-rate regime. The Kuramoto
length for reaction-diffusion systems is estimated from diffusion constants and reaction rate constants using data in
Refs. [1–3]. If the relevant chemical spiecies is a protein, the typical diffusion constant is 0.1 ∼ 100 µm2s−1 and the
typical reaction rate constant is about 100 s. The Kuramoto length for such systems is 1 ∼ 100 µm. As another
example, if the relevant chemical spiecies is a small molecule, the typical diffusion constant is 10 ∼ 10000 µm2s−1

and the typical reaction rate constant is about 10−2 s. The Kuramoto length is then 0.1 ∼ 10 µm. Here, we
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FIG. S3. Ω dependence of bc(Ω) for (a) r = 1.0 and (b) r = 0.5. The inset shows a log-log plot with the guide line
bc(Ω)− bdetc = α/Ω, where (a) α = 2.15 and (b) α = 3.7.
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FIG. S4. N dependence of ∆b∗ for r = 0.01, 0.006 and 0.002. The guide lines show ∆b∗ = α/N , where α = 0.025 for the blue
dashed line, α = 0.015 for the orange dotted line and α = 0.006 for the green dash-dot line.

consider a reaction-diffusion system by using an assemble of bacteria [4]. Suppose that there are bacteria in which a
bistable chemical reaction occurs. These bacteria can be considered as reaction vessels. Chemical spiecies inside each
bacterium can be released to the environment and they can also be absorbed by surrounding bacteria. The system can
be identified as a stochastic reaction-diffusion system that we consider. Because the typical body length of bacteria
is 2 µm, one may construct a stochastic reaction-diffusion system in the low-hopping-rate regime.
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