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LIOUVILLE THEOREM FOR k−CURVATURE EQUATION

WITH FULLY NONLINEAR BOUNDARY IN HALF SPACE

WEI WEI

Abstract. We obtain the Liouville theorem for constant k-curvature σk(Ag)
in R

n
+ with constant Bg

k curvature on ∂Rn
+, where Bg

k is derived from the
variational functional for σk(Ag), and specially represents the boundary
term in the Gauss-Bonnet-Chern formula for k = n/2.

1. Introduction

The σk(Ag) curvature, particularly the σ2(Ag) curvature, has achieved sig-
nificant advancements in the past three decades. In [9] Chen found a naturally
matching boundary curvature Bgk on ∂M for σk(Ag). On locally conformally
flat 2k-manifolds, the Bgk curvature on ∂M is the boundary term in the Gauss-
Bonnet-Chern formula:

ˆ

M

σn
2
(Ag)dvg +

˛

∂M

Bgn
2
dσg =

(2π)
n
2

(

n
2

)

!
χ(M, ∂M).

Denote

σk(Ag) =
∑

1≤i1<···<ik≤n

δ

(

i1 · · · ik
j1 · · · jk

)

Aj1g,i1 · · ·A
jk
g,ik

and

(1.1) Bgk =
k−1
∑

i=0

C(n, k, i)σ2k−i−1,i

(

AT
g , Lg

)

n ≥ 2k,

where AT
g is tangential part of Ag on boundary, Lg is the second fundamental

form of boundary with respect to g, σ2k−i−1,i

(

AT
g , Lg

)

is the mixed symmetric

functions defined in [9] and C(n, k, i) = (2k−i−1)!(n−2k+i)!
(n−k)!(2k−2i−1)!!i!

.

In [5] Chang-Chen posed the question: Does there exist a metric gu ∈ [g]
satisfying the equation (1.2)
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(1.2)

{

σk(Agu) = c in M,

Bguk = 0 on ∂M,

where c is a positive constant. The question is so largely open.
Equation (1.2) from [5, 9] is variational, formulated as:

F ′
k[v] = (2k − n)

[
ˆ

Mn

σk(Ag)vdvg +

˛

∂M

Bgkvdσg
]

,

where

Fk :=

ˆ

Mn

σk(Ag)dvg +

˛

∂M

Bgkdσg.

On locally conformally flat manifolds, the critical point of functional Fk in
{g1 : g1 ∈ [g], vol(M, g1) = 1} for n > 2k is equation (1.2). For n = 2k,
the variational functional can be found in Proposition 2.3 in [3] and its corre-
sponding equation is (1.2).

Currently, the only known outcome of the question of Chang-Chen is the
case about four-dimensional manifolds with umbilic boundary, in which it
is equivalent to investigate the equation with Neumann boundary problem.
Specifically, as pointed by Chen [9], when ∂M is umbilic and g ∈ Γ+

k , Bgk = 0
if and only if hg = 0. Here the well-known Γ+

k -cone is defined as below:

Γ+
k := {g|σ1(Ag) > 0, · · · , σk(Ag) > 0}.

Chen [9] proved that on manifolds with umbilic boundary, if Y (M4, ∂M, [g]) >
0 and

´

M4 σ2 (Ag) dvg +
¸

∂M
Bg2dσg > 0, then there exists a metric ĝ ∈ [g] such

that σ2(ĝ
−1Aĝ) is constant and Bĝ2 = 0 on ∂M.

However, when the boundary is not umbilic, the boundary curvature Bgk
is highly fully nonlinear involving second derivatives and first derivatives on
boundary. The complexity is rare in the literature even for the uniformly
second-order elliptic equation. Consequently, the exploration regarding (1.2)
appears distant and challenging to approach.

To comprehend the nature of the boundary curvature Bgk, we investigate an
alternative equation on manifolds with an umbilic boundary

(1.3)

{

σk(Ag) = c in Mn,

Bgk = c0 on ∂M,

where c0 is a positive constant, and this equation still has variational structure.
This non-vanishing Bgk curvature prominently involves second-order deriva-
tives, as evidenced by the following explicit expression for Bgk on the umbilic
boundary ∂M :
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Bgk :=
(n− 1)!

(n− k)!(2k − 1)!!
h2k−1
g(1.4)

+

k−1
∑

s=1

(n− 1− s)!

(n− k)!(2k − 2s− 1)!!
σs
(

AT
g

)

h2k−2s−1
g ,

where hg is the mean curvature of boundary with respect to g and AT
g is

tangential part of Ag on boundary.
For simplicity, we denote g−1

u Agu as Agu and g−1
u AT

gu as AT
gu without confu-

sion. We remark that if g ∈ Γ+
k , then the linearization of the operator Bgk is

actually elliptic, see (2.1) in Section 2, which is the start point of the whole
paper.

In this paper we will build the Liouville theorem for the equation (1.3) in
the following:

Theorem 1. Given a positive constant c0, let gu = u
4

n−2 |dx|2 in R
n
+ satisfy

(1.5)

{

σk(Agu) = 2kCk
n in Rn

+, gu ∈ Γ+
k ,

Bguk = c0 on ∂Rn
+.

Assume that limx→0 u0,1exists, where u0,1(x) := |x|2−nu
(

x
|x|2

)

. Then there

exists a positive constant b ∈ R+ and (x′, xn) ∈ R
n such that

(1.6) u(x′, xn) ≡
( √

b

1 + b |(x′, xn)− (x′, xn)|2

)(n−2)/2

in R
n
+,

where hgu = − 2
n−2

uxnu
− n
n−2 = −2

√
bxn > 0 and AT

gu = 2I(n−1)×(n−1) satisfy

k−1
∑

s=1

(n− s)!

(n− k)!(2k − 2s− 1)!!n
σs
(

2I(n−1)×(n−1)

)

[2
√
bxn]

2k−2s−1

+
(n− 1)!

(n− k)!(2k − 1)!!
[2
√
bxn]

2k−1 =
n+ 1− k

n
c0.

From the proof, we actually know that limx→0 u0,1 is a positive constant.
When Bguk = 0, the boundary condition becomes hgu = 0 and the correspond-
ing Liouville theorem has been established by Li-Li [20], see more general
statement in [20]. As the boundary condition is highly fully nonlinear, to make
the boundary equation transparent and elliptic, we consider the metric with
positive boundary Bguk curvature in Γ+

k cone. From geometric aspects, u0,1 is
usually C2 continuous to zero. To prove Theorem 1, we apply the key Lemma
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11 in [19] to W := 2
n−2

ln u0,1 on ∂Rn
+\{0}, where W (x′, 0) is superharmonic

on ∂Rn
+.

With the above theorem, we have the following theorem.

Theorem 2. Given a positive constant c0, let gw = w
4

n−2 |dx|2 in B
n
1 satisfy

{

σk(Agw) = 2kCk
n in B

n
1 , gw ∈ Γ+

k ,

Bgwk = c0 on ∂Bn1 .

Then

w = (

√
b

1 + b|x− x̄|2 )
n−2
2 ,

where x̄ ∈ R
n, b ∈ R

+ satisfy Bgwk = c0.

The Liouville theorem stands as a fundamental element contributing to the
existence of the Yamabe-type equation and holds a central position within
the field of partial differential equations and geometry. Extensive studies
on Liouville Theorems on R

n, Sn have been conducted in the context of the
Yamabe-type equation. For the semilinear equation, the Liouville theorem can
be traced back to Obata [24], Gidas-Ni-Nirenberg [15] and Caffarelli-Gidas-
Spruck [1]. See Li-Zhu [22] and Li-Zhang [23] for the systematic introduction
to the method of moving spheres. For fully nonlinear equation, especially
σkYamabe equation, Viaclovsky [25, 26] obtained the Liouville theorem under
the additional hypothesis that |x|2−nu(x/|x|2) can be extended to a positive C2

function near x = 0 for 2 ≤ k ≤ n. Concerning k = 2, Chang-Gursky-Yang [8]
utilized Obata’s technique to establish the case for n = 4, 5 and higher dimen-
sional case under some additional assumptions. For n = 4, by constructing
a monotone formula with respect to level set of the solution, the author with
Fang and Ma [14] introduced an alternative approach and proved a Liouville
theorem for some more general σ2-type equation, which may not be conformal
invariant. Some general cases for conformally invariant equation including σk
Yamabe operator were established by Li-Li [18, 19] and Li-Lu-Lu [21]. Also
Chu-Li-Li [12] derived necessary and sufficient conditions for the validity of
Liouville-type theorems in R

n.
Compared to Liouville theorem in entire space, the results in half space is

few as the boundary brings new difficulties. In ball Escobar [13] classified the
metric with constant scalar curvature and the constant boundary mean cur-
vature. Concerning the prescribed mean curvature in half space, the Liouville
theorem for constant scalar curvature was established by Li-Zhu [22], Chipot-
Shafrir-Fila [11] and Li-Zhang [23]. And for fully nonlinear cases including σk
curvature on half space, Li-Li [20] obtained the corresponding Liouville theo-
rem with the constant boundary mean curvature. Case-Wang [1] demonstrated
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an Obata-type theorem for σk(Ag) = 0 on S
n+1
+ and Bgk = c0 on S

n = ∂Sn+1
+

under the additional condition sup
Sn
hg ≤ (k + 1) infSn hg. They [4] classified

the local minimizers related with σ2(Ag) and Bg2 in B
n+1
1 , when n = 3, 4, 5.

Furthermore, with Moreira, in [2] they get some non-uniqueness results in dif-
ferent setting. This paper will focus on non-zero σk(Ag) curvature and then the
method of moving sphere works with appropriate observations on boundary.

We organize the paper as follows. In Section 2 we provide some facts about
the linearized operator of Bgk. In Section 3 inspired by Li-Li [20], we prove
Theorem 1 in stronger assumption (3.2) by the method of moving sphere. In
Section 4, due to the super-harmonicity of 2

n−2
ln u0,1 on the lower dimensional

space, we utilize the key lemma in [19] in lower dimensional space, and obtain
Theorem 1. In Appendix we list some useful lemmas in [23, 19, 20] for reader’s
convenience.

Acknowledge: The author would like to thank Prof. X. Z. Chen and Dr.
Biao Ma for helpful conversations and suggestions. The author also would like
to thank University of Freiburg for the hospitality.

2. Preliminary

In this section we describe the linearization of Bgk on ∂Rn
+, which is an

elliptic operator on boundary depending on the mean curvature of g and the
cone condition.

In R
n
+, for gu = u

4
n−2gE, then

hgu = − 2

n− 2
u−

n
n−2un on ∂Rn

+,

where un = ∂u
∂xn

on ∂Rn
+,

g−1
u Agu =− 2

n− 2
u−(n+2)/(n−2)∇2u

+
2n

(n− 2)2
u−2n/(n−2)∇u⊗∇u− 2

(n− 2)2
u−2n/(n−2)|∇u|2gE,

and

g−1
u AT

gu =

[

− 2

n− 2
u−(n+2)/(n−2)∇2u

+
2n

(n− 2)2
u−2n/(n−2)∇u⊗∇u− 2

(n− 2)2
u−2n/(n−2)|∇u|2gE

]T

.
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2.1. Linearization of Bgk on ∂Rn
+. We first study the linearization of Bguk .

In [1] Case-Wang showed the conformal linearization of Bgk, which they used
the symbol Hk instead. Our notation is consistent with Chen [9].

Let g = u
4

n−2 gE and g := i∗gE, where i : ∂Rn
+ → R

n
+ is the inclusion map,

and we use ∇ to be the Levi-Civita Connection on ∂Rn
+, α, β, γ range from

1, · · · , n− 1. Now hg = − 2
n−2

u−
n
n−2un on ∂Rn

+ , where ∂xn is the unit inward
vector on boundary. Now we state the computation of the boundary operator,
which will be frequently used in the following paragraphs.

Lemma 3. Assume that g0 = u
4

n−2

0 gE and g1 = u
4

n−2

1 gE satisfy Bg0k = Bg1k = c0.
Then, taking ψ := u1 − u0,

0 = Bg1k − Bg0k
= −aαβψαβ + bαψα − bnψn + cψ := Lψ,(2.1)

where bα, c depends on u1, u0. Denote u = tu1 + (1− t)u0 and g = u
4

n−2 gE,

(2.2) aαβ :=

ˆ 1

0

2

n− 2
u−

n+2
n−2

k−1
∑

s=1

(n− 1− s)!

(n− k)!(2k − 2s− 1)!!
h2k−2s−1
g

∂σs(A
T
g )

∂AT
αβ

dt,

and

(2.3) bn :=
2

n− 2

ˆ 1

0

u−
n
n−2σk−1(A

T
g )dt.

Proof. For simplicity, denote C1(n, k, s) =
(n−1−s)!

(n−k)!(2k−2s−1)!!
.

We know that

0 = Bg1k − Bg0k =

ˆ 1

0

∂

∂t

(

Bgk
)

dt,

where g = (tu1 + (1− t)u0)
4

n−2 gE.
Define

b∗n :=
2

n− 2
u−

n
n−2σk−1

(

AT
g

)

and

a∗αβ :=
2

n− 2
u−

n+2
n−2

k−1
∑

s=1

C1(n, k, s)h
2k−2s−1
g

∂σs(A
T
g )

∂AT
αβ

.
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By (1.4), we have

∂

∂t
(Bgk)

=C1(n, k, 0)(2k − 1)h2k−2
g

∂hg
∂t

+

k−1
∑

s=1

C1(n, k, s)
∂

∂t
σs
(

AT
g

)

h2k−2s−1
g

+
k−1
∑

s=1

C1(n, k, s)(2k − 2s− 1)σs
(

AT
g

)

h2k−2s−2
g

∂hg
∂t

=C1(n, k, 0)(2k − 1)h2k−2
g

(

2

n− 2

n

n− 2
u−

2n−2
n−2 unψ − 2

n− 2
u−

n
n−2ψn

)

+
k−1
∑

s=1

C1(n, k, s)h
2k−2s−1
g

∂

∂AT
αβ

σs
(

AT
g

)

{

2

n− 2

n + 2

n− 2
u−

2n
n−2uαβψ

− 2

n− 2
u−

n+2
n−2ψαβ −

2n

(n− 2)2
2n

n− 2
u−

n+2
n−2uαuβψ

+
2n

(n− 2)2
u−

2n
n−2ψαuβ +

2n

(n− 2)2
u−

2n
n−2ψβuα

+
2

(n− 2)2
2n

n− 2
u−

n+2
n−2 |∇u|2δαβψ − 4

(n− 2)2
u−

2n
n−2 (unψn + uγψγ)δαβ

}

+

k−1
∑

s=1

C1(n, k, s)(2k − 2s− 1)σs
(

AT
g

)

h2k−2s−2
g

{

2

n− 2

n

n− 2
u−

2n−2
n−2 unψ

− 2

n− 2
u−

n
n−2ψn

}

=:− b∗nψn − a∗αβψαβ +
n−1
∑

α=1

b∗αψα + c∗ψ,

where b∗α, c
∗ depends on u1, u0 and du

dt
= ψ = u1 − u0.
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Collecting all the coefficients of ψn, the definition of b∗n can be deduced as
follows.

C1(n, k, 0)(2k − 1)h2k−2
g

(

− 2

n− 2
u−

n
n−2

)

− 2

n− 2
u−

n
n−2

k−1
∑

s=1

C1(n, k, s)(2k − 2s− 1)σs
(

AT
g

)

h2k−2s−2
g

− 4

(n− 2)2
u−

2n
n−2un

k−1
∑

s=1

C1(n, k, s)
∂

∂AT
αβ

σs
(

AT
g

)

δαβh
2k−2s−1
g

=C1(n, k, 0)(2k − 1)h2k−2
g

(

− 2

n− 2
u−

n
n−2

)

− 2

n− 2
u−

n
n−2

k−1
∑

s=1

C1(n, k, s)(2k − 2s− 1)σs
(

AT
g

)

h2k−2s−2
g

+
2

n− 2
u−

n
n−2

k−1
∑

s=1

C1(n, k, s− 1)(2k − 2s+ 1)σs−1

(

AT
g

)

h2k−2s
g

=− 2

n− 2
u−

n
n−2σk−1

(

AT
g

)

= −b∗n,

where the first equality holds because − 4
(n−2)2

u−
2n
n−2un = 2

n−2
u−

n
n−2hg and

∂

∂AT
αβ

σs
(

AT
g

)

δαβ = (n− s)σs−1

(

AT
g

)

.

Now we have completed the proof. �

Lemma 4. On ∂Rn
+, g = u

4
n−2 gE, assume that g ∈ Γ+

k , and Bgk has a fixed
sign. Then, operator L (2.1) is elliptic on ∂Rn

+.

By Ag ∈ Γ+
k , we know that σs(A

T
g ) > 0 from 1 ≤ s ≤ k−1 and

{

∂σs(AT
g )

∂AT
αβ

}

α×β

is positively defined. The sign of Bgk is consistent with hg, making un be
negative or positive and keeping the ellipticity of L on boundary.

2.2. Conformally invariant boundary condition. Let z = ϕx,λ(y) = x+
λ2(y−x)
|y−x|2

and then ϕ∗
x,λ(|dz|2) = λ4

|y−x|4
|dy|2. For gu = u

4
n−2 |dz|2,

ϕ∗
x,λ(u

4
n−2 |dz|2) = [u ◦ ϕx,λ(y)]

4
n−2

λ4

|y − x|4 |dy|
2

=

[

λn−2u ◦ ϕx,λ
|y − x|n−2

]
4

n−2

|dy|2.
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Now we denote ux,λ(y) =
λn−2

|y−x|n−2u
(

x+ λ2(y−x)
|y−x|2

)

and from above, we obtain

ϕ∗
x,λ(Bguk ) = Bϕ

∗

x,λ
(gu)

k = Bϕ
∗

x,λ
(u

4
n−2 |dz|2)

k

= Bu
4

n−2
x,λ

|dy|2

k .

Thus, when Bguk = c0, it holds that Bu
4

n−2
x,λ

|dy|2

k = c0.

3. Liouville Theorem under the Stronger condition

In this section, we would like to prove a Liouville theorem in a stronger
assumption (3.2), which also naturally appears in geometry. Some Lemmas in
this section still work without (3.2). In this paper, we use ∇ to be the Levi-
Civita Connection on ∂Rn

+, α, β, γ range from 1, · · · , n− 1, which are induced
from gE.

Theorem 5. Let gu = u
4

n−2 |dx|2 in R
n
+ satisfy

(3.1)

{

σk(Agu) = 2kCk
n in Rn

+, gu ∈ Γ+
k

Bguk = c0 on ∂Rn
+.

Assume that
(3.2)

u0,1(x) := |x|2−nu
(

x

|x|2
)

can be extended to a positive function in C2
(

B
+
1

)

.

Then, u is the form of (1.6).

For simplicity Au := g−1
u Agu , Buk := Bguk and ∂′B+

r0 := ∂B+
r0\{x|xn = 0}.

Lemma 6. Assume that u is the solution to (1.5). For any fixed r0 > 0, when
|y| ≥ r0 > 0 and yn ≥ 0, we have

u(y) ≥ (min
∂′B+

r0

u)rn−2
0 |y|2−n,

and

lim inf
x∈Rn+,|x|→+∞

u|x|n−2 > 0.

Proof. From the assumption, we know that −∆u ≥ 0 in Rn
+\B+

r0
, and − ∂u

∂xn
> 0

on ∂Rn
+\B+

r0
. With the fact ∆|y|2−n = 0 in R

n
+ and ∂|y|2−n

∂yn
= 0 on ∂Rn

+\{0},
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by the maximum principle, we have

u(y) ≥ (min
∂′B+

r0

u)rn−2
0 |y|2−n for |y| ≥ r0 and yn ≥ 0.

�

For x ∈ ∂Rn
+, λ > 0, let ux,λ denote the reflection of u with respect to Bλ(x),

i.e.,

ux,λ(y) :=

(

λ

|y − x|

)n−2

u

(

x+
λ2(y − x)

|y − x|2
)

.

By gu ∈ Γ+
k , we know that gux,λ ∈ Γ+

k on B+
1 and σs(A

T
gux,λ

) > 0 for 1 ≤

s ≤ k − 1 and

{

∂σs(AT
gux,λ

)

∂AT
αβ

}

(n−1)×(n−1)

is positively defined. In this paper, hgu

is positive due to Bguk > 0 and gu ∈ Γ+
k .

For simplicity, we denote uλ(y) = u0,λ(y).

For x ∈ ∂Rn
+, define

λ̄(x) := sup
{

µ > 0 | ux,λ ≤ u in Rn
+\Bλ(x), ∀ 0 < λ < µ

}

.

Lemma 7. Assume that u is the solution to (1.5). Then, for any x ∈ ∂Rn
+,

there exists λ0(x) > 0 such that

ux,λ ≤ u on Rn
+\Bλ(x), ∀ 0 < λ < λ0(x).

Proof. Without loss of generality, we assume that x = 0. As u ∈ C1, there
exists a positive constant r0 such that for 0 < r < r0

d

dr

(

r(n−2)/2u(r, θ)
)

=
n− 2

2
r
n−4
2 u+ r

n−2
2 ur

= r
n−4
2

(n− 2

2
u+ rur

)

> 0.(3.3)

For any λ satisfying λ < |y| < r0,
∣

∣

∣

∣

λ2y

|y|2
∣

∣

∣

∣

≤ λ2

|y| < |y| < r0,

and then, by (3.3)

|y|(n−2)/2u(|y|, θ) >
∣

∣

∣

∣

λ2y

|y|2
∣

∣

∣

∣

(n−2)/2

u

(
∣

∣

∣

∣

λ2y

|y|2
∣

∣

∣

∣

, θ

)

.

Therefore, for 0 < λ < |y| < r0,
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(3.4) u(y) > uλ(y) =

(

λ

|y|

)n−2

u

(

λ2y

|y|2
)

.

Then taking λ0 = min

{(

min
∂′B

+
r0
u

max
B
+
r0

u

)
1

n−2

r0, r0

}

≤ r0, for 0 < λ < λ0 and

|y| ≥ r0,

uλ(y) ≤
(

λ0
|y|

)n−2

max
B+

λ2
r0

u ≤
(

λ0
|y|

)n−2

max
B+
r0

u ≤
rn−2
0 min∂′B+

r0
u

|y|n−2
≤ u(y),

where the last inequality holds due to Lemma 6.
Combining with (3.4), we know that for 0 < λ < λ0 and y ∈ Rn

+\Bλ(x),

uλ(y) ≤ u(y).

�

From Lemma 7, we know λ̄(x) > 0 and λ̄(x) ≤ ∞.

Lemma 8. Under the assumption of (3.2), we have λ̄(x) < ∞ for any x ∈
∂Rn

+.

Proof. As u0,1 can be extended to a positive continuous function near zero, we
have

|x|2−nu
(

x

|x|2
)

→ α0 as x→ 0.

And then there exists a positive constant α1, r1 such that

u(y) ≤ α1

|y|n−2
for |y| ≥ r1.

Because for any x ∈ ∂Rn
+, u(y) ≥ ux,λ(y) for all λ < λ̄(x) and |y − x| ≥ λ, we

have

λn−2u(x) = lim
y→∞

λn−2u

(

x+
λ2(y − x)

|y − x|2
)

≤ lim
y→∞

|y − x|n−2u(y) ≤ α1.

Thus,

λ̄(x) ≤ C.

�

Lemma 9. Given the same assumption as Theorem 5, we have that, for all
x ∈ ∂Rn

+,

ux,λ̄(x) ≡ u in R
n
+\{x}.
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Proof. We argue by a contradiction argument: Without loss of generality, we
take x = 0 and u0,λ̄ 6≡ u on R

n
+\{0}. We know that uλ̄ ≤ u on Rn

+\Bλ̄ by the

definition of λ̄.
We know σk(A

uλ̄) = 2kCk
n on Rn

+\B+
λ̄

and Buλ̄k = c0 on ∂Rn
+\Bλ̄. Letting

w = tu+ (1− t)uλ̄, we know that u− uλ̄ satisfies

{

0 = F (Au)− F (Auλ̄) = L(u− uλ̄) in Rn
+\Bλ̄,

0 = Buk − Buλ̄k = L(u− uλ̄) on ∂Rn
+\Bλ̄,

where

Lϕ := −Aij∂ijϕ+Bi∂iϕ+ C(x)ϕ,

Aij :=
2

n− 2

ˆ 1

0

w−n+2
n−2

∂σk
∂Awij

(

g−1
w Aw

)

dt,

and Lϕ is defined in (2.1) with u0 = uλ̄ and u1 = u in (2.1).
Claim 1:

(3.5) u− uλ̄ > 0 on Rn
+\Bλ̄.

Proof of Claim 1 : We argue by the contradiction and assume u−uλ̄(x) = 0
for some x ∈ Rn

+\Bλ̄. It holds that

(3.6)

{

L(u− uλ̄) = 0 in Rn
+\Bλ̄,

L(u− uλ̄) = 0 on ∂Rn
+\Bλ̄.

If x ∈ R
n
+\Bλ̄, then by the strong maximum principle, u− uλ̄ = 0 near x, and

furthermore, u = uλ on Rn
+, which is contradicted to the assumption. If x is

on boundary, then by Hopf Lemma, ∂n(u− uλ̄) > 0 at x.
Moreover, at x,

∂αβ(u− uλ̄) ≥ 0, ∂α(u− uλ̄) = 0, u− uλ̄ = 0,

and then

0 = L(u− uλ̄)

= −aαβ∂αβ(u− uλ̄) + bα∂α(u− uλ̄)− bn∂n(u− uλ̄) + c(u− uλ̄)

≤ −bn∂n(u− uλ̄) < 0,

which implies a contradiction. We have proved this claim.
Claim 2:

(3.7) lim
y∈Rn+,|y|→∞

|y|n−2 (u(y)− uλ̄(y)) > 0.
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Proof of Claim 2 : Let x = y/|y|2, we have

|y|n−2u(y) = u0,1(x), |y|n−2uλ̄(y) = λ̄n−2u

(

λ̄2y

|y|2
)

= λ̄n−2u
(

λ̄2x
)

=: v(x).

By (3.5), u0,1 − v > 0 in B+
1
λ̄

. We prove that (u0,1 − v)(0) > 0 by a contra-

diction argument and then the Claim 2 will be proved. Otherwise, as u0,1(x)
and v(x) satisfy the equation (1.5), by (3.2) and Hopf Lemma, we know 1

min
B+

1
λ̄

(u0,1−v) = (u0,1−v)(0) = 0, ∇(u0,1−v)(0) = 0, ∇2
(u0,1−v)(0) ≥ 0, ∂n(u0,1−v)(0) > 0.

Thus, a contradiction follows from

0 = L(u0,1 − v)(0)

= −aαβ∂αβ(u0,1 − v) + bα∂α(u0,1 − v)− bn∂n(u0,1 − v) + c(u0,1 − v)

≤ −bn∂n(u0,1 − v) < 0.

We have completed the proof of this claim 2.

As u− uλ̄ = 0 on ∂Bλ̄ ∩ R
n
+, by the Hopf Lemma and Claim 1,

(3.8) (u− uλ̄)ν > 0,

where ν denotes the unit outer normal to ∂Bλ̄ ∩ R
n
+.

For any x ∈ ∂Bλ̄ ∩ ∂Rn
+, taking Ω =

(

R
n
+\Bλ̄

)

∩ B1(x) and σ = xn. For
some positive A,

P(u− uλ̄) = L(u− uλ̄)− C(x)(u− uλ̄) ≥ −A(u − uλ̄), in Ω

and

L (u− uλ̄) = L(u− uλ̄)− c(x)(u− uλ̄) ≥ −A(u − uλ̄), on {σ = 0} ∩ Ω.

By Lemma 14 in Appendix, we know that ∂
∂ν
(u−uλ̄)

∣

∣

x=x
> 0, where ν denotes

the unit outer normal to ∂Bλ̄ on ∂Rn
+. Thus, we have

(3.9)
∂

∂ν
(u− uλ̄) > 0 on ∂Bλ̄ ∩ ∂Rn

+,

where ν denotes the unit outer normal to ∂Bλ̄ on ∂Rn
+.

Therefore, from (3.8)(3.9), there exists a positive constant b > 0 such that

∂

∂ν
(u− uλ̄) > b > 0 on ∂Bλ̄ ∩ Rn

+.

1This has used the assumption that u0,1(x) is C2 continuous at 0.
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By the continuity of ∇u, there exists a R > λ̄ such that for λ̄ ≤ λ ≤ R,
λ ≤ |x| ≤ R, we have

∂

∂ν
(u− uλ)

∣

∣

∣

∣

x

>
b

2
,

where ν is the unit outer normal to ∂Bλ. For λ̄ ≤ λ ≤ R and λ < |y| ≤ R, as
u− uλ = 0 on ∂Bλ, from above,

(3.10) u(y)− uλ(y) > 0.

By (3.7), we know that there exists a positive constant C0 > 0 such that for
|y| ≥ R and yn ≥ 0,

u(y)− uλ̄(y) ≥
C0

|y|n−2
.

Furthermore, for |y| ≥ R,

u(y)− uλ(y) ≥
C0

|y|n−2
− (uλ − uλ̄)

=
C0

|y|n−2
− 1

|y|n−2

(

λn−2u

(

λ2y

|y|2
)

− λ̄n−2u

(

λ̄2y

|y|2
))

≥ 1

|y|n−2

[

C0 − λn−2u

(

λ2y

|y|2
)

+ λ̄n−2u

(

λ̄2y

|y|2
)]

≥
C0

2

|y|n−2
,(3.11)

where the last inequality holds as we takes λ close to λ̄. By (3.10) and (3.11),
there exists some small ε > 0 such that for λ̄ ≤ λ ≤ λ̄ + ε and |y| ≥ λ, we
have u(y)− uλ(y) > 0. It will yield a contradiction to the largest number of
λ̄. Therefore, uλ̄ = u in Rn

+\Bλ̄ and thus uλ̄ = u in Rn
+\{0}. �

Proof of Theorem 5. Now by Lemma 15 in Appendix and Lemma 9, we
know that on ∂Rn

+, there exist a > 0, d > 0 and x′0 ∈ ∂Rn
+ such that

(3.12) u(x′, 0) =

(

a

d2 + |x′ − x′0|2
)

n−2
2

.

Let p = (x′0,−d) and q = (x′0, d), and define

y = (y′, yn) = p+
4d2(z − p)

|z − p|2 : B2d(q) −→ R
n
+

and

v(z) :=

(

2d

|z − p|

)n−2

u

(

p +
4d2(z − p)

|z − p|2
)

.
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Now v satisfies

(3.13)

{

σk(Agv) = 2kCk
n in B2d(q),

Bgvk = c0 on ∂B2d(q).

Note that

0 < yn = −d+ 4d2 (zn + d)

|z − p|2 ⇔|z − p|2 < 4d(zn + d)

⇔|z′ − x′0|
2
+ (zn − d)2 < 4d2

i.e. |z − q| < 2d.

On ∂B2d(q),

p+
4d2(z − p)

|z − p|2 = (x′0,−d) +
4d2
(

z − (x′0,−d)
)

|z − p|2

=

(

x′0 +
4d2(z′ − x′0)

|z − p|2 ,−d+ 4d2(zn + d)

|z − p|2
)

=

(

x′0 +
4d2(z′ − x′0)

|z − p|2 , 0

)

= (y′, 0).

Then, ϕ(∂B2d(q)) = ∂Rn
+ where ϕ(z) = p + 4d2(z−p)

|z−p|2
. Moreover, when z ∈

∂B2d(q), we have y = (y′, 0) and

v(z) =

(

2d

|z − p|

)n−2

u

(

p+
4d2(z − p)

|z − p|2
)

(3.14)

=

(

2d

|z − p|

)n−2

u(y′, 0)

=

(

2d

|z − p|

)n−2(
a

d2 + |y′ − x′0|2
)

n−2
2

= a
n−2
2

(

2d

|z − p|

)n−2
1

|y − p|n−2

= a
n−2
2 (2d)2−n,

where we use (3.12) in the third equality and the last equality holds due to
|y − p||z − p| = 4d2 for z ∈ ∂B2d(q).

Actually, from (3.14) and Bgvk = c0 on ∂B2d(q), we obtain that 〈∇v, ν〉 is
constant on ∂B2d(q), where ν is the unit outer normal vector on ∂B2d(q).
With constant Dirichlet and Neumann boundary on ∂B2d(q), the solution v to
σk(Agv) = 2kCk

n on B2d(q) is radial by the standard moving plane argument.
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Then, by Theorem 17 in Appendix, we conclude that

v(z) =

(

√
b

1 + b|z − q|2
)

n−2
2

satisfying (3.13). Thus, we get the form of (1.6) by transforming back to u,
which means

u(y) =

(

2d

|y − p|

)n−2

v

(

p+
4d2(y − p)

|y − p|2
)

.

�

4. Proof of Theorem 1

In this section, we will utilize the beautiful lemma in [19] to relax the as-
sumption of (3.2) and complete the proof of Theorem 1.

Denote α := lim infx∈Rn+,|x|→+∞ |x|n−2u.

Lemma 10. We have 0 < α < +∞, and

λ̄(x)n−2u(x) = α, ∀x ∈ ∂Rn
+.

Proof. By the definition of λ̄(x),

ux,λ ≤ u in Rn
+\Bλ(x), ∀ 0 < λ < λ̄(x).

For ∀ 0 < λ < λ̄(x),

λn−2u(x) = lim inf
y→+∞,y∈Rn+

|y|n−2

(

λ

|y − x|

)n−2

u

(

x+
λ2(y − x)

|y − x|2
)

≤ lim inf
y→+∞,y∈Rn+

|y|n−2u(y) = α.

Then λ̄(x)n−2u(x) ≤ α for ∀ x ∈ ∂Rn
+. Now we prove λ̄(x)n−2u(x) = α for

∀ x ∈ ∂Rn
+ by a contradiction argument.

We consider the case α < +∞.

Step 1: If there exists a x ∈ ∂Rn
+ such that λ̄(x)n−2u(x) < α, then

lim inf
y→+∞,y∈Rn+

|y|n−2(u(y)− ux,λ̄(x)(y))(4.1)

≥ α− lim sup
y→+∞,y∈Rn+

|y|n−2

(

λ̄(x)

|y − x|

)n−2

u

(

x+
λ̄(x)2(y − x)

|y − x|2
)

= α− λ̄(x)n−2u(x) > 0.



SECOND ORDER BOUNDARY CONDITION IN HALF SPACE 17

Step 2: We prove that

(4.2) u− ux,λ̄(x) > 0 in Rn
+\Bλ̄(x)(x).

We argue by the contradiction argument and without loss of generality,
assume x = 0 and u − uλ̄(x) = 0 for some x ∈ Rn

+\Bλ̄. We know σk(A
uλ̄) =

2kCk
n on Rn

+\Bλ̄ and Buλ̄k = c0 on ∂Rn
+\Bλ̄.

{

0 = F (Au)− F (Auλ) = L(u− uλ), in Rn
+\Bλ̄,

0 = Buk − Buλk = L(u− uλ) on ∂Rn
+\Bλ̄.

If x ∈ R
n
+\Bλ̄, then by the strong maximum principle, u− uλ̄ = 0 near x and

then u = uλ̄ on Rn
+ , which is contradicted to (4.1). If x is on boundary, then

by Hopf Lemma, ∂n(u− uλ̄)

∣

∣

∣

∣

x

> 0.

At x,
∂αβ(u− uλ̄) ≥ 0, ∂α(u− uλ̄) = 0, u− uλ̄ = 0

and then

0 = L(u− uλ̄)

∣

∣

∣

∣

x=x

= −aαβ∂αβ(u− uλ̄) + bα∂α(u− uλ̄)− bn∂n(u− uλ̄) + c(u− uλ̄)

≤ −bn∂n(u− uλ̄) < 0,

which yields a contradiction. We have proved (4.2).

With (4.1) and the same argument as the proof of Lemma 9, we know that
it will yield a contradiction to the largest number of λ̄. Thus

λ̄(x)n−2u(x) = α.

We now consider α = +∞ in the following.

Step 3 : By similar argument as above, it holds that

λ̄(x) = +∞, ∀x ∈ ∂Rn
+.

Furthermore,
ux,λ ≤ u on R

n
+\Bλ(x) for 0 < λ < +∞.

By Lemma 16 in Appendix, it holds that u(x′, xn) = u(0, xn) for xn ≥ 0. By
TrAT > 0 on ∂Rn

+, we have the following contradiction:

0 < − 2

n− 2
u−(n+2)/(n−2)∆u+

2n

(n− 2)2
u−2n/(n−2)|∇u|2 − 2(n− 1)

(n− 2)2
u−2n/(n−2)|∇u|2

= −2(n− 1)

(n− 2)2
u−2n/(n−2)u2n ≤ 0 on ∂Rn

+.
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We have completed the proof of the Lemma. �

Let us recall the essential lemma in [19].

Lemma 11. [Li-Li,Acta Math.2005]For n ≥ 2, u ∈ L1
loc
(Bn1\{0}) is the solu-

tion of ∆u ≤ 0 in B
n
1\{0} in the distribution sense. Assume that there exists

a ∈ R and p 6= q ∈ R
n such that

u(x) ≥ max{a+ p · x− δ(x), a+ q · x− δ(x)}, x ∈ B
n
1\{0},

where δ(x) ≥ 0 satisfies limx→0
δ(x)
|x|

= 0. Then

lim
r→0

inf
Br
u > a.

For simplicity, we denote uψ := |Jψ|
n−2
2n u◦ψ, where Jψ denotes the Jacobian

of ψ. Let us complete the proof of Theorem 1 as the following:

Theorem 12. (Theorem 1) Assume that u is the solution to (1.5) and limx→0 u0,1exists.
Then u is (1.6) stated in Theorem 1.

Proof. Let ϕ(x)(y) = x+ λ̄(x)2(y−x)
|y−x|2

and z = y
|y|2

=: ψ(y). Note that ux,λ̄(x)(y) =

uϕ(x)(y) and

uϕ(x)◦ψ(y) =
1

|y|n−2

λ̄(x)n−2

|ψ(y)− x|n−2
u

(

x+
λ̄2(x)(ψ(y)− x)

|ψ(y)− x|2
)

.

We have

uϕ(x)◦ψ(0) = lim
y→0

uϕ(x)◦ψ(y)(4.3)

= λ̄(x)n−2u(x).

Denote w(x)(y) := uϕ(x)◦ψ(y). It satisfies
{

σk(A
w(x)

) = 2kCk
n in R

n
+,

Bw(x)

k = c0 on ∂Rn
+\{ x

|x|2
}.

Also, w(x)(0) = λ̄(x)n−2u(x) = α for x ∈ ∂Rn
+. Meanwhile, uψ(y) =

1
|y|n−2u(

y
|y|2

)

satisfies
{

σk(A
uψ) = 2kCk

n in R
n
+,

Buψk = c0 on ∂Rn
+\{0}.

Notice that limy→0 uψ(y) = α from the definition of α.
From the definition of λ̄(x),

u(y) ≥ uϕ(x)(y) on Rn
+\Bλ̄(x)(x) for x ∈ ∂Rn

+.
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Thus, uψ(z) ≥ uϕ(x)◦ψ(z) for y = z
|z|2

∈ R
n
+\Bλ̄(x)(x). Furthermore, there exists

δ(x) > 0 depending on λ̄(x), x such that

uψ(z) ≥ w(x)(z) inB+
δ(x)\{0}.

As w(x) is C2 near 0 and uψ is C2 away from 0 in Rn
+\{0}, we know that

uψ(z) ≥ w(x)(z) in BT

δ(x)\{0} := {x|x = (x′, 0), |x′| ≤ δ(x)}\{0},
and

2

n− 2
lnuψ(z) ≥

2

n− 2
lnw(x)(z) in BT

δ(x)\{0}.

Taking W := 2
n−2

ln uψ, from Au ∈ Γ+
k , we know that

A[W ] := −∇ijW +∇iW∇jW − |∇W |2
2

δij ∈ Γ+
2 .

It yields that

−∆W + |∇W |2 − (n− 1)
|∇W |2

2
> 0 on ∂Rn

+,

which is due to TrA[W ]T > 0. From above, we know that −∆W > 0
in BT

δ(x)\{0} for n ≥ 3.

From Lemma 11, we know that there exists a constant vector ~l ∈ R
n−1 such

that
∇ lnw(x)(0) = ~l for ∀ x ∈ ∂Rn

+,

otherwise, there exist two points x1 and x2 such that ∇ lnw(x1)(0) 6= ∇ lnw(x2)(0)
and thus, by Lemma 11 and (4.3), lim

z→0, z∈∂Rn+

W > 2
n−2

lnα, which is contra-

dicted to the fact limz→0W = 2
n−2

lnα.

Then there exists a constant vector ~V such that ∇w(x)(0) = ~V for x ∈ ∂Rn
+.

For |y| small,

w(x)(y) = λ̄(x)n−2
(

1 + (n− 2)x · y +O(|y|2)
)

u
(

x+ λ̄(x)2y +O(|y|2)
)

= λ̄(x)n−2(1 + (n− 2)x · y)u
(

x+ λ̄(x)2y
)

+O(|y|2),
and by Lemma 10, we have

∇w(x)(0) = (n− 2)λ̄(x)n−2u(x)x′ + λ̄(x)n∇u(x)
= (n− 2)αx′ + αn/(n−2)u(x)n/(2−n)∇u(x)
= ~V .

Therefore, there exists a constant d such that

n− 2

2
αn/(n−2)u−

2
n−2 = −~V · x′ + 1

2
(n− 2)α|x′|2 + d for x ∈ ∂Rn

+.
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Now

u(x′, 0) =

(−~V · x′ + 1
2
(n− 2)α|x′|2 + d

n−2
2
αn/(n−2)

)−n−2
2

= α

(

1

|x′ − x′0|2 + d21

)
n−2
2

,

where u > 0 and d1 is a constant.
For simplicity, take x′0 = 0. Then

u(0) = αd
−(n−2)
1 = λ̄(0)n−2u(0)d

−(n−2)
1

and now d1 = λ̄(0).

Let uλ̄(y) =
(

λ̄
|y|

)n−2
u
(

λ̄2y
|y|2

)

, where λ̄ = λ̄(0) and

uλ̄(x
′, 0) = α

(

λ̄

|x′|

)n−2(
1

λ̄4/|x′|2 + d21

)
n−2
2

= u(x′, 0) for x ∈ ∂Rn
+.

Also we know that






































σk(A
u) = 2kCk

n in Rn
+, gu ∈ Γ+

k ,

σk(A
uλ̄) = 2kCk

n in Rn
+\{0}, guλ̄ ∈ Γ+

k ,

Buk = c0 on ∂Rn
+,

Buλ̄k = c0 on ∂Rn
+\{0},

uλ̄(x
′, 0) = u(x′, 0) on ∂Rn

+\{0},
u− uλ̄ ≥ 0 in R

n
+\Bλ̄.

By the strong maximum principle, we know that u = uλ̄ on R
n
+ and now u

satisfies (3.2). Then from Theorem 5, we get Theorem 1. �

Remark 13. As we use Lemma 11 on ∂Rn
+ to obtain a contradiction, we need to

know the relationship between lim
z→0, z∈∂Rn+

W and lim
z→0, z∈Rn+

W . If we assume that

lim
z→0, z∈∂Rn+

W ≤ lim
z→0, z∈Rn+

W (= 2
n−2

lnα), then we can still have the conclusion.

5. Appendix

In this appendix, we prove a corner Hopf Lemma for second order boundary
condition by mimicking the proof of Li-Zhang [23] and list several lemmas in
Li-Li [20] for reader’s convenience.
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5.1. Corner Hopf Lemma. Let {Aij(x)}n×n and {Cαβ(x)}(n−1)×(n−1) be two
positive function matrices such that there exist positive constants λ1, λ2, Λ1,Λ2

such that
λ1δij ≤ {Aij}n×n ≤ Λ1δij ,

λ2δαβ ≤ {Cαβ}(n−1)×(n−1) ≤ Λ2δαβ .

For any x̄ ∈ ∂Bλ∩∂Rn
+, taking Ω =

(

R
n
+\Bλ

)

∩B1(x), σ = xn and ρ = |x|2−λ2.
Let ~n be the unit inward normal vector of the surface {xn = 0} ∩ ∂Ω. The
proof of the following theorem is almost same as Li-Zhang [23] and we omit it.

Lemma 14. Let u ∈ C2(Ω) be a positive function in Ω, u(0) = 0 and there
exists a positive constant A such that

{

Pu := −Aijuij +Biui ≥ −Au in Ω

L u := −Cαβ∂αβu+Dα∂αu− C0un ≥ −Au on {σ = 0, ρ > 0},
where C0 is a positive function and Dα are functions. Then

∂u

∂ν ′
(0) > 0,

where ν ′ is the unit normal vector on {σ = 0, ρ = 0} entering {σ = 0, ρ > 0}.
5.2. Useful Lemma. For reader’s convenience, we list some classical Lemmas
in [19, 20, 23].

Lemma 15. [Li-Zhang, J. Anal. Math. 2003] Let f ∈ C1 (Rn) , n ≥ 1, l > 0.
Suppose that for every x ∈ R

n, there exists λ(x) > 0 such that
(

λ(x)

|y − x|

)l

f

(

x+
λ(x)2(y − x)

|y − x|2
)

= f(y) for y ∈ R
n\{x}.

Then for some a ≥ 0, d > 0, x ∈ R
n,

f(x) = ±
(

a

d2 + |x− x|2
)

l
2

.

Lemma 16. [Li-Zhang, J. Anal. Math. 2003] Let f ∈ C1(Rn
+), n ≥ 2, ν > 0.

Assume that
(

λ

|y − x|

)ν

f

(

x+
λ2(y − x)

|y − x|2
)

≤ f(y), ∀λ > 0, x ∈ ∂Rn
+, |y−x| ≥ λ, y ∈ R

n
+.

Then
f(x) = f(x′, t) = f(0, t), ∀x = (x′, t) ∈ R

n
+.

Lemma 15 and Lemma 16 can be found in the appendix of [23]. The follow-
ing lemma is about the classification of radial solution, which can be found in
[20] for a more general operator including σk.
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Theorem 17. [Li-Li, J. Eur. Math. Soc. 2006] For n ≥ 3, assume that
u ∈ C2(Bn1 ) is radially symmetric and satisfies

σ
1
k

k (Au) = 1, Au ∈ Γ+
k , u > 0 in B

n
1 .

Then

u(x) ≡
(

a

1 + b|x|2
)(n−2)/2

in B
n
1 ,

where a > 0, b ≥ −1 and σ
1
k

k

(

(2b/a2)In×n
)

= 1.
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