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Abstract

As development of large language models
(LLM) progresses, aligning them with human
preferences has become increasingly important.
We propose stepwise DPO (sDPO), an exten-
sion of the recently popularized direct prefer-
ence optimization (DPO) for alignment tuning.
This approach involves dividing the available
preference datasets and utilizing them in a step-
wise manner, rather than employing it all at
once. We demonstrate that this method facil-
itates the use of more precisely aligned refer-
ence models within the DPO training frame-
work. Furthermore, sDPO trains the final
model to be more performant, even outperform-
ing other popular LLMs with more parameters.

1 Introduction

Large language models (LLMs) have revolution-
ized the field of natural language processing
(NLP) through a training process that includes pre-
training, supervised fine-tuning, and alignment tun-
ing, with the latter ensuring the safety and useful-
ness of the model. Thus, reinforcement learning
techniques (Christiano et al., 2017; Bai et al., 2022),
such as proximal policy optimization (PPO) (Schul-
man et al., 2017), are key in this alignment phase,
despite their complexity.

To address the complicated nature of reinforce-
ment learning in LLM training, direct preference
optimization (DPO) (Rafailov et al., 2023), among
other methods (Yuan et al., 2023; Dong et al.,
2023), have been popularized for its simplicity
and effectiveness. DPO involves curating prefer-
ence datasets using human or strong Al (e.g., GPT-
4 (OpenAl, 2023)) judgement to select chosen and
rejected responses to questions. These datasets are
used to train LLMs by comparing log probabilities
of chosen versus rejected answers. However, ob-
taining these probabilities can be challenging with
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Model Reference Model  H4

Mistral-7B-OpenOrca N/A 65.84
Mistral-7B-OpenOrca + DPO SFT Base 68.87
Mistral-7B-OpenOrca + DPO SOLAR-0-70B  67.86
Mistral-7B-OpenOrca + DPO Intel-7B-DPO 70.13

OpenHermes-2.5-Mistral-7B N/A 66.10
OpenHermes-2.5-Mistral-7B + DPO SFT Base 68.41
OpenHermes-2.5-Mistral-7B + DPO ~ SOLAR-0-70B  68.90
OpenHermes-2.5-Mistral-7B + DPO  Intel-7B-DPO  69.72

Table 1: DPO results in terms of H4 scores for Mistral-
7B-OpenOrca and OpenHermes-2.5-Mistral-7B with
different reference models. The best results for each
SFT base model are shown in bold.

proprietary models like GPT-4, since they do not
offer log probabilities for inputs.

Thus, in most practical scenarios, the reference
model is simply set as the base SFT model (Tun-
stall et al., 2023; Intel, 2023b; Ivison et al., 2023),
which is a much weaker alternative with potentially
misaligned preferences. This reference model acts
as a lower bound in DPQ, i.e., the target model is
optimized to be at least as aligned as the reference
model. Thus, we argue that a reference model that
is already more aligned will serve as a better lower
bound for DPO training, which would be beneficial
for the alignment tuning. One option would be to
utilize the plethora of open source models (Tunstall
et al., 2023; Ivison et al., 2023) that have already
undergone alignment tuning.

Note that the above may not be feasible due to
the absence of such aligned models, or the fact that
it renounces control over the reference model, lead-
ing to safety concerns. Instead, we propose ‘step-
wise DPO’, named sDPO, where we use the pref-
erence datasets (or subsets of a preference dataset)
in a step-by-step manner when undergoing DPO
training. The aligned model in the previous step
is used as the reference model for the current step,
which results in utilizing a more aligned reference
model (i.e., a better lower bound). Empirically, we
show that using sDPO results in a more performant
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Figure 1: Overview of sDPO where preference datasets are divided to be used in multiple steps. The aligned model
from the previous step is used as the reference and target models for the current step. The reference model is used to
calculate the log probabilities and the target model is trained using the preference loss of DPO at each step.

final aligned model as well.

While concurrent works (Yuan et al., 2024) that
focus on an iterative pipeline of generating new
preference data have been proposed, our method
focuses on utilizing the currently available prefer-
ence datasets. Thus, our approach is complemen-
tary as sDPO can be easily applied to any prefer-
ence data and further combination with concurrent
works would be an exciting future direction.

2 Methodology

2.1 Preliminary Investigation on Reference
Models

To gauge the importance of using a well-aligned
reference model in DPO, we perform preliminary
experiments of DPO training with the Ultrafeed-
back dataset (Cui et al., 2023) on Mistral-7B-
OpenOrca (Lian et al., 2023) and OpenHermes-
2.5-Mistral-7B (Teknium, 2023) as the SFT base
model, owing to their excellent performance and
small size. We compare the following reference
models: i) the SFT base model itself, same as the
conventional DPO setup; ii)) SOLAR-0-70B (Up-
stage, 2023), a larger and much more performant
model; and iii) Intel-7B-DPO (Intel, 2023a), an
already aligned reference model. The results are
summarized in Tab. 1.

As the table shows, using Intel-7B-DPO as the
reference model results in the best performance,
even better than using SOLAR-0-70B, which is
a much larger model that was trained with more
data. Thus, whether the reference model is pre-
aligned or not plays an important role in the result-
ing aligned model’s performance. Unfortunately, it
is not always possible to simply use a open sourced
pre-aligned model as the reference model due to
technical and safety concerns, i.e., such a model
may not exist yet or can be susceptible to various
domain-specific harmfulness and fairness criteria.

To remedy the above, we propose sDPO, which
uses more aligned reference models as a part of the
training framework.

2.2 Stepwise DPO

In sDPO, we propose to use the available prefer-
ence datasets in a stepwise manner instead of using
them all at once. The comparison of the overall
flow of DPO and sDPO is presented in Fig. 1.

Reference model. The reference model is used
to calculate the log probabilities of the preference
dataset. For each step, only a subset of the total
data is used and the reference model is initialized as
M;_1, i.e, the aligned model from the previous step.
The initial reference model is set as S, the SFT
base model. This results in using a more aligned
reference model than conventional DPO.

Target model. For ¢ > 1, the target model which
is trained using the preference loss of DPO in each
step of sDPO is also initialized as M;_; instead
of S. This ensures that the final model trained
with sDPO has been directly trained with the same
amount data as a model trained with DPO.

Intuitive explanation. To gain a deeper under-
standing of sDPO, we rearrange the DPO loss from
(Rafailov et al., 2023), as follows:
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where D is the preference dataset, z is the ques-
tion, y,, and y; are the chosen and rejected answers
respectively, # is the learnable parameters of the
model, and v, (z, yw, 1) = log 7;((‘27;‘5)), ie., the
logratio of the chosen and rejected samples w.r.t.
the policy 7. As logo(-) is a monotonically in-
creasing function and 7y, is fixed before train-
ing, the minimization of Lppo(7y, ) leads to




Model Size Type H4 (Avg.) ARC HellaSwag MMLU Truthful QA
SOLAR 10.7B + SFT + sDPO ~11B  Alignment-tuned 74.31 71.33 88.08 65.39 72.45
SOLAR 10.7B + SFT + DPO ~ 11B  Alignment-tuned 72.67 69.62 87.16 66.00 67.90
SOLAR 10.7B + SFT + sDPO Strat. ~ 11B  Alignment-tuned 72.56 69.20 87.27 65.96 67.81
Mixtral 8x7B-Instruct-v0.1 ~47B  Alignment-tuned 73.40 70.22 87.63 71.16 64.58
SOLAR-0-70B-16bit ~70B  Instruction-tuned 72.93 71.08 87.89 70.58 62.25
Qwen 72B ~ 72B Pretrained 72.17 65.19 85.94 77.37 60.19
Yi 34B ~ 34B Pretrained 70.72 64.59 85.69 76.35 56.23
SOLAR 10.7B + SFT ~11B  Instruction-tuned 69.51 67.32 85.96 65.95 58.80
Mistral 7B-Instruct-v0.2 ~ 7B  Instruction-tuned 69.27 63.14 84.88 60.78 68.26
Falcon 180B ~ 180B Pretrained 68.57 69.45 88.86 70.50 45.47
Mixtral 8x7B-v0.1 ~ 47B Pretrained 67.78 66.04 86.49 71.82 46.78
Llama 2 70B ~ 70B Pretrained 67.35 67.32 87.33 69.83 44.92
Zephyr ~7B  Alignment-tuned 66.36 62.03 84.52 61.44 57.44
Qwen 14B ~ 14B Pretrained 64.85 58.28 83.99 67.70 49.43
SOLAR 10.7B ~11B Pretrained 64.27 61.95 84.60 65.48 45.04
Mistral 7B ~ 7B Pretrained 62.40 59.98 83.31 64.16 42.15

Table 2: Performance comparison of applying sDPO (and ablated versions) to SOLAR 10.7B + SFT against various
top performing models. Size is shown in units of billions of parameters and type is reported as one of { ‘Pretrained’,
‘Instruction-tuned’, ‘Alignment-tuned’ }. Models based on SOLAR 10.7B are shown in purple color. The best scores

in each column are shown in bold.

Vo > Virves (on average). Thus, 7, ; can be un-
derstood as a lower bound defined by the reference
model, of which the target model is trained such
that vr, > 7z, In sDPO, 7 . increases as the
steps progress because the reference model that
defines it is more and more aligned. Hence, 7,
becomes a stricter lower bound as the steps pass,
inducing a curriculum learning from easy to hard
optimization tasks.

3 Experiments

3.1 Experimental Setup

Training details. We use a supervised fine-tuned
SOLAR 10.7B (Kim et al., 2023) as our SFT base
model S as it delivers excellent performance with
its uncommon 10.7B size. Further, the scarcity of
10.7B sized models leads to the absence of open
source models that can be adopted as reference
models, making the usage of sSDPO more necessary.
We use OpenOrca (Mukherjee et al., 2023) (~ 12K
samples) and Ultrafeedback Cleaned (~ 60K sam-
ples) (Cui et al., 2023; Ivison et al., 2023) as our
preference datasets. The training hyper-parameters
closely follow that of Tunstall et al. (2023). We
use two steps in sSDPO, where we use OpenOrca
as dataset D; in the first step and Ultrafeedback
Cleaned as dataset D5 in the second step.

Evaluation. We utilize four of the six tasks in
the HuggingFace Open LLM Leaderboard (Beech-
ing et al., 2023): ARC (Clark et al., 2018), Hel-
[aSWAG (Zellers et al., 2019), MMLU (Hendrycks
et al., 2020), Truthful QA (Lin et al., 2022). We
also report the average scores for the four tasks,
which is denoted as H4. Winogrande (Sakaguchi

et al., 2021) and GSMS8K (Cobbe et al., 2021) are
excluded to control the complexity of the experi-
ments, i.e., we excluded generation tasks in contrast
to multiple choice tasks.

3.2 Main Results

Evaluation results for applying sDPO to the SFT
base model, along with results for other top-
performing models are shown in Tab. 2. Com-
paring the pretrained-only ‘SOLAR 10.7B’ to the
instruction-tuned ‘SOLAR 10.7B + SFI’, we can
see an increase of +5.24 in terms of H4. Applying
sDPO on SOLAR 10.7B + SFT further increases
the H4 score upto 74.31, an improvement of 4-4.80.
Notably, ‘SOLAR 10.7B + SFT + sDPO’ outper-
forms other larger models such as Mixtral 8x7B-
Instruct-v0.1, despite the smaller number of pa-
rameters. This highlights that effective alignment
tuning could be the key to unlocking next level
performance for smaller LLMs. Further, applying
sDPO results in substantially higher score of 72.45
for Truthful QA, which shows the effectiveness of
the alignment tuning process.

3.3 Ablation Studies

We also report evaluation results for ablated models
in Tab. 2. ‘SOLAR 10.7B + SFT + DPO’ uses all
the DPO data at once, i.e., D1 + Dy, same as the
conventional DPO training setup. ‘SOLAR 10.7B
+ SFT + sDPO Strat.’ uses stratified sampling to
sample ~ 16.67% of the data points from the union
of OpenOrca and Ultrafeedback Cleaned to form
D1 and use the remaining ~ 83.33% as D5 to mir-
ror the dataset size of D and D5 used in SOLAR
10.7B + SFT + sDPO.
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Figure 2: Mean v, . on Ultrafeedback Cleaned dataset
for different reference models S, M7, and Ms. Note
that the x-axis is in log scale.

Comparing SOLAR 10.7B + SFT + DPO and
SOLAR 10.7B + SFT + sDPO, we can see that
using sDPO over DPO results in a higher H4 score
overall, with noticeable improvements in ARC and
Truthful QA scores. Therefore, we believe sDPO
could function as a drop-in replacement for DPO
training with better performance. Looking at SO-
LAR 10.7B + SFT + sDPO and SOLAR 10.7B +
SFT + sDPO Strat., we see that the specific way of
splitting the available DPO data into multiple Dy
can also impact performance. We find that the natu-
ral split of using different preference datasets as Dy
works best in our experiments. We believe further
exploration of how to define Dy is an interesting
direction for future research.

3.4 Reference Models in sDPO

Effectiveness of sDPO in terms of alignment tun-
ing. In Sec. 2.2, we explain that the reference
models in sDPO are more aligned, resulting in
higher vy, ., i.e., a stricter lower bound. We verify
the above empirically in Fig. 2 by comparing the
mean yr, . On the Ultrafeedback Cleaned dataset
for the reference models in steps 1 and 2 of sDPO,
i.e., S and M;. Note that these two models have not
been trained on the aforementioned dataset. Using
the SFT base model S as the reference model, the
mean of vy, _ P is —38.60. On the other hand, using
the aligned model M; from step 1 of sDPO as the
reference model, the mean of 7, P is —25.10, an
increase of 13.50 in log scale. Thus, a single step
of sDPO greatly increases 7y, ., which results in a
more performant aligned model as seen in Tab. 2.

Adopting open source models as reference mod-
els could be dangerous. We also show mean
Yr,e; OF Mo, the aligned model from step 2 of
sDPO. Unlike S and M7, M is trained on the Ul-
trafeedback Cleaned dataset, i.e., M is used as a
reference model on data that was already used to
train it. Note that such a case could happen com-
monly when adopting various open source models

Init. target model as S
Init. target model as M;_;
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Figure 3: Loss curve comparison in step 2 of sDPO for
different initializations of the target model.

as reference models. This is because the datasets
that were used in training those models are often un-
clear and could overlap with the preference datasets
unintentionally. Mean ~y, . of M5 is 84.35, which
is staggeringly higher than either S or M;. The
strikingly high value for M5 likely points to over-
fitting of My to the Ultrafeedback Cleaned dataset.
This result highlights the potential danger of merely
adopting open source models as reference models
instead of using sDPO.

3.5 Target Model Initialization in sDPO

The target model in each step of sDPO is also ini-
tialized with M;_1, the aligned model from the last
step. This ensures that the final model in sDPO
has undergone training with the same amount of
data as the final model in DPO. On the other hand,
one concern of such design choice is that it may be-
come increasingly difficult to stabilize the training
of the target model as the steps progress, since it
has already undergone training with a decreasing
learning rate schedule in the preceding steps. Thus,
another option is to use the initial SFT base model
S as the target model for all steps of sDPO.
However, as shown in Fig. 3, initializing the tar-
get model as S results in a much bigger initial loss
than that of M;_q, which could lead to an unstable
training. The main reason is that DPO training is
usually done where the reference and target mod-
els are the same. In contrast, initializing the target
model as S creates a differential in the reference
and target models, which may be amplified as the
steps progress. Thus, for stable training, initializing
the target model as M;_; was chosen for sDPO.

4 Conclusion

We propose sDPO where we use the preference data
in a stepwise way instead of all at once. We show
that applying sDPO results in more performant
models than DPO in terms of H4 score. We also em-
pirically exhibit that sDPO results in more aligned
reference models by comparing mean vz, ;.



Limitations

While we have demonstrated the effectiveness of
employing different datasets in distinct stages of
sDPO, identifying an optimal strategy for segment-
ing more intricate DPO data collections remains
an area for further exploration. This task is partic-
ularly challenging due to the complexities within
these datasets. Our approach, while promising, ne-
cessitates a more deeper understanding of dataset
characteristics and their impact on the performance
of sDPO.

Furthermore, our experiments predominantly uti-
lized SOLAR 10.7B models, driven by the state-of-
the-art performance at the time of experimentation
along with its unique 10.7 billion parameter size.
The unique size of SOLAR 10.7B models made
the usage of sDPO more necessary as there are far
fewer open source LLMs that can be adopted as
reference models.

Additionally, as with most research on LLMs,
we operated within our limitations in computa-
tional resources. Although this focus has yielded
significant insights, expanding our experimental
framework to incorporate a broader range of Large
Language Models (LLMs) could potentially unveil
more comprehensive understanding of the strengths
and limitations of sDPO. Such an expansion would
allow for a more robust comparison across different
model architectures and sizes, further enriching our
findings.

Evaluating the efficacy of LLMs is an evolving
challenge in the field. In our study, we primarily
employed tasks from the Huggingface Open LLM
Leaderboard as benchmarks for evaluation. While
this provided comparative results, future research
could benefit from incorporating a wider array of
tasks and benchmarks. These could include tasks
that judge actual human or strong Al preference
alignment. Such additional evaluation would not
only enhance the validity of our findings but also
contribute to the broader discourse on LLM assess-
ment methodologies.

Ethics Statement

In this study, we strictly adhered to ethical stan-
dards in the conduct of our research. Our exper-
iments were based entirely on open models and
open datasets, ensuring transparency and accessi-
bility. We took meticulous care to avoid any biases
or data contamination, thereby maintaining the in-
tegrity of our research process. The experimental

environment was rigorously designed to be objec-
tive, ensuring that all comparisons conducted were
fair and impartial. This approach reinforces the
reliability and validity of our findings, contributing
positively to the field while upholding the high-
est ethical standards. We confirmed that all the
data used in our experiments were free of licensing
issues.
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A Related Work
A.1 Large Language Models

Recent research has highlighted a "scaling law" in
the field of context-based language models (Ka-
plan et al., 2020; Hernandez et al., 2021; Anil et al.,
2023), showing a proportional relationship between
the size of the model plus the training data and
the resulting performance improvements. Conse-
quently, this has led to the advent of Large Lan-
guage Models (LLMs). In contrast to earlier mod-
els, LLMs can perform in-context learning, which
includes abilities such as zero-shot learning (Rad-
ford et al., 2019) and few-shot learning (Brown
et al., 2020), allowing them to adapt and perform
tasks without the need for weight adjustments.
These emergent abilities of LLMs, absent in their
smaller counterparts, signal a significant evolution
in language model capabilities (Wei et al., 2022).

A.2  Alignment Tuning

LLMs have been recognized to produce text that
may seem linguistically inconsistent to human in-
terpreters because their pretraining is based not
on an understanding of human intentions but on
a broad spectrum of domain-specific knowledge,
as indicated in (Ziegler et al., 2019). In an effort
to rectify this issue and better mirror human in-
tentions, prior research (Ziegler et al., 2019) has
suggested the adoption of Reinforcement Learning
with Human Feedback (RLHF). RLHF seeks to
refine the LLM’s output by constructing a reward
model that aligns with human preferences and ap-
plying reinforcement learning to direct the LLM
towards selections that garner the most favorable
reward metrics. This approach is intended to bol-
ster the safety, decorum, and general excellence
of the responses produced by the LLM. Nonethe-
less, despite showing promising results, RLHF is
confronted with challenges, such as the intricate
handling of an extensive set of hyperparameters
and the necessity to amalgamate several models
(policy, value, reward, and reference models).

To address these issues, there have been pro-
posals for supervised fine-tuning methodologies
such as Rank Responses to align Human Feedback
(RRHF) (Yuan et al., 2023), Reward rAnked Fine-
Tuning (RAFT) (Dong et al., 2023), and Direct
Preference Optimization (DPO) (Rafailov et al.,
2023). These methods circumvent the intricacies
inherent in reinforcement learning and have been
shown to yield empirical results on par with RLHF.

Notably, the DPO technique straightforwardly en-
courages the LLLM to favor positive responses and
discourage negative ones. DPO has been observed
to yield performant learning outcomes, in spite of
its uncomplicated training procedure.

Concurrent to our work, Yuan et al. (2024)
have developed an iterative framework for generat-
ing new preference datasets and performing DPO
training on the resulting datasets. They empiri-
cally demonstrated the superiority of their iterative
framework in terms of AlpacaEval 2.0. In con-
trast, our work is complementary to the above in
the sense that we focus on utilizing the current
preference data and does not undergo new data gen-
eration. Thus, our method can also be applied to
Yuan et al. (2024) by changing the DPO training
part to using sDPO instead. We leave the above
combination as an interesting future work. Addi-
tionally, the evaluation used in Yuan et al. (2024) is
also different to ours as we utilize tasks from Open
LLM Leaderboard whereas Yuan et al. (2024) uses
AlpacaEval 2.0.
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