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Abstract

It is known from density functional theory (DFT) calculations that RhSi has a multifold degen-

erate Dirac point at the Fermi energy, with the dominant states in the low-energy region displaying

mostly Rh d character. Using DFT+U, we calculate the band structure by considering an effective

local interaction on the Rh d states, with a realistic effective Hubbard Ueff = 2.5 eV derived from

a constrained random-phase approximation calculation, and find the emergence of a double hump

structure close to the Fermi energy. By further deriving a low-energy tight-binding model from

our first-principles results, we show that the double hump is a direct consequence of a competition

between the Rh d-Rh d and Rh d-Si p interactions, which differ in their momentum dependence.

As a consequence, through an artificial tuning of the energy level of the Si p orbitals this hump

structure can be suppressed due to the effectively reduced Rh d -Si p interaction. This peculiar

low-energy electronic structure additionally results in that a small hole/electron doping (∼ 0.1%)

can tune the Fermi surface topology, going from closed to open Fermi surfaces, which has dramatic

consequences for the thermal transport.
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I. INTRODUCTION

Over the past few years, topological Weyl semimetals have gained significant attention in

condensed matter systems. A Weyl semimetal is characterized by a set of points where the

bands with opposite curvature touch near the Fermi energy commonly referred to as Weyl

points[1–3]. These nodes are topologically protected and have a non-zero Chern number

and exist in pairs with opposite Chern numbers, which are connected in momentum space

by a surface state called the Fermi arc. To generate these Weyl nodes, either time-reversal

symmetry or inversion symmetry must be broken. In general, Weyl nodes exhibit a two-fold

degeneracy and act as spin-half fermions. They have been identified in various materials,

particularly in noncentrosymmetric transition monopnictides like TaAs, NbAs, TaP, NbP[4–

10] and magnetic compounds such as Co3Sn2S2 [11, 12] and Co2MnGa [13]. All of these Weyl

semimetals have a small Fermi arc, indicating a narrow non-trivial energy window.However

these materials could not be examined for many-body effects associated with the topolog-

ical boundary states [14] because of the coexistence of trivial states in the same energy

window.Recently, the RhSi family (RhSi, CoSi, RhGe, and CoGe) with a chiral structure of

space group P213 [15, 16] has shown promise. Calculating the electronic structure for these

compounds, one finds that Weyl nodes in the bulk exhibit more than a two-fold degeneracy,

with the nodes at the zone center (Γ point) exhibiting a 3×2 fold degeneracy in the ab-

sence of spin-orbit interactions. However, under the influence of spin-orbit interactions, the

bands undergo a splitting, resulting in four-fold degenerate chiral fermions at the Fermi level.

These can be considered as a combination of two spin-3/2 and two spin-1/2 Weyl fermions.

Similarly at the zone boundary (R point), the 4×2 fold degenerate Weyl node behaves as

six-fold degenerate double spin-1 fermions in the presence of spin-orbit interactions.[17–19].

These materials have a wide topologically nontrivial energy window in momentum space,

along with long Fermi arcs on their surface [17, 18, 20–22]. Hence, they are ideal candidates

to study the many-body effects of topological boundary states[14, 20]. These characteristics

also make them promising candidates for exhibiting circular photogalvanic effect[17, 23–27].

Unconventional chiral fermions additionally provide a path for experimental applications,

allowing the investigation of materials suited for topological surface states and bulk chiral

transport[22, 28–30].

The topological properties of multifold Weyl semimetals have been extensively examined
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theoretically based on density functional theory [31, 32] (DFT) calculation.Recently, STM

measurements supported by DFT calculations have found a unidirectional charge density

wave (CDW) on the (001) surface of CoSi[14, 33]. This CDW, observed in a material that

hosts nontrivial topological states is predicted to be driven by electron correlation effects.

There have been some studies using DFT + dynamical mean-field theory (DFT+DMFT) for

CoSi that find a modification of the band dispersion with a coexistence of coherent and in-

coherent features [34, 35]. However, there is largely a lack of studies in the literature making

a direct connection between the unconventional chiral fermions and electronic correlations

effects.

In this paper, we have chosen RhSi as a representative example of the family and explore the

impact of incorporating an on-site (local) effective Coulomb repulsion in DFT+U calcula-

tions. For this purpose, we have used the constrained random phase approximation (cRPA)

method [36] to determine a realistic value for the effective bare interaction U for the Rh

d states, which are the main contributors to the low-energy window from 6 eV below the

Fermi energy to around 3.5 eV above. Our calculations show an unusual electronic structure,

with a double hump feature emerging in the band structure close to the Fermi energy. This

opens up for the possibility of multiple consecutive Lifshitz transitions close to the Weyl

point at Γ through a slight tuning of the chemical potential. Since a Lifshitz transition is

an electronic transition that occurs due to a change in the Fermi surface topology with a

continuous change in some external parameter[37], we directly explore its effect through an

effective hole and electron doping (by a rigid shift of the chemical potential). Since such a

transition is known to induce abrupt changes in some thermodynamic coefficients[37, 38] we

have additionally calculated the Seebeck coefficient to probe the transition. Additionally,

by further studying a realistic tight-binding model, we identified the origin of this Lifshitz

transition at a microscopic level as a competition between Rh d-Rh d and Rh d-Si p interac-

tions. The transition can be of further importance, especially for Weyl points[39, 40], as it is

sometimes accompanied by various correlated electronic phases that it could be associated

with, e.g., a Van Hove singularity which has been related to superconductivity [41, 42].
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II. METHODOLOGY

We have used the experimental simple cubic structure of RhSi with space group P213 [15]

for our study. The electronic structure was calculated using the DFT+U method with the

plane-wave basis set implementation within the Vienna ab initio simulation package (VASP),

using projected augmented wave potentials [43] [44–46]. The generalized gradient approx-

imation (GGA) was used for the exchange-correlation functional[47], with onsite Columb

repulsions Ueff applied on the Rh d orbitals using the implementation by Dudarev [48].

The appropriate U on the Rh d states was determined from a cRPA [36] calculation. Here,

we remove only the screening channels coming from the d states in the polarization function

Πr = Π − Πd and calculate an effective bare interaction as U(ω) = [1 − vΠ(ω)]−1v. While

in principle frequency dependent, we take the static value as our Hubbard U = 3.1 eV and

Hund’s coupling J = 0.6 eV for the DFT+U calculation, giving an effective Ueff = U−J = 2.5

eV. We have optimized all the internal atomic positions through a total energy minimization

scheme, while keeping the lattice constants fixed at the experimental value. A cutoff energy

of 400 eV was considered to determine the maximum kinetic energy cut-off for the plane

waves included in the basis. Integrations over the Brillouin zone were carried out using a

Monkhorst Pack[49] k-grid of 9× 9× 9.

To further investigate the contribution of different interactions to the low-energy elec-

tronic structure, we mapped our DFT band structure onto a tight binding model using

a basis set of maximally localized Wannier functions, with Rh d- and Si p-like orbitals

included in the basis. The matrix elements were calculated using the wannier90-VASP in-

terface [50, 51]. As we have a reasonably good fit between our first principles band structure

and model one, with the orbital basis well represented by Wannier functions, we use this

tight-binding Hamiltonian for our further analysis.

By varying the chemical potential (mimicking electron or hole doping), we study how the

Seebeck coefficient is affected to monitor the resulting changes in thermodynamic properties.

This was calculated within the semiclassical Boltzmann transport equation by interpolating

the DFT band dispersions. The calculations were done using the relaxation time approx-

imation as well as a rigid band approximation, as implemented in Boltztrap2 [52]. The

corresponding formula utilized to compute Seebeck coefficients at an absolute temperature
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T is given by[53, 54],

S =
e

Tσ

∫ −∞

∞
F(E,T)(E− µ)(

∂f0
∂E

)dE (1)

Here µ is the chemical potential,f0 is the Fermi function, e is the electron charge, and σ is

the electrical conductivity, defined as

σ = e2
∫ ∞

−∞
F(E,T)(−∂f0

∂E
)dE (2)

The transport distribution function is calculated as F(E,T) =
∫
vk⊗vkτkδ(E−Ek)

dk
8π3 . Here,

vk is the component of group velocity in a particular direction, Ek is the Kohn-Sham energy

eigenvalues of state k, and τk is the total relaxation time.

III. RESULT AND DISCUSSION

The low-energy electronic structure of RhSi, calculated within GGA+U, is shown in

Figure Fig. 1. In Fig. 1(a), we show the calculated band dispersion for U = 0 along the

high-symmetry directions. It contains a multifold degenerate Dirac point, which has a

degeneracy of eight at the R point and six at the zone center (in the presence of spin-orbit

interactions, these are reduced to six at the R point and four at Γ). We also find a flat band

along the M-Γ-R path, in the vicinity of the Fermi energy.

(a) (b)

FIG. 1. The calculated electronic band dispersions within GGA+U for (a) U = 0.0 eV and (b)

U = 2.5 eV. Ef represents the Fermi energy.

These findings are consistent with previous studies [17]. As strong correlation effects in

other members of this family of materials have been found to modify the DFT picture [34, 35]
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and also lead to charge density waves being seen on the surface of CoSi[14, 33], we go on

to determine the appropriate value of U for the system by using cRPA. These calculations

suggest an appropriate value of Ueff = U − J = 2.5 eV. Using this value in our GGA+U

calculations, we obtain the corresponding band dispersion plotted in panel b of Fig. 1. we

find that incorporating a finite U preserves both Weyl points in the electronic structure

without disrupting any crystal symmetry. However, there is a notable change in the band

dispersion in its vicinity near the Γ point, visible along the M-Γ-R path. Instead of the

nearly flat band observed for U = 0, a double-hump pattern emerges in the narrow energy

window close to the Fermi energy. The presence of this double-hump structure suggests

the occurrence of a Lifshitz transition[55, 56], which can be induced by a tuning of certain

parameters (e.g., pressure or doping).

In the present case, the transition is driven by tuning the chemical potential through

carrier doping. Considering a rigid band approximation, three different locations for the

Fermi level (labeled I, II, and III) associated with three different percentages of carrier

doping are shown in Fig. 2(a). Label I refers to 0.1 % hole doping while labels II and III

correspond to 0.1% and 0.2% electron doping, respectively. Fermi levels I and II enclose the

Weyl point at Γ and Fermi levels II and III almost enclose the maxima points of the double

hump.These points are expected to be the transition points. Fig. 2(b-d) display the Fermi

surfaces corresponding to the three different doping concentrations. The evolution of the

Fermi surfaces between the three distinct energy levels is clearly visible.At label I, we have a

hole pocket(red) which encompasses a closed region around the Γ point whereas at label II

we have an open hole pocket with an additional electron(blue) pocket emerging inside it. At

label III, the hole Fermi pocket disappears, and we have an enlarged electron pocket. These

changes in the topology of the Fermi surface at the three distinct labels signify multiple

successive Lifshitz transitions.

Various thermodynamic measurements can be used to probe Lifshitz transitions. The

Seebeck coefficient is one such parameter that depends on the Fermi surface topology. In

Fig. 3 we have plotted the Seebeck coefficient as a function of temperature with the different

doping percentages shown previously in Fig. 2. At I (0.1% hole doping), the Seebeck co-

efficient is positive and roughly linear within the specified temperature window, indicating

a majority of carriers as holes. In Region II (0.1% electron doping), although the Seebeck

coefficient is still positive, it exhibits a different trend. Initially, it rises with temperature
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FIG. 2. (a) Electronic band dispersions along the M-Γ-R path for the different Fermi energy labeled

I, II and III. These correspond to 0.1% hole doping, 0.1% electron doping, and 0.2% electron doping,

respectively. The corresponding Fermi surfaces are shown in panels (b), (c) and (d) respectively.

and then nearly flattens out. At III (0.2% electron doping), the Seebeck coefficient shows

negative values, which indicates that a majority of the carriers are now electrons. It initially

decreases with temperature and then again becomes roughly flat. Hence we find dramatic

changes in the Seebeck coefficient with only small changes in the doped carrier concentration

as a direct result of the peculiar changes to the low-energy electronic structure.

To further unravel the origin of the double hump pattern that we find in the band

structure, which as discussed above gives rise to multiple Lifshitz transitions, we mapped

the ab initio band structure onto a tight-binding model that includes Rh d and Si p states in

the basis. We have obtained a good fit of the ab-initio band structure, and the comparison

as well as the spread of each Wannier function are given in the Supplementary Information.
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FIG. 3. The Seebeck Coefficient as a function of temperature for the chemical potentials labeled

I, II, and III in Fig. 2.These correspond to the doping percentages 0.1% hole doping (blue line),

0.1% electron doping (red) and 0.2% electron doping (green), respectively.

Utilizing this tight-binding model, we can artificially tune various parameters to explore

different interaction pathways. In this scenario, we observed that by systematically reducing

the on-site energies of the Si-p orbitals, we can modify the double hump pattern. The

resulting band dispersion, obtained by reducing the on-site energies of Si-p orbitals by 10 eV,

are shown in Fig. 4. We find that the double hump pattern near Γ point almost vanishes,

and furthermore does not regain its flat-band-like appearance. Whereas just an examination

of the ab-initio band dispersion in terms of the character of states would reveal that the

contribution of Rh-d states dominates over Si-p states near the Fermi energy, and could be

expected to dominate the physics in this energy window. Our results therefore show that the

Rh d-Si p interactions further perturb the electronic structure. The competing contributions

from Rh d-Rh d and Rh d-Si p orbitals, which have a different momentum k dependence,
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FIG. 4. Electronic band dispersion along M-Γ-R path for the tight-binding model of RhSi with the

onsite energies of Si-p orbitals decreased by 10 eV(red solid line) compared with the original band

structure(black dashed line).The Weyl points at Γ have been aligned for both plots.

therefore give rise to the double hump pattern. Artificially reducing the on-site energies of

the Si-p orbitals effectively pushes the Si states deeper into the valence band, further away

from the Fermi energy. Consequently, the effective Rh d-Si p interaction strength decreases,

explaining why the double hump pattern vanishes.

IV. CONCLUSIONS

Since the nonlocal interaction between the Rh d and Si p states was found to play a role

in the low-energy description, it would be of interest to include also an effective nonlocal

interaction. This could be achieved for example in DFT+U+V, or with a more numerically

advanced scheme such as GW+EDMFT [57] treating both local and nonlocal interaction

and screening effects.
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