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A noise-tolerant, resource-saving probabilistic
binary neural network implemented by the
SOT-MRAM compute-in-memory system
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Abstract—We report a spin-orbit torque(SOT) magnetoresis-
tive random-access memory(MRAM)-based probabilistic binary
neural network(PBNN) for resource-saving and hardware noise-
tolerant computing applications. With the presence of ther-
mal fluctuation, the non-destructive SOT-driven magnetization
switching characteristics lead to a random weight matrix with
controllable probability distribution. In the meanwhile, the pro-
posed CIM architecture allows for the concurrent execution
of the probabilistic vector-matrix multiplication (PVMM) and
binarization. Furthermore, leveraging the effectiveness of random
binary cells to propagate multi-bit probabilistic information, our
SOT-MRAM-based PBNN system achieves a 97.78% classifica-
tion accuracy under a 7.01% weight variation on the MNIST
database through 10 sampling cycles, and the number of bit-level
computation operations is reduced by a factor of 6.9 compared to
that of the full-precision LeNet-5 network. Our work provides a
compelling framework for the design of reliable neural networks
tailored to the applications with low power consumption and
limited computational resources.

Index Terms—Probabilistic binary neuron network, random
weight matrix, spin-orbit-torque, computing-in-memory, noise-
tolerance.

I. INTRODUCTION

ARTIFACIAL Neural Networks (ANNs) have become
an indispensable driving force to orchestrate significant

advancements in image recognition, visual intelligence, and
natural language processing. Unfortunately, the integration of
conventional full-precision ANNs into edge and mobile sys-
tems remains as a critical challenge as they invariably demand
substantial computational resources [1]. In response to the
ever-growing computationally intensive tasks, the concept of
binary neural networks (BNNs), which utilizes binary weights
to construct lightweight networks, has been proposed to ac-
celerate the data processing, yet at the expense of degraded
performance [2]. Inherited from the resource-saving nature
of BNN, the probabilitic binary neural networks (PBNNs)
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Fig. 1. Schematic of the layer in probabilistic binary neuron networks.

use random binary variables as weight information to retain
more input details so that high classification accuracies can
be realized with limited sampling cycles [3]. Additionally,
the introduced randomness during the training and inference
processes may endow PBNNs with a salient noise-tolerant
feature, rendering them suitable for tasks involving significant
noise and contaminated datasets.

Generally, the key to construct a reliable PBNN lies in the
generation of a set of random binary bits with a controllable
distribution pattern. In this context, software-based pseudo-
random number generators often lag in stochastic algorithm
performance [4]. On the other hand, while CMOS hardwares
can generate true random bits by leveraging the thermal noise,
such approaches necessitate complicated circuitries with large
layout areas, considerable power consumptions and additional
digital signal processing to adjust the distribution of the
random outputs [5] [6]. Alternatively, thanks to the thermal
fluctuation induced magnetic domain motion, magnetoresistive
random-access memory (MRAM) device is an ideal candidate
for true random number generators (TRNGs) [7]. More impor-
tantly, benefiting from the spin precession dynamics triggered
by spin-orbit torque (SOT), the switching probability of SOT-
MRAM can be precisely controlled by the programmable input
current [8]. In addition, the separated read and write paths may,
in principle, enable the three-terminal SOT-MRAM bit-cell
as a compelling building block for implementing an energy-
efficient PBNN system with a computing-in-memory (CIM)
architecture [9].

Inspired by the aforementioned merits, in this brief, we re-
port the SOT-MRAM based PBNN system for resource-saving
and noise-tolerant MNIST classification. The remainder of this
brief is organized as follows: Sections II, III, and IV delve
into the algorithm, circuit design, and performance evaluation
of the MRAM CIM chip, respectively. The concluding Section
V summarizes the key findings.
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Fig. 2. Proposed PBNN framework for the MNIST test where the network
consists of 2× Convolution Layers (Convs), 2× Max Pooling Layers (MPs),
3× Fully Connected Layers (FCLs) and the Softmax Layer.

Fig. 3. (a). MNIST training results versus epoch times among different
networks (b). Comparison of the classification accuracy between BNN and
PBNN against weight variation.

II. THEORY OF IDEAL PROBABILISTIC BINARY NEURAL
NETWORK

A. Probabilistic Vector-Matrix Multiplication Algorithm

Unlike traditional deterministic neural networks, the PBNN
encodes random binary bits as the probability elements wij

(i.e., which follows the Bernoulli distribution Bern(wij)) in
the random weight matrix [W0:m−1,0:n−1], as illustrated in
Fig. 1. On this basis, the element in the probabilistic vector-
matrix multiplication (PVMM) vector −→z 0:m−1 (i.e., the dot
product of the random weight matrix and the static input vector
−→x 0:n−1) obeys the Normal distribution N (µj , σ

2
j ) according

to the (Lyapunov) Central Limit Theorem (CLT):

zj =
−→x 0:n−1 ·

−→
W 0:n−1,j ∼ N (µj , σ

2
j ) (1){

µj = 1
n

∑n−1
i=0 (2wij − 1) · xi

σ2
j = 1

n−1

∑n−1
i=0 4wij(wij − 1) · x2

i

where µj and σ2
j are the mean and variance of the Normal

distribution, respectively. Afterwards, the binary output vector−→
b 0:m−1 is obtained by extracting the sign bits of −→z 0:m−1 (i.e.,

sign binarization). Accordingly, the expectation of the element
bj (i.e., which also obeys Bernoulli distribution relation)
represents the likelihood of zj > 0, and the corresponding
probability output vector −→y 0:m−1, is finally generated through
the successive sampling of such binarized

−→
b 0:m−1 result.

Based on this procedure, the PBNN manages to preserve more
input details within the binary weight cells, thus achieving
good performance with limited hardware resource.

B. Training result of the ideal PBNN system

To evaluate the performance of PBNN, we designed a
standard convolution neural network (CNN) based on the
proposed PBNN algorithm and carried out the handwritten
digit classification task using the MNIST dataset. As specified

Fig. 4. (a). The tunnel magneto-resistance of the in-plane SOT-MRAM device
at room temperature. (b). Measured switching probability curve of the SOT-
MRAM cell versus the write voltage (Vwr). The statistical probability at each
point was obtained after 500 sampling cycles.

in Fig. 2, our PBNN network consists of two sets of Con-
volution and Max-pooling layers and three Fully Connected
layers. Except for the first layer, all the input and output
data in this network are in the form of binary bits. Based
on this framework, our PBNN (432 Kb parameters) involves
5.7 million bit multiplication and adding operations during
each sampling cycle,(i.e., the total sampling cycle was set at
10). Recall that the full-precision CNN network of LeNet-5
structure contains 2.016 Mb parameters and 395 million bit
operations [10] , our system thereafter manages to reduce the
number of bit-level calculations by a factor of 6.9.

Accordingly, quantitive comparisons of the simulation re-
sults on various neural networks are summarized in Fig. 3a
[11] [12] [13]. It is seen that the classification accuracy of
the ideal PBNN network (i.e., which assumes the distortion-
less sampling of probabilities with infinite sampling cycles)
quickly exceeds 98% within just 5 epochs, and it converges
to the 98.4% baseline after 20 epochs, manisfesting its fast-
training trait compared to other nueral networks. Strikingly, the
training result of our PBNN system remains almost constant
against the weight variation lower than 25% (i.e., which is
primarily attributed to circuit noise and the device-to-device
variation of memory cells, and hence plays an important role
in the analog accumulation in CIM system), and Fig. 3b
unveils that the classification accuracy is still above 90% even
when the weight variation is up to 50% (i.e., in contrast,
the accuracy of the deterministic BNN counterpart drops to
75% at the same weight variation level). In conclusion, these
theoretical simulation results validate the advantage of our
proposed PBNN in terms of high training speed and good
noise-tolerant feature.

III. HARDWARE IMPLEMENTATION OF PBNN

A. SOT-MRAM device characterization

As the basic element of the PBNN, the three-terminal
SOT-MRAM device uses the spin current generated in the
bottom heavy metal layer to manipulate the magnetization
of the adjacent magnetic free layer via the spin-orbit torque,
which in turn changes the tunnel magneto-resistance (TMR)
of the top magnetic tunnel junction (MTJ) structure [14].
In this regard, facilitated by this non-destructive SOT-driven
magnetization switching mechanism, the repeatable switching
probability of the SOT-MRAM device can be well-controlled
by the input signal under identical thermal noise conditions.
Fig. 4a exemplifies the device characteristics of one typical
SOT-MRAM device with the MTJ size of 300 nm × 600 nm.
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Fig. 5. Hardware Implementation of the SOT-MRAM-based PBNN system. (a). Circuit Schematic of the SOT-MRAM CIM module. (b). Input voltage patterns
in reference to different operation modes of the bit-cell. (c). Operation waveforms of the PBNN CIM chip.

The room-temperature TMR ratio is calibrated as 156%, which
warrants a sufficient readout margin between the anti-parallel
(AP) and parallel (P) states for the following PVMM accu-
mulation process. Meanwhile, when the device is stimulated
by a series of input signals Vwr with the fixed pulse width
of 40 ms, the corresponding switching probability curve is
disclosed in Fig. 4b. For instance, after 500 times sampling, it
is observed that the resistance state of the SOT-MRAM bit-cell
has flipped 108 times under a given Vwr = 0.5V , which equals
to a switching probability of 21.6% (inset of Fig. 4b). More
importantly, such a switching probability value produced by
the same Vwr is found to be highly consistent in 5 sub-groups
(i.e., each of which includes 100 sampling cycles), with the
standard deviation of 1.67%, hence justifying the repeatability
of the SOT-MRAM device. Accordingly, the aforementioned
results were incorporated into a device compact model coded
in Veriog-A (i.e., other key parameters are listed in Table I),
which was subsequently applied on the following circuit-level
simulations using the 40nm CMOS technology process design
kits.

TABLE I
KEY DEVICE PARAMETERS OF SOT-DEVICE ADOPTED FOR SIMULATION

RA Resistance area product Ω ·m2 1.51 ×10−9

tsl Free layer thickness nm 2.5
tox MgO barrier thickness nm 1.7
Vh Voltage bias when TMR(V) = 0.5×TMR(0) V 0.75

TMR TMR ratio under zero bias voltage % 156
a MTJ pillar length nm 600
b MTJ pillar width nm 300
d HM-strip thickness nm 6
ρ HM-strip resistivity Ω·m 195 ×10−8

B. SOT-MRAM based CIM Circuit Design
Next, the SOT-MRAM-baseed CIM chip was designed to

enable the energy-efficient PBNN operation. As displayed in

Fig. 5a, this CIM structure includes the weight array, the
reference row, the WL decoder, the transform loaders, and the
comparators. According to the PBNN flow diagram (Fig.1), the
weight matrix sampling and PVMM are implemented in the
weight array, and Fig. 5b-c show the bit-cell bias conditions
and relevant waveforms in reference to the Reset, Write
Weight, Accumulation & Comparison operations, respectively.
In particular, after all SOT-MRAM devices are initialized at
the high-resistive AP state in the Reset cycle, the SWLj and
BL0:m−1 signals trigger the Write operation on the selected
row of SOT-MRAM cells, where the input Vwr would inject
the resulting charge current through the bottom heavy-metal
layer and tailor the MTJ magnetization configuration (i.e.,
either stays at AP or switches to the P state) with respect
to the switching probability curve of Fig. 4b. By successively
repeating the above Reset and Write cycles with the same input
patterns, the weight sampling operation is accomplished.

In view of the Accumulation & Comparison cycles, the
readout voltage (Vrd) is firstly applied on the MTJ structure
to extract the weight information (i.e., the conductance of the
MTJ Gi,j). In the meanwhile, all the transistor drivers are
turned off by SWLj to avoid accidental writing. Based on the
Kirchhoff’s Current Law (KCL) mechanism, the output cur-
rents of the parallel connected SOT-MRAM bit-cells along the
same row are directly summed up (IRWLj =

∑
i Gi,j ×Vrdi )

so that the PVMM operation is automatically achieved. This
PVMM current is subsequently converted to the PVMM volt-
age VRWLj

in the Transform Loader unit, which corresponds
to the normal distributed PVMM output zj in the PBNN
algorithm (Fig. 1), and the sign bit of zj is determined by
comparing VRWLj with the reference value VRWLD generated
in the reference row module. Moreover, to attain a proper
binary partition of the PVMM results under different input
cases, we have introduced a reference cell (which consist of a
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Fig. 6. Circuit simulation results of the first convolution layer (CONV-1), in
the PBNN network in response to the input figure of digit ”1”.

Fig. 7. The average Maximum Activation expectations of 10 output neurons
after 10 sampling cycles and the final handwritten digit classification result
of the SOT-MRAM-based PBNN system.

pair of SOT-MRAM devices with opposite P and AP states, so
that the reference point is kept at the average value). In the last
step, the auxiliary MCU will count and average the outputs of
the comparators, hence obtaining the final probability outputs
in reference to different sampling cycles.

IV. SIMULATION RESULTS AND ANALYSIS OF THE
SOT-MRAM-BASED PBNN HARDWARE

Following the architecture elaborated above, we have con-
structed a 32×9 SOT-MRAM array as the first layer of the
PBNN system. The input case of inferring digit ”1” and the
weight kernels in CONV1 layer are visualized in Fig. 6, where
the inputs and weights both have 4 quantization states for the
circuit-level simulation.

Specifically, the PVMM results of different channels are
represented by the PVMM voltage VRWLj (j = 0 to 31),
which is updated along with the weight matrix after each
sampling cycle. As exemplified in the middle panel of Fig. 6,

Fig. 8. Error distribution of (a) weight probabilities and (b) binary outputs of
the CONV 1 layer with 10 sampling cycles in the SOT-MRAM-based PBNN
system compared to the ideal baseline of PBNN with 4-state quantization of
inputs and weights.

with the presence of thermal fluctuation (i.e., which introduces
stochasticity in the weight matrix), the recorded VRWLi values
are found to range from 748.5 mV to 750 mV. Given that
the VRWLD value of the reference cell is 749.2 mV (dotted
line), the sign of the PVMM result from each channel can
be therefore labeled as ”1” or ”0”. Under such circumstances,
the mean value of this binarization output gradually converges
to a constant after 10 sampling cycles. Therefore, in order
to make an appropriate balance between the accuracy and
power consumption, we adopt this value as the binarization
probability for the following process. Accordingly, the gray
image of probabilities (26×26@32) propagated through the
max-pooling layer (i.e., whose size of the kernel is 2×2),
and were futher scaled down to 13×13@32. Afterwards, the
binarization activation was applied on the output image of
the max-pooling layer, which in turn yielded the final binary
outputs of this layer, as shown in the bottom panel of Fig.
6 (i.e., where the black pixel in the CONV-1 Output Figure
represents ”-1” and the white one represents ”1”).

Following the same procedure, the data procession on other
convolution (CONV) and fully-connected (FCN) layers was
simulated by Matlab, and Fig. 7 displays the handwritten
digit classification result from the last FCN layer with 16
binary inputs. Taking one sampling cycle as an example, the
neuron at 2nd channel has the largest PVMM voltage of 10,
thus the Maximum Activation output of this nueron is one
and the outputs of other nuerons are zero in this sampling
cycle. After 10 samples, the average Maximum Activation
expectation at the 2nd channel is 0.9 (i.e., the maximum
PVMM voltage appears in this channel for 9 times out of
the total 10 samplings),which indicates that the most likely
inference result is digit 1, therefore obtaining the correct
recognition from the MNIST database.

In addition to the validated operating principle, the dis-
parity between the simulation results of the SOT-MRAM-
based PBNN hardware and the ideal scenario has also been
evaluated. Fig. 8a presents the error distribution spectrum
between the weight probabilities averaged by 10 sampling
cycles and the ideal values (i.e., which are sampled by infinite
cycles) with 4-state quantization, where more than 97% of
weight errors are negligible (< 0.2) according to the weight
variation assessment in Fig. 3b. Concurrently, the distribution
of the binary output results in the CONV-1 layer is also highly
consistent with the ideal curve with a negligible error rate of
1.68% (i.e., 98 error bits out of 5408 output bits, as shown
in Fig. 8b). Furthermore, we have assessed the sampling loss
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Fig. 9. Mean squared errors of the (a) weight probabilities and (b) output
error rates at different layers with 10 sampling cycles in recognizing the
handwritten digit 1.

of the whole PBNN network compared to the ideal case with
4-state quantization, and Fig. 9 summarizes the mean square
errors (MSEs) of the weight probability and output error rate
of each constituent layer. It is seen that the calibrated MSE
values and output error rates in all layers are smaller than
10% as illustrated in Fig. 3b. Here, it is worth noting that
even though the FCN-1 layer has a relatively high error rate
of 8.79%, the noise-tolerant feature of PBNN can effectively
mitigate the loss as the output size dramatically decreases in
the fully connected layer (i.e., high-level information extrac-
tion) and the loss eventually diminishes to 0% in the FCN-2
layer. Nevertheless, we need to point out that the presence
of excessive output noise may propagate through adjacent
layers and disrupt the information extraction process, thereby
introducing a small degree of uncertainty to the final training
results.

Based on these statistical analysis, we further performed
the MNIST data training on the SOT-MRAM-based PBNN,
and investigated the classification accuracy as a function of
the sampling cycle. As shown in Fig. 10, our system manages
to achieve a 96.94% accuracy after only 5 sampling cycles.
With the increase in the cycle number (i.e., which results
in a reduction in the variance of the sampled weight prob-
abilities), the classification accuracy progressively improves,
and it finally approaches the ideal baseline of 98.4%, albeit
with the cost of proportionally increased execution time and
power consumption. In this context, we used the product of
the accuracy error and sampling cycle as the benchmark to
evaluate the overall inference performance. As depicted in
Fig. 10, the product reaches the minimum value when the
sampling cycle is 10 (i.e., which corresponds to the weight
probability variation of 7.01% across the entire network),
hence highlighting the optimal point for achieving the energy-
efficient and high-precision PBNN training.

V. CONCLUSION

In conclusion, we have designed a SOT-MRAM based
lightweight PBNN system for MNIST test. Simulation re-
sults from PyTorch indicate that our PBNN model exhibits
an improved noise tolerance compared to traditional BNNs.
Furthermore,the SOT-driven switching dynamics gives rise to
the controllable switching probability curves which help to
construct the high-quality weight matrix with a low write
error rate. Therefore, our results underscore the advantages
of the PBNN hardware for achieving enhanced classification
accuracy with fewer computation resources, hence providing
a promising strategy for low-power applications.

Fig. 10. The network inference accuracy with various sampling cycles and
the corresponding weight variation.
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