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This paper begins with a dynamical model that was obtained by applying a machine learning
technique (FJet) to time-series data; this dynamical model is then analyzed with Lie symmetry
techniques to obtain constants of motion. This analysis is performed on both the conserved and
non-conserved cases of the 1D and 2D harmonic oscillators. For the 1D oscillator, constants are
found in the cases where the system is underdamped, overdamped, and critically damped. The
novel existence of such a constant for a non-conserved model is interpreted as a manifestation
of the conservation of energy of the total system (i.e., oscillator plus dissipative environment).
For the 2D oscillator, constants are found for the isotropic and anisotropic cases, including when
the frequencies are incommensurate; it is also generalized to arbitrary dimensions. In addition, a
constant is identified which generalizes angular momentum for all ratios of the frequencies. The
approach presented here can produce multiple constants of motion from a single, generic data set.

I. INTRODUCTION

As discussed in [I], determining a constant of motion
from time series data is part of a larger program of using
machine learning to discover physical laws, in particu-
lar, differential equations (DEs). In that paper, the key
points were identified as

1. Extrapolate model beyond training data times.
2. Determine underlying DE.

3. Determine parameter dependencies in DE.

4. Estimate stability /accuracy of model.

5. Determine related domain knowledge.

This paper seeks to address item #5, that of comput-
ing domain knowledge (e.g., constants of motion) using
that time series data. The first four items were already
addressed in [I].

The approach introduced herein assumes the results of
[1] as a starting point. That is, it assumes a model has
already been found for a 1D harmonic oscillator (via the
FJet method), in both the undamped and damped cases.
Thus, the previous paper was largely a machine learning
(ML) effort, while this paper will be mainly analytical.

The new approach introduced herein relates the
small/infinitesimal changes that are modeled by FlJet,
with the small changes that are studied by Lie symmetry
techniques for DEs. Since Lie symmetry techniques were
in part designed to compute such constants, it forms a
natural synergy with FJet for this investigation. Also,
notice that both of these techniques can be used when
dissipation is present, thus allowing the computation of
a constant for both conservative and dissipative dynam-
ics. This versatility in the presence of dissipation offers
it an advantage compared to methods by other authors.
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Previous Work

In this subsection, previous work is organized under
various themes. Where appropriate, it will again be dis-
cussed in the Comparison section (Sec. [VII|). The focus
here is mainly on work that has been done to identify
symmetries/invariants of a physical system using ML
techniques.

Autoencoders (AE): In this case, the idea is to use an
AE on a time-series to obtain a compressed representa-
tion in the latent variables of an AE, and then impose
a physical prior on them. (The reader may recall that
an AE is a neural network (NN) whose multiple layers
first encode and then decode the input. It contains a
middle layer with reduced capacity that forces a com-
pressed representation there.) This approach was taken
by [2], where they imposed Hamilton’s equations on the
latent variables, and were then able to study the energy.
Closely related to this, an AE was also used to enforce
the Euler-Lagrange equations [3] on the latent space.

In an application to QCD and spin glasses, the authors
of [] used an AE trained with gauge-related input and
outputs to force the latent variables to represent gauge
orbits for the Zs gauge symmetry.

Embedding Layer: In [5] the authors used Siamese NNs
on grouped data to discover invariants for several phys-
ical theories. Specifically, the data was created in pairs,
so that some of the data shared an invariant, while the
remainder did not. Next, they modeled the embedding
layer (i.e., the next to last layer) with polynomial regres-
sion to find a functional representation of an invariant.
Proceeding in this way, they recovered the space-time in-
terval invariant for Lorentz boosts, the invariants E - B
and B? — E? for electric (E) and magnetic (B) fields
under a Lorentz boost, and the angular momentum and
energy for motion in a central field.

In [6] the authors addressed the problem of classifica-
tion of consistent vacua in string theory, with a focus
on complete intersection Calabi-Yau manifolds (CICYs).
Their target data were the topological invariant Hodge
numbers At h12, while the input data was formed from
features of a graphical representation of configuration
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matrix parameterizations of the CICYs. They identified
clusters in the embedding layer corresponding to partic-
ular symmetries, and used a regression analysis (with
PCA) to determine the Lie generators for those sym-
metries. In addition, they examined several related test
problems, where they used tSNE to identify clusters in
the embedding layer.

Specialized Loss Function: In [7] the authors identi-
fied invariants from grouped data, where each group was
expected to have its own value for a known invariant.
They used a loss function which reduced the intra-group
variance, while simultaneously increasing the inter-group
variance. Their examples included synthetic data for
three test problems: the Lotka-Volterra model, a Kepler
problem, and experimental data for a double pendulum.
The functional form of the invariant for one of the test
problems was recovered using polynomial regression.

Manifold Learning: In [8] the author pursued an ap-
proach based on preserving the invariance of a (conser-
vative) Hamiltonian under a continuous symmetry (i.e.,
time evolution). From this, the author was able to deter-
mine an invariant for some conservative model systems.

In [9] the authors used manifold embedding techniques
[10] to study the dynamics of several systems: 1D oscil-
lator, double pendulum, magnetic mirror, two planetary
motion examples. For these examples they determined
the expected number of invariants and their functional
form (using a symbolic regression dictionary ). In ad-
dition, they applied it to a planetary system that has
dissipation (i.e., a decaying orbit owing to tidal forces),
and showed how they can identify conserved quantities
for a limited amount of time.

Analytical: There have been analytical investigations
that don’t use ML that are nevertheless relevant to the
work presented here. The symmetry group for the 2D
anisotropic harmonic oscillator was determined by [I1]
using a Hopf mapping. In [12] T3], the authors computed
an invariant for in the anisotropic case, using a technique
that applies to Hamiltonian systems. Lie symmetry tech-
niques have been applied to the damped harmonic oscil-
lator by [I4HI6] although from different vantage points
than the present paper. Also, Lie symmetry techniques
in general [I7, 18] are a central theme in this paper.

Adjacent Work: In [19] the authors used an AE to force
the latent variables (middle layer) to embody a GL sym-
metry, which was related to symmetries expressed in the
original variable vis-a-vis the encoder/decoder. Their re-
search has not yet taken the next step to identify invari-
ants in the original variables. Also, besides this particu-
lar contribution, there is other work on incorporating Lie
symmetries into NNs, but space does not permit a more
thorough review.

A bourgeoning field of research has been to incorporate
symmetries such as translation / rotation invariance into
the architecture of NNs [20]. If such NNs are to describe
the dynamics of physical systems, this is certainly an im-
portant step. However, the symmetries of interest (e.g.,
those of this paper) are often more complex, involving

not just space and time, but the dynamical variables as
well.

Outline

The remainder of the paper is organized as follows.
The underlying theory is reviewed in Sec. [[I} including
aspects of Lie symmetries as applied to DEs, the Flet
method, and the approach for computing a constant of
motion. In Sec.[[T]} exact solutions are summarized for all
three cases of damping for the 1D oscillator, with details
being relegated to appendices. Figures are also provided
to demonstrate how a trajectory remains on a level set
of a contour plot of the constant, as it should. Follow-
ing that, the matter of the integrating factor is discussed
in Sec. [[V] This is needed in general to compute a con-
stant, but a way was found to first avoid needing it, and
then to later compute it anyway. Next, an interpreta-
tion of the computed constant is given in Sec. [V} There
it is shown that the existence of the constant can be un-
derstood as being due to the conservation of energy for
the total system (i.e., oscillator plus dissipative environ-
ment). In Sec. [V the 2D harmonic oscillator, constants
are found for the four cases given by whether it is damped
or undamped, and isotropic or anisotropic. Subsequent
subsections consist of a verification, a computation of the
constant for the commensurate cases, a generalization of
angular momentum, and a generalization of the constant
to arbitrary dimensions. Following the final remarks in
Sec. [VITT} appendices are given for details of calculations
of the constants, as well as alternative approaches for
computing them. Finally, various calculations that fur-
ther explain what is presented here can be found in the
Supplement.

II. THEORY

As stated in the Introduction, it is natural to combine
Lie symmetry techniques with FJet when pursuing con-
stants of motion, as they both relate to small changes in
dynamical system variables. Also, Lie symmetry tech-
niques for differential equations (DEs) were in part de-
veloped to determine such constants.

FJet Approach

As introduced by the author [I], the FJet approach
models the dynamics of a system using time series data.
In this approach, the focus is on modeling small changes
in the phase space variables. In the example of interest,
the variables are the position (u) and velocity (v = du/dt,
with ¢ being the time), and differences of each would be



formed over a small time step € as

Au = u(t+¢€) — u(t)
Av=uv(t+e€) —ov(t).

(Specifics related to smoothing the data are discussed in
11.)

The next step is to use an ML algorithm to model these
small changes as hy, ho, which could be written as

Au = hq(u,v;e)
Av = ho(u,v;€).

While any number of ML algorithms could be used for

these models (e.g., NNs), it is especially convenient to
use one called feature regression; it is similar to polyno-
mial regression, except that it allows for more general
functions. As an additional bonus, the functions used
in feature regression are closely related to an expansion
of numerical integration schemes, such as Runge-Kutta
(RK) (cf. Ch.2 of 2], or App.B of [22]). Thus, FJet (via
feature regression) allows for a principled determination
of the feature space (i.e., the associated functions), as
well as a quantification of the uncertainties. These two
benefits have been long sought after in this type of ap-
proach.

Another technique introduced by the author was to
study the model parameters via regression in the limit of
€ — 0, and so obtain an accurate determination of the un-
derling DE. In summary, after starting from time-series
data, it is possible to determine analytic expressions for
the models hq, ho. Since that was already achieved in [I],
it will be taken as a starting point for the examples in
this paper. In particular, these expressions will be used
for the damped oscillator (in 1D and 2D)

hi(u,v; €) = ve + O(e?) (2a)
ha(u,v;€) = (—wiu — 2yv)e + O(€?). (2b)

These were found using a ML technique (i.e., FJet) in
the underdamped case, but apply generally to this model.
Throughout this paper, the interest will mainly be on
hi/e and hg/e as € — 0.

Lie Symmetries

Sophus Lie [I7} 18] 23H26] introduced the idea of using
continuous symmetries in differential equations (DEs) in
order to better understand and solve them. The sym-
metry may be constructed to operate on just {t,u} as a
point symmetry, or may include higher order derivatives
of u as well (see ch. 11,12 in [I8]). Assuming a symmetry
involving {t,u,v}, a continuous change of the variables
may be written as t = fi1(t,u,v;€), u = fao(t,u,v;€), and
v = f3(t,u,v;€). where the f; (i = 1,2,3) are analytic
functions in the parameter €. In particular, as e — 0, the
variables (%, u,v) become (¢,u,v). In other contexts, the

motivation behind using these symmetries is to reduce
the order of the DE, making it more solvable.

This symmetry approach has also been used to focus
on invariants Z(¢,4,v,...). Under the mentioned trans-
formations, their invariance may be expressed as
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evaluated at € = 0. The method of characteristics pro-
vides for its solution via

dt du dv

it R (3)
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Another useful technique that has been used in this
context is to implement a coordinate change (e.g., [24]
25]) to the variables (r1,73,...,s), where the variable s
measures the progress along an orbit due to the symmetry
operation. The r; emerge as constants of integration from
the above equations.

The above ideas of Lie symmetries applied to DEs will
play a central role in understanding and deriving the con-
stants of motion in conjunction with FJet.

Constants of Motion

FJet involves computing machine-learned models h,
ho, which represent independent, small updates to u,v
over a small time step €; this € plays the same role as
the € in the previous section. Thus, the implied variable
transformation from FlJet is

t=t+e
a=u-+ hy(u,v;e)
v =v+ ha(u,v;e) .

Normally, the symmetry resulting from an evolution of
the model is considered trivial, since it doesn’t relate
different solution curves to each other, which could help
simplify the DE. However, in the present context that is
not the goal. Instead, here the focus is on determining
constants of motion using machine-learned models, and
toward that end they are indeed useful.

Using the above definition of the symmetry group, the
following expressions can be written for small e

nxhife, n = hafe.
Using these in conjunction with Eq. [3|leads to
0= —(he/€)du+ (hi/e)dv.

Integrating this expression will in principle yield a con-
stant (call it 7), which would seem to imply that that



expression could be identified as dr. However, that is
only possible in general when that expression is ezact; in
other cases an integrating factor (p) must be used. That
is,

dr = p[—(ha/e)du+ (hy/€) dv] .

Of course, the task still remains of determining p; it will
be addressed in Sec. [Vl

For numerical computations, one also has to choose an
initial point (ug,vg) to begin integrating from, as well as
the initial value ro (cf. App. .

(u,v)

r(u,v) zro—l—/( )p[—(h2/e)du+(h1/e)dv} . (4

For analytic work, it’s understood that ry cancels out the
contribution from the lower limit, and one can simply
write

(u,v)
r(u, v) = / p[=(ha/e) du + (h/€) dv] .

That is, the constant of integration is identified as r(u, v).
In addition, in both cases it’s necessary to be wary of nat-
ural boundaries formed by divergences while integrating

(cf. Appendix .

III. 1D OSCILLATOR

As stated earlier, the starting point for this paper is a
dynamical model (Eq. that was obtained using FJet
[1] with full parameter dependencies, and applies to the
three types of solutions of the 1D oscillator. In the small-
€ limit this reproduces the usual equation of motion for
a 1D damped harmonic oscillator, which is

i+ 2y0 + wiu =0,

where wq is the natural frequency, « is the damping co-
efficient, and @ = du/dt = v, as usual. Note that v > 0
and wg > 0.

In the following subsections the model along with Eq.
will be integrated to yield constants of motion; details are
relegated to the appendices.

A. Underdamped Case (v < wo)

In the underdamped case, it is shown in App. [A] that
by diagonalizing the equation of motion (in matrix form),
and then integrating it, the following constant of motion
results

r(u,v;n) = loglw?u? + (yu + v)?] — 2%((;3 —2mn), (5)

r(u, v; n) -- underdamped
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FIG. 1. This figure displays the first two sheets (n = 0, 1) for
r(u,v;n) from Eq. |5} each is a combination contour/heatmap
plot. The parameters used were wo = 1 and v = 0.1 (i.e.,
the underdamped case). The horizontal green line indicates
a branch cut in 7. The reddish-colored curves represent level
sets of r, and the blue dots represent a sampling of the trajec-
tory computed using the exact solution. Note the blue dots
stay on a single value of r, as they should. The shading and
contour values are consistent between the two graphs.

where “log” denotes the natural logarithm, and with

w=/wi—7?

tan ¢ = (yu +v)/(wu)

¢ = atan2(yu + v, wu)
¢ = d; - 271-”’

where ¢ € (—7/2,7/2], ¢ € R, n € Z is the Riemann
sheet number, and atan2 is defined in App. . It can be
verified with the exact solution (Eq. @ that ¢ decreases
as time increases; continuity is then assured by increas-
ing n when crossing the branch cut (cf. Fig. . Defining
the phase in this manner ensures that ¢ changes contin-
uously.

In Fig. [1] this constant is plotted for the sheets n = 0
and n = 1, using wyp = 1 and v = 0.1. In addi-
tion, values of u,v from the exact solution are sampled
at time steps of 0.3, starting from the initial condition
(ug,vo) = (1.5, —2.5827), and are shown as blue dots in
the figure. When these values are substituted into Eq.
they predict the value r =~ 10 Note that these dots lie on
a contour of value 10 in both plots, as they are expected
to. This test of the constancy of r is preferred by the
author; another test is to simply plot r versus time using
trajectory data.

The branch cut (i.e., green line) limits the beginning
and end of a trajectory in the graph. Thus when a tra-
jectory reaches a branch cut (in a clockwise fashion),
it jumps to the next highest sheet. When crossing the
branch cut from below (above) the branch cut, the sheet
number increases (decreases). Note that these curves re-
place the elliptical energy contours used to characterize
an undamped oscillator. In the limit v — 0, the energy
is recovered from e” /2.
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FIG. 2. In this figure for the overdamped case (with wo = 1,
v = 1.1), a contour plot of r (from Eq. E[) is shown on the
left, and a heatmap on the right. On the left plot, blue dots
signify a sampled trajectory at time steps of 0.2. Note the blue
dots stay on a single value of r, as they should. In the right
plot, the heatmap reveals the location of the positive /negative
singularities along the two lines. For graphing purposes, the
minimum value allowed for |Cu £ (yu 4 v)| was 0.001.

In addition, it can be verified that r is indeed a con-
stant, using the exact solution

u(t) = e " [Acoswt + Bsinwt] , (6)

with the constants A = ug, B = (vg +yug)/w, u(0) = ugp
and v(0) = vg. Upon substitution into r, it can be shown
that the time-dependence cancels out.

B. Overdamped Case (v > wo)

In the overdamped case, it is similarly shown in App.
that by diagonalizing the equation of motion and then
integrating it, a constant of motion can be obtained

7(u,v) = = (¢ +7) log [Cu + (yu + v)|
— (¢ =) log |Cu — (yu+ )|, (7)

where ¢ = \/7? —w3. In Fig. |2| this constant is plot-
ted using wyg = 1 and v = 1.1. These two plots were

given separately in this case since the contour lines tend
to accumulate where the heatmap has singularities. Of
note is that there is no longer a rotation about the ori-
gin, as there was for the underdamped case. As be-
fore, values of u,v from the exact solution are sampled
at time steps of 0.2, starting from the initial condition
(ug,v0) = (—1.75,—3.99), and are shown as blue dots.
When these values are substituted into Eq. [7} they pre-
dict the value r =~ 2 Note that these dots lie on a contour
of value 2, as they should.

Similar to the underdamped case, one can substitute
in the following exact solution for u(t)

= Ae VGt 4 BemtCt

t)
A = [Cuo + (yuo + v0)]/(20)
B = [Cuo — (yuo + 0)]/(2€)

u
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FIG. 3. In this figure for the critically damped case (with
wo = v = 1), a contour plot of r (from Eq. [§]) is shown on the
left, and a heatmap on the right. On the left plot, blue dots
signify a sampled trajectory at time steps of 0.2. Note the blue
dots stay on a single value of r, as they should. In the right
plot, the heatmap reveals the location of the positive /negative
singularities where |yu + v| equaled zero; its minimum value
was limited to 0.01 for graphing purposes.
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into Eq. [7] to show it is indeed independent of time. As
one would expect, the constant takes the same form, with
u, v replaced by ug, vg.

C. Critically Damped Case (y = wo)

In the critically damped case, it is shown in App. [C]
the constant of motion is

e ) . (8)

r(u,v) =log|yu +v| + (7“ "
This constant is plotted in Fig. [3| using wg = v = 1.
In the left plot is a contour plot along with blue dots
representing a trajectory sampled at time steps of 0.2,
beginning from (u,v) = (—1.58,—3.99). These dots can
be seen to lie along a level set of the contour plot (as they
should), at value r ~ —2. In the right plot is shown a
heatmap of r, displaying singular behavior along the line
yu+v =0 (as expected).

Finally, it is easily verified that upon substituting the
exact solution

u(t) = (A+ Bt)e "

into Eq. |8} with A = wp, B = yug + vo, ug = u(0), and
vg = v(0), there is no remaining time-dependence.

IV. INTEGRATING FACTORS

As discussed earlier, an integrating factor (p) is in gen-
eral needed to obtain the constant . However, in appen-
dices[A] and [B]it was nevertheless computed without one.
This was possible because the variables (u, v) were trans-
formed to (@, ) so that the equation of motion had a



diagonal matrix representation. Using the new variables,
the equations to be integrated generically appeared as

0= f(u)du—g(v)dv 9)

for some functions f and g. For this to be interpreted
as arising from a differential of a constant ®(,?), one
could interpret partial derivatives as ®; = f(a) and
®; = —g(v). Also, since the mixed partials are equal
(i.e., ®ag = 0 = Pgg), it follows that Eq. [9]is exact, and
an integrating factor isn’t needed. Hence, a constant
r(u,v) = ®(u, ) can then be written as

r(u,v) = / F(@)dii — g(5)di],

as was done in those appendices.

Even though it was possible to avoid the need for an
integrating factor (in Apps.[Aland|[B]), it is still of interest
to know what it is. Since the constant r is already known,
it can be computed by forming its differential, and then
identifying the common factor as the integrating factor
p, that is,

dr = rydu + rydv
= p[(wiu + 2yv)du + vdv] .
Indeed, this was easily done for all three damping cases,
and result could be summarized into a single expression

1
wp —72)u? + (yu+v)?

"1

Overall factors are unimportant and were ignored. Fi-
nally, the reader is reminded, and cautioned, that an in-
tegrating factor is not unique (e.g., see p.27 in [22]).

V. INTERPRETATION OF r

Given that r is a constant, it is natural to ask what it
represents. In the undamped case (7 = 0) it is related to
the energy, but it is not yet clear what it is in the general
case.

Beginning from Eq. perform an integration along
a trajectory I' formed by time-evolution, starting from
initial conditions (ug, vg) where r = rg. Of interest is the
change in r along this path (i.e. dr = r(u,v) — rg), and
is computed as

6r:/Fp[—(hg/e)du—l-(hl/e)dv]
:/Fp[(wgu—&-vi) du + v dv]

:/Fp[dE—&-dW],

where E = %(w%uQ + v?) is the energy, and W =

J “92~vv du’ is the work done on the oscillator by the dis-
sipative environment. (Note that dW = 2yv%dt > 0.)

Thus, dE + dW is the change in the total energy for
the oscillator 4+ environment over the time step €. How-
ever, it can be seen (by several means) that the sum
of these two changes is zero for this class of systems.
The most straightforward way is to substitute in dv =
—(wiu + 2yv)dt from Eq. |2} use vdt = du, and so obtain
dE + dW = 0. Another way is to use the definitions of
hi and hg in terms of updates (cf. Eq. 7 to write it as

57‘%/11/)[—(Av/e) du + (Au/e) dv] .

For small time steps (€¢), Au and Av approximate du and
dv, and the integrand approaches 0. Finally, one could
also simply note that the variable change of (u,v) —
(r,s) was constructed so that r would be a constant (see
discussion in Sec. .

Thus, for this example of a 1D damped oscillator, it’s
been shown that the existence of the constant r is a reflec-
tion of the fact that the energy of the oscillator plus the
accumulated work done by its dissipative environment is
constant. Also, it should be clear that this example be-
longs to a wider class of models that exhibit this property.
For example, one might consider the equation of motion
for a general gradient-based force and general velocity-
dependent damping. In that case [27] it’s also true that
or = 0. Of course, the property of conservation of en-
ergy is universal, so finding it manifested as a constant
in this way is really just a matter of properly defining the
equations of motion.

VI. 2D OSCILLATOR

The 2D harmonic oscillator offers an interesting test-
ing ground, as it carries additional symmetry compared
to the 1D oscillator, and it bears some similarity to plane-
tary motion (for example), For this 2D case the focus will
be on the underdamped case for each direction. There are
actually six unique combinations of under/over/critically
damped cases for the two directions, but they are similar
to that already presented and so are left as an exercise
for the reader.

The equations of motion are a generalization of the 1D
case

g + 2y + w,%ouk =0,

where k = 1,2 (which will be used through this section).
Since the uy are uncoupled, it may be assumed data was
already collected for both w1 and ws in the same manner
as before, and they were both then analyzed with FlJet,
yielding a pair of dynamical models in an obvious gen-
eralization of the 1D case. Hence, the analysis may now



continue with these definitions

2

— ]2
Wk = \/Wko =7

Akt = —7 L iwg

e = —feowus — i(yus + ve)]

U = 2Wk Wr UL YUk Vg

~ 1

B, = 5[(%“1@)2 + (yuk + ve)?]

and the phases

tan ¢, = (yup + vg)/(wrug) (10a)
(Jgk = atan2(7uk + vk,wkuk)
br = ¢, — 270, (10b)

where they are interpreted the same as in Sec. (i.e.,
n € Z, ¢r, € (—, |, ¢) changes continuously, and atan2
is defined in App. . In addition, o = u} (i.e., the
complex conjugate), and E is a pseudo-energy which in
the limit v = 0 equals the actual energy Fj, (for the k-th
component in each case)

B =By _,.
Again using Eq. |3| (as was done in App. , it follows
diiy _ dvy g diio _ di .

Alptr Ai-1p Aoqlia  Ag_Do

(11)

There are now (3) = 6 ways of choosing a pair of terms
for integration; the dt term is ignored. If either the first
two terms or last two terms are chosen, a constant very
similar to Eq. [5|is obtained: i.e., r(ug, vk;n) for sheet n.
Thus, in the subsections to follow, the cases of interest
will involve an integration between, for example, %; and
v9. Also, various special cases are considered, such as
undamped cases (v = 0), isotropic cases (w19 = wag),
as well as general anisotropic cases (w1p # wag), both
commensurate and incommensurate.

A. Undamped, Anisotropic

In this undamped (v = 0), anisotropic case, no spe-
cial relationship between wyg and wyq is assumed. When
w1 # wap, this is a non-central force problem and angu-
lar momentum is not conserved. In this general case, the
parameters become wy = Wi, A+ = Fiwgo-

At this point, there are several options to choose from
in deciding which pair of terms of Eq. [11] should be in-
tegrated. If the 4y, 91, terms are chosen, the result will
be the same form as Eq. [5] for the 1D case, except that
now v = 0. Thus, it simply derives that E; is a constant.
Likewise, if the w9, U2 terms are chosen, the result shows
that F5 is constant. A more interesting result follows
from integrating the @, and v5 terms of Eq. leading
to the constant

r = —iwgg loglwigus — iv1] — iwig loglwagua + ive] ,
(12)

where ug, vi-independent terms have been dropped. The
real and imaginary parts of r are defined as Cr and Cj,
that is

CR = —iWQQ IOg (671@51) - iww IOg (6i¢2)
C[ = —W20 log V 2E1 — W10 IOg \ 2E2 s

where in this case tan ¢y, = vy /(wrour) (cf. Eq. [L0a)).
Note that C7 is already constant since the Fj are con-
stant. In a similar manner to the treatment from before,
Riemann sheets are needed, and the constant is

Cr = wiopa — waod1 — 2m(nawig — N1wso) (13)

where ny € Z. As already discussed in several sections:
ér = ¢ — 2mny, changes continuously as the Riemann
sheet number ny, increases, while ¢ € (—m, 7.

The content of Eq. has recently been derived by
other means in [I3], except that the ¢, were generically
expressed via “tan~!”, without mention of the Riemann
sheets (i.e., the 27(...) term), nor of the ramifications
covered here in Sec. [VIF|to[VIG] A more complete com-

parison is given in Sec. [VII}

B. Undamped, Isotropic

In this isotropic case, one can simply take the results
from the previous (anisotropic) case and set wig = wog =
wp. The constant C'r will now be referred to as C}é”o; like-
wise, F1, Fo will also change. Again, the only constant
of interest is the real part, and in this isotropic case, it
becomes

Cp° = —iwglog (e7%*) —iwplog (e'2)  (14)

wo [(52 — (51 — 27‘(’(’17/2 — nl)] 5 (15)
where ng € Z, and tan ¢ = v /(woug) (cf. Eq. .

Motivated from results using the exact solution (see Sup-
plement), the following expressions are computed

sin(CE° /wo) = sin ¢z cos ¢ — cos Py sin ¢y

wo
=0 - 16
NN (u1v2 — uguy) (16a)
c0s(C%° Jwg) = cos ¢y €O ¢y + sin ¢o sin ¢y
1
= Nﬁ (w%ulug +U1’U2) . (16b)

Since }g", FE1, and E> are each constants, it follows that
(u1v2 — v1ug) and (wiujug + v1v9) are constants as well.
These are of course proportional to the constants S3 and
S1 on p. 424 in [28], with the former being familiarly
recognizable as the angular momentum. In addition, in

this format it is easy to see that they’re related as

2
4E1E2 = wg (Ul’Ug — 1}1U2)2 + (w(z)ulug =+ 1)11}2)



Finally, it is noted that the simplicity of this isotropic
case also permits a simpler rewriting. Equation [12] may
instead be written as

r = —iwg log[Cyk +iC7] + ...
C}R = w3u1u2 “+ v1U2
O} = QJQ(’UJﬂ}Q — U21}1) y

where again ... indicate ug, vg-independent terms.

C. Damped, Anisotropic/Isotropic

Following the pattern for the undamped cases, the con-
stants for the anisotropic case are computed first, and
then the isotropic case is derived from it by setting the
frequencies equal.

Anisotropic

Constants of motion were found by integrating the
11, Uio pairs and then the 41, ¥y pairs from Eq. Adding
and subtracting those results led to the constants

Ey
C = 10 =
A =7log <E1>

Cp = wi¢s — w1 — 2m(nawr — nyws) (17a)

where tan ¢, = (yur + vg)/(wrug). Interestingly, while
Ek is not a constant in this damped case, the ratio Eg/El
is. (The exact solution shows that Ej oc e~ with no
other time dependence.) The constant Cp is also very
interesting in that it is of the same form as in the un-
damped case (Eq. , which was certainly unexpected.

Isotropic

The results found above for the damped, anisotropic
case can be applied here to the damped isotropic case, by
setting w; = wp = w. The constant Cj4 is still valid here,
except that the pseudo-energies Ej, are slightly modified
according to the wgg. Also, the constant C'g can be writ-
ten, in a manner similar to what was done for the un-
damped, isotropic case (Eq. 7 that is

sin(Cp/w) = % (ugv3 — ugvy) (18a)
W EL By
cos(Cp/w) = 1 = (w2u1uQ +v1v2) , (18b)

2V E\E,
where now tan ¢y = (yuy + vi)/(wuk). Note that using
the identity alluded to previously, one can write

~ 2
4E1E2 = w2 (Ul’Ug — U1U2)2 + (w2U1U2 + Ul’Ug)

However, what is interesting is that both the left and
right-hand sides decay as e~27t. Nevertheless, the same
form is recovered in this damped case.

D. Verification

There are several ways to verify that the previously
computed constants are indeed time-independent. For
the undamped case, the Hamiltonian is

N
1
Hy =3 o +0).
k=1

Using C from Eq. it is easily shown in the Supple-
ment that

{CRa HQ} = 07

proving it is a conserved quantity. It is also shown there
that using the exact solution

uy, = A cos(wiot — Bi)

in the isotropic, undamped limit (with wig = wap = wp),
that

wiuiug + v1vg — wi Ay Ag cos(B1 — Bo)
wo(uve — ugvy) — w%AlAz sin(B1 — B2)
wioP2 — waop1 — wo(B1 — F2) .

These exact results were the motivation for the author
to compute the sin/cos in Eq. (and also Eq. . In
addition, it’s also easy to show that

tan ¢y, = tan(—wgot + B)
br = [—wrot + Bil(—mm] »

where “[o](_r " signifies that e is restricted to (—m,n],
as quantified earlier (cf. Eq. , and leads to

o = —wrot + B, (20)

as discussed in Sec. [ITA] Using the exact solution for
the anisotropic, damped case, a similar expression follows
(i.e., ¢ = —wit + Pi). Finally, it is pointed out that
when plotting the phase in the u,v-plane, ¢y, is used;
when plotting it versus time, ¢y is used.

E. Commensurate Frequencies

The undamped, anisotropic 2D oscillator is known to
have invariants when the frequencies are commensurate,
which can be computed using an action angle approach
(cf. p.14 in [29]). However, the results in this paper can
also be used to derive them. In this commensurate case,
one can write wip/weo = a/b, where a,b are relatively
prime, positive integers. After setting wig = @a, wey =
@b, with @ > 0, the constant (Eq. appears as

Cr/@ = agy — boy — 27m(any — bny). (21)



The term (ang — bnq) is always an integer, and so
sin(Cr/@) = sin(agz) cos(bp1) — cos(aps) sin(bepy ) .

Using standard trigonometric formulas for the sin/cos
functions, as well as Eq. the expression can be sim-
plified to a polynomial. For example, in the case a = 1,
b = 2, it becomes

1 —2,,2 2

: . _ 42
sin(Cr/w) = \/ﬁ [w U vy — vivg — 4w uluQvl] .

(22)

Such constants have long been known for commensu-
rate frequencies, but they hadn’t previously been shown
to be related to a constant that had no such com-
mensurability constraints (i.e., Eq. . Also, a simi-
lar identity could also be found by taking the cosine of
Eq. This particular example was verified in the Sup-
plement using the exact wg, where it was shown that
sin(Cr/w) = sin(By — 261), as one would expect from
Eqgs. evaluated at t = 0.

Finally, an additional result is that this kind of identity
also holds when there is damping. One would begin from
Eq. and similarly set w1 = wa, wa = Wb, to obtain
the same result as in Eq. except now with Fy — FE,
and uy, vg referring to the damped solution.

F. Interpretation

In this section, some of the previous constants for the
undamped cases are collected for a comparison. Begin-
ning from Cg in Eq. [I3] set

o = (w10¢2 - UJ20¢1)/W10 . (23)

Recall that by taking projections with this angle, vis-
a-vis Eq. [I6] constants of motion could be recovered,
as is emphasized with Fig. In general, for any ra-
tio of wig/wag, it is true that the projections are A =
2v/E1Eycos® and B = 2y/E; Eysin®. In Table [} val-
ues for B are also shown for the cases wig/wag =1, 1/2,
and an arbitrary irrational number (where the general ex-
pression for B is shown). The third column shows that
angular momentum (L = ujvy — ugvy) is only conserved

TABLE I. In all three cases B = 2v/F1 FE>sin ®, but in the
first two cases it’s known how to simplify it down to a poly-
nomial, as given in the table. This suggests that for the 2D
oscillator, angular momentum (L) is just another such poly-
nomial, whereas ® is a robust constant.

wlo/ano B dL/dt
1 w10 (U1v2 — u2v1) 0

1/2 (w%oufvg — 2y — 4w%0u1u2v1) /V2Eq #0
irrational 2/ E1FEssin ® #0

Projections with ®©

2VELE>

FIG. 4. The quantity ®, and the projections A and B, are
constant regardless of the ratio of wig/w20. However, when
w10/wao is a rational number, A and B take on simple poly-
nomial forms, one of them being proportional to the angular
momentum.

when wig/wag = 1; it is not a constant otherwise. In com-
parison, ® is a constant for all values of wyg/wag. Thus,
it appears that L is just another polynomial constant,
not unlike that for the case wig/wag = 1/2. Another way
to describe this situation is to say that the constant

2
C/ = —V E1E2 sin ®

w10

generalizes angular momentum. This is because it is a
constant in general, and as wig/wsg — 1 it becomes equal
to the angular momentum. Finally, similar remarks can
be made regarding the horizontal projection A.

Finally, note that C’ is not unique in this regard. For
example, one could use wyy instead of wyg as a divisor
in Eq. Note that when ® is written in either man-
ner, it limits which cases of wyg/wa can be compared,
as was done in Table [Il (As written, one would need
wio/wao = 1/n, with n € Z*.) To be able to obtain
a polynomial invariant for any commensurate case, one
should instead divide by w, as was done in the previ-
ous section. However, defining w formulaically is non-
obvious.

G. Arbitrary Dimensions

The steps taken for the 2D damped, anisotropic oscil-
lator can likewise be taken in N-dimensions. That is, the
computations that were done in Sec. [VIC| with respect
to the directions 1,2 can now be done for the arbitrary
directions 4, j, where 1 < 4,57 < N and 7 # j. Analogous
computations on the ;, @i; pairs and then the ;, 7; pairs
likewise lead to the constant

C(Z,j) = wiqu — qubi . (24)



All of the different 4, j values can be encapsulated after
defining the row vectors

w = (W1, wsz, ..., WN)

¢ = (¢17¢2a "-5¢N)a

and Eq. [24] can be rewritten as an exterior product, i.e.,
C = w A ¢. Note that it is comprised of N(N —1)/2
constants. Also, using the on-shell relation of Eq. it
can be rewritten as

C=¢pNo.

The reader might note the similarity to angular momen-
tum with unit mass (i.e., 7 A7, where 7 is the coordinate).
Also, it is easily shown that C is constant in time (see
the Supplement). Finally, this constant has only been
shown for the damped N-dimensional oscillator, and so
the question remains as to what degree such an elegant
expression persists for more realistic systems.

VII. COMPARISONS

The author has presented an approach which is capa-
ble of producing all constants of motion for a dynamical
systems from a single, generic data set. In particular,
such a data set could be comprised of a single trajectory
of data [30]. When there is no dissipation, the method
recovers the traditional constants of motion (e.g., energy,
momentum); when dissipation is present, it recovers new
constants of motion, as described herein. In addition, as
demonstrated on the conserved case of the 2D anisotropic
harmonic oscillator, a constant of motion was identified
that generalizes angular momentum.

Papers [0l [7] displayed clever ways to exploit the em-
bedding layer of a NN to compute constants of motion.
However, the work they presented was subject to several
constraints: (1) they could only find constants they al-
ready knew; (2) they required specially crafted data sets;
(3) they could only find one constant at a time from a
given data set. For example, to discover angular mo-
mentum, the authors of [5] needed to create data in two
classes, one with the same value of angular momentum,
and one without. Similarly, the authors of [7] needed
to create data with stratified values of angular momen-
tum. Note that it is often the case that one doesn’t have
the flexibility to specially construct the data: for exam-
ple, the data might come from an observation of a single
planetary orbit.

The author also has concerns about the use of the
noise-variance (NV) loss function in [7]. Although they
argue for their approach using generating functions and
other means, it is not obvious to the author that their
loss function does not influence the polynomial regression
(i.e., the derived invariant). Toward understanding this
better, it would be interesting to test their invariants to
see what kind of dependence they had on the parameters
of their NV-loss function (i.e., @, R).
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Both [8] and the present paper aim to use invariance
under a continuous symmetry (i.e., time evolution) to de-
termine invariants of the system. However, they do it for
conserved systems, whereas here it is done for both con-
served and dissipative ones. Also, they seek to keep the
Hamiltonian invariant, whereas here the approach is to
work with a general invariant. After these similar start-
ing points, the computational paths taken by each paper
are very different, with one exception: they use polyno-
mial regression to model the infinitesimal changes, and
here feature regression was used (cf. [I]). In the end, they
were able to determine an invariant for some model sys-
tems, but did write that the complexity of their technique
would limit future applications, especially if attempted
on multiple invariants. In contrast, the reader should
have found that the techniques presented herein are rel-
atively straightforward, and can readily handle multiple
invariants.

In one of their examples, the authors of [31] used their
method to detect symmetries in a decaying planetary or-
bit, and found it could only be used for a short time.
However, as they introduced their method, it should have
been general enough to detect the new types of constants
discussed in this paper (when dissipation is present). It’s
not clear to the author whether this was due to their
method (based on [I0]), or their application of it. It
might also be related to assumptions of how the trajec-
tories are embedded in the phase space, which is qual-
itatively different for conserved and damped oscillators.
Also, their failure to discover the true invariant might
also be due to their use of symbolic regression dictionaries
[32], which in the author’s opinion lacks a mathematical
basis.

After the author completed work on the 1D oscillator
(i.e., Secs. and App. @, he realized that one
of his alternative solutions could be used to connect his
results to previous work (although that work made no
mention of damped oscillators). Using the variable def-
inition of w = ~u + v in App. one can switch to
polar coordinates an obtain a logarithmic spiral solution.
As pointed out by Olver (see pages 105,136 in [I7]), that
set of solutions exhibit an SO(2) symmetry, as they can
be rotated into each other. Also, with this coordinate
change, the constant found here for the 1D case (Eq.
becomes similar in appearance to that on p.136 of [I7].

After the author computed the constant Cr in Eq.
for the undamped anisotropic harmonic oscillator, he be-
came aware of a recent preprint in which the same con-
stant had already been found (cf. Eq. 27 in [13]). How-
ever, they generically casted the constant in terms of
tan—!, skipping mention of the Riemann sheets. Also,
they didn’t consider the ramifications investigated here:
relation to commensurate frequencies, generalization of
angular momentum, generalization to higher dimensions,
damped cases. Nevertheless, their analytical approach is
apparently well-suited for conserved systems with known
Hamiltonians, as they demonstrated on several problems.
However, the approach presented here is also able to eas-



ily treat dissipative, non-Hamiltonian systems. Interest-
ingly, they also derived a constant for a Bateman pair
oscillator, which contains similar elements to the con-
stant previously found by the author for the 1D damped
oscillator [33].

VIII. FINAL REMARKS

This paper began as part of an effort to apply ML
techniques to discovering physical laws, given only time
series data and perhaps some domain information. The
idea had been to combine two techniques which studied
dynamics over small variable changes (i.e., FJet and Lie
symmetry techniques for DEs), and use them to deter-
mine constants of motion. However, during this study it
was found that there existed constants of motion for dis-
sipative systems, in addition to conservative ones. It was
surprising that such a well-studied example (1D damped
harmonic oscillator) still had some secretes to reveal, and
so additional attention was paid to it, as evidenced by
some sections of this paper. It was also surprising that
it would reveal the relationship of a relatively unknown
constant (see Sec. to angular momentum.

Finally, it may appear that this has been a purely ana-
lytical paper, without any reliance on numerical compu-
tation or ML. However, the reader should note that the
basis of this paper was an initial computation of the mod-
els hi, hy, which can be found using any regression-type
ML model (e.g., NN).

Appendix A: Derivation of r (underdamped)

It follows from the FJet model [I] (or just the equation
of motion) that for small € the dynamics for this model
can be written as

][4 4o

For this underdamped case, where v < wg, set w =
Vwé —~2. The matrix in Eq. can be diagonalized

using
HEE IR

and similarly for du, dv. Ignoring O(€?) terms, Eq.

now becomes
di| (A O U
| o A_| 5]

where A\ = —vy &+ iw. The equations

(A1)

(A2)

di_ di
Al A_D
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can now be directly integrated (see remarks in Sec. ,
yielding the integration constant

/

r' = (—y —iw)logi — (—v +iw)log ¥,

where “log” is the natural logarithm. It follows

7 = —2iwlog V2E + 2vloge™ + ...,
where dots indicate u,v-independent terms (which are
ignored in this section), and ¢ and E are defined by

B = S(wu)? + (yu+ )]

tan ¢ = (yu + v)/(wu) .

The phase ¢ is restricted to ¢ € (—m, 7], and so loge’® =
i(¢ — 2nm) is defined using Riemann sheets, with n € Z.
(An explicit minus sign is used so that as time increases
and ¢ decreases, n will increase.)

Throughout this paper, especially for the 2D oscilla-
tor examples, the integration constant will be a complex
number, with the real and imaginary parts each sepa-
rately being constant. Here, 7’ is pure imaginary, and
the constant of interest is defined using the imaginary
part of r’

1
= —— ! .
r w\s(r)

This directly leads to Eq. Also, it is straightforward
to verify that this is constant using the exact solution
for u(t). In that case, as shown in the Supplement, E ~
e~ (¢p—2nm) ~ —wt, and the time-dependence cancels
out.

Appendix B: Derivation of r (overdamped)

In this overdamped case, where v > wp, set { =
V/7? —wi. The matrix in Eq. can be diagonalized

using

al 1L iy+¢ 1] |u

ol o 2¢ |=y+¢ —1) |v|”
and similarly for du, dv. Using these definitions for 4,9,
and

)\i:_fina

Eq. can still be used. In a similar manner to the un-
derdamped case, the constant of motion can be computed

from
C_di U\ dv
r=ro+ —— = —.
g U g Y

0 0

What is new in this case is that there are natural bound-
aries in the u,v plane due to the zeros in u and v, as a



Signs of (4, V)

Initial points

FIG. 5. For the overdamped case, the u, v-plane is divided up
into four regions, according to the signs of (@, 7). In the left
plot, for example, the region marked +— corresponds to where
4 > 0 and ¥ < 0. These four regions are due to divergences in
r, which occur where (us(yu+v) = 0. The right plot displays
an example of a starting point at (@, 70) = (1,1) (shown as
a red dot), and the other corresponding starting points (as
open circles) at (1,—1), (—=1,1), and (—1,—1), according to
the discussion given in the appendix.

function of w,v; these are illustrated in the left plot of
Fig. Of course, during integration, these boundaries
cannot be crossed, and so there are technically four cases
to consider when evaluating this integral (corresponding
to the four regions shown in that plot). However, by a
judicious choice of an initial point, all four cases can be
combined. For example, if the initial point is (ug,vg) in
the +,+ region, then the initial point should be (ug, —vp)
in the +— region, according to the nomenclature depicted
in the right plot of Fig. |5l Proceeding in this manner, all
four cases can be consolidated into

r =rg + A_log

U v

N‘ — >\+ IOg ’~‘ .

Ug Vo

Next, letting the choice of rg cancel out the contribution
from the initial point, this becomes

r =A_log|u| — At log 7|
== (C+7)log|Cu + (yu + )

— (¢ =) log|¢u — (yu+wv)l, (B1)

where the constant 2(log(2¢) was ignored, and once
again, “log” is the natural logarithm,

Also, if one is instead performing this integration nu-
merically, it might not be convenient to coordinate the
starting points for all four regions. As a result, there
may be relative shifts of r according to the region. How-
ever, that may be acceptable considering the regions are
already separated by natural boundaries.

Appendix C: Derivation of r (critically damped)

In the critically damped case, where v = wq, the gen-
eral solution is

u(t) = (A+ Bt)e ", (C1)
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with A = ug and B = yug + v and v = du/dt. Now
notice that yu+v = Be™ %, and that it can be used along
with the solution (Eq. to isolate the t-dependence as

{ = u Ug
C\yu+tv yug +vo )

Now use Eq. which in this case (i.e., v = wp) is

1
r = i(vu +v)2e?t

Upon setting ” = (log(2r'))/2, substituting in for ¢,
and ignoring u, v-independent shifts, the constant for this
case is found to be

r"log|fyu+v|+( s ) .
YU+ v

Appendix D: Alternative Solutions

With the wisdom afforded by an existing solution for
the 1D damped oscillator, it becomes possible to more
easily discover new ones. Indeed, in the expressions for
r (cf. Egs. , the variable combination yu + v ap-
peared. Thus, the variable w = ~yu + v is introduced,
leading to the equations of motion

dlul| _ —y 1] |u

dt (w] — |(v* —w§) =] |w]
The diagonal terms can be removed by setting u = e~
and w = we "

dla| _ 0 1| |a

at [w) = |2 —ud) o] |w)] -
At this point there are now at least two approaches that
can be used to solve for a constant of motion.

(D1)

1. Alternative #1

The first alternative approach starts from Eq. and
seeks to integrate
du dw

w o (9 —wg)a

This can be directly integrated without need for an in-
tegrating factor (see discussion in Sec. 7 yielding the
constant

r'== [(wg — ) u? + (yu + 0)2} et

: (D)

The reader should notice that no assumptions were made
about it being either the underdamped, overdamped, or
critically damped case.

In a comparison to the constants already derived in
Secs. and [C] the obvious differences are that there



is an explicit t-dependence, and also that it should be
transformed as r = log(2r’). The t-dependence can be re-
moved using an exact solution for any of the three damp-
ing cases. Actually, this was the approach used for the
critically damped case in App. [C}

2. Alternative #2 (underdamped)

Another way to exploit Eq. is to use a specific so-
lution for u, w. This is demonstrated here for the under-

damped case
dfa)l [0 1][a]
dt |w| ~ |—w? 0| @

Setting @' = wu and ¢’ = wt, yields

SE-L 8

Writing the solution as (with parameters A, 3)

@ = Acos(t' — )
w=—Asin(t' — 3),

suggests the complex variables

@+ i = Ae""'=P)

i — i = Aelt'=P)

w
Il

i
I

The explicit t’-dependence can now be removed by form-
ing

27 = A2
— 17,/2 + ,lz')2
= [w?u® + (yu+0v)?] .
In this case the constant A2 supplants the role of /. For
this underdamped case, the t-dependence can be removed
using

tan(wt — B) = -0/t = —(yu +v)/(wu),

and then taking into account the same precautions as
before owing to periodicity.

3. Alternative #2 (overdamped)

In a similar manner to that of the preceeding subsec-
tion, a demonstration can also be made for the over-
damped case, where v > wp. The equation of motion

becomes, with ¢ = /7% — w2,

i) =L o] 3]
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An explicit solution may be written as
= A'et + Ble ¢t
for constants A’ and B’, from which follows
Cu—w=2CB'e ¢
Cu+w=2CA e VFet,

By taking the log of each equation and multiplying the
top by (v — ¢) and the bottom by (v + (), it becomes
possible to eliminate the time dependence and isolate a
constant as

' = (y = ¢)log |Cu — w| — (v + ¢) log |Cu + w]

which is in agreement with that found earlier (cf.

Eq. .

Appendix E: Miscellaneous

Recall that arctan has a range of (—7/2,7/2), and
atan2 has a range of (—m,n|. The atan2 function [34]
takes two arguments; it is usually written with reverse
argument order as

atan2(y, z) =

arctan(y/x)
arctan(y/z) +
arctan(y/z) —

ifz>0
ifr<Oandy>0
ifr<Oandy<0

+7/2 ifr=0andy >0
—7/2 ifr=0and y <0
undefined ifr=0and y=0.

Now define the function sgn’(z) = 1 if z > 0 and 0
otherwise; it treats x = 0 differently than the usual sgn
function. Notice that

sin [atan2(y, z)] = sgn’(z) sin [arctan(y/z)]
Y
cos [atan2(y, z)] = sgn’(z) cos [arctan(y/x)]

Finally, these expressions can be used with the definitions
of ¢ and Ej given in Eq. to obtain

sin ¢ = (yur + vi)/\/ 2B} (Ela)

COS (,Z_Sk = (wkuk)/ 2Ek . (Elb)

These expressions are used throughout Sec. [VI with
various substitutions, depending on whether it is the un-
damped (v = 0) or isotropic (w19 = wag) case being con-
sidered.
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