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Fig. 1: (a) Motion Length Prediction: Text-to-motion models often require specific
input lengths, making them sensitive to motion generation. In contrast, BAMM auto-
matically predicts the end of the motion, thus avoiding reliance on inaccurate motion
length estimations. (b) High-quality Text-to-Motion: BAMM generates natural human
movements precisely aligned with detailed textual descriptions. (c) Motion Editing:
BAMM is capable of multiple editing tasks, such as inpainting (as demonstrated),
outpainting, prefix prediction, suffix completion, and arbitrarily long motion sequence
synthesis.

Abstract. Generating human motion from text has been dominated by
denoising motion models either through diffusion or generative mask-
ing process. However, these models face great limitations in usability
by requiring prior knowledge of the motion length. Conversely, autore-
gressive motion models address this limitation by adaptively predicting
motion endpoints, at the cost of degraded generation quality and editing
capabilities. To address these challenges, we propose Bidirectional Au-
toregressive Motion Model (BAMM), a novel text-to-motion generation
framework. BAMM consists of two key components: (1) a motion tok-
enizer that transforms 3D human motion into discrete tokens in latent
space, and (2) a masked self-attention transformer that autoregressively
predicts randomly masked tokens via a hybrid attention masking strat-
egy. By unifying generative masked modeling and autoregressive model-
ing, BAMM captures rich and bidirectional dependencies among motion
tokens, while learning the probabilistic mapping from textual inputs to
motion outputs with dynamically-adjusted motion sequence length. This
feature enables BAMM to simultaneously achieving high-quality mo-
tion generation with enhanced usability and built-in motion editability.
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Extensive experiments on HumanML3D and KIT-ML datasets demon-
strate that BAMM surpasses current state-of-the-art methods in both
qualitative and quantitative measures. Our project page is available at
https://exitudio.github.io/BAMM-page

Keywords: Text to Motion · Autoregressive Motion Model · Generative
Masked Motion Model

1 Introduction

Text-to-motion generation is a promising interdisciplinary field that uses natu-
ral language to generate 3D human movements. This emerging field holds vast
potential to transform animation, gaming, filming, and VR/AR/MR domains
by enabling easy and intuitive creation of 3D assets through user-friendly tex-
tual inputs. However, bridging the semantic gap between textual descriptions
and intricate motion sequences presents a significant challenge. To address this
challenge, recent efforts have been focusing on two methods: (1) conditional de-
noising motion model and (2) conditional autoregressive motion model. Both
methods can greatly improve motion generation quality by learning the proba-
bilistic distribution of motion sequences, conditioned on the textural descriptors.
However, both methods face fundamental limitations.

Conditional denoising motion models are trained to restore corrupted mo-
tion sequences to their original state, guided by textual prompts. These models
operate through two primary mechanisms: diffusion and generative masking.
Diffusion models apply structured Gaussian noise to the original motion data
for corruption [22,37,41,46], whereas generative masked models [14,29] corrupt
motion sequence by substituting selected motion tokens with [MASK] tokens.
The denoising process, followed by motion corruption procedure, considers mo-
tion tokens from both directions, effectively capturing the intricate dependencies
among tokens. This leads to enhanced motion generation quality. Furthermore,
these models inherently ease the motion editing tasks. By selectively corrupt-
ing and recovering motion tokens in areas needing modifications, they ensure
seamless transitions between edited and unedited segments.

While denoising motion models excel in generation quality and editability,
a significant limitation of these models is their usability because these models
depend on prior knowledge of motion length for each text prompt, a requirement
that proves impractical in real-world scenarios. Utilizing incorrect motion lengths
can result in a significant decline in generation quality. To address this fundamen-
tal limitation, conditional motion autoregressive models emerge as a solution, ca-
pable of simultaneously predicting the sequence length and content of generated
motions. Inspired by large language models like GPT [5], motion autoregressive
models sequentially predict one motion token at a time from left to right until
the [END] token is predicted, guided by the textual description [21, 45, 49]. As
a result, the generated motions are not only well aligned with the text inputs
but also appropriately scaled in duration. However, the sequential token decod-
ing of autoregressive models cannot fully capture the dependencies between the

https://exitudio.github.io/BAMM-page
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motion tokens, potentially compromising generation quality, and complicating
the editing process, because edited parts need to be conditioned on the unedited
parts from both directions to ensure overall continuity and coherence.

As previously highlighted, existing text-driven motion generation models en-
counter a comprise among usability, quality of generation, and editability. To
address this challenge, we propose Bidirectional Autoregressive Motion Model
(BAMM), a novel text-to-motion generation framework. It consists of two pivotal
components: a motion tokenizer and a conditional masked self-attention trans-
former. In a two-stage training paradigm, the motion tokenizer performs initial
training based on Vector Quantized Variational Autoencoders (VQ-VAE) [26].
This tokenizer encodes the raw motion sequence into discrete motion tokens
within the latent space leveraging learned codebooks. In the subsequent phase,
motion tokens are randomly masked out. A conditional masked self-attention
transformer is then trained to autoregressively predict these masked tokens,
adopting the causal attention masking strategy. This strategy is largely departing
from the traditional [MASK] token replacement approach in generative masked
models. In particular, it does not substitute the input motion tokens with [MASK]
tokens. Instead, it adjusts the attention score matrix according to both unidi-
rectional and bidirectional causal masks. The unidirectional causal mask enables
adaptive prediction of [END] token based on text prompts, while bidirectional
causal mask forces the model to predict the next motion token not only based
on past tokens but also conditioned on future unmasked tokens. This facilitates
bidirectional autoregressive training for enhanced predictive capabilities.

Table 1: Comparison of quality and capability of generation on text-to-motion to
state-of-the-art models on the largest text-to-motion dataset [16]. ‘✓’ means capability
while ‘✗’ is not. "Predict Length" denotes the ability to generate motion without prior
knowledge of motion length. "Input Length" refers to the ability to take input length
as a constraint, while "Edit" indicates motion editability. Since MMM and MoMask
require ground-truth motion length as input, we use predicted motion length from
pretrained length estimator by [16]. The lowest FID score means the best overall quality
of the generated motion, ensuring that its authenticity and naturalness is very close
to the ground-truth human movements. High R-precision and low MM-dist means
accurate alignment between the generated motion and the text prompts.

Methods Top-1 ↑ FID ↓ MM-Dist ↓ Predict Length Input Length Edit

T2M-GPT 0.491 0.116 3.118 ✓ ✗ ✗

AttT2M 0.499 0.112 3.038 ✓ ✗ ✗

MMM 0.504 0.080 2.998 ✗ ✓ ✓

MoMask 0.522 0.090 2.945 ✗ ✓ ✓

BAMM (Ours) 0.525 0.055 2.919 ✓ ✓ ✓

By unifying masked and autoregressive prediction during training, BAMM
captures rich and bidirectional dependencies among motion tokens, while learn-
ing a direct probabilistic mapping from textual inputs to motion outputs with
dynamically-adjusted motion sequence length. Leveraging such unique feature,
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we propose cascaded motion generation during inference, where BAMM first
leverages unidirectional autoregressive decoding to implicitly predict motion se-
quence length and generate coarse-grained motion sequence. Such motion se-
quence is then refined by masking and regenerating a portion of motion tokens
in a bidirectional autoregressive fashion. This feature allows BAMM to achieve
high-quality motion generation with high usability. Moreover, BAMM naturally
supports zero-shot motion editing without specially being trained for such task.
By treating the masked motion tokens as the contents that need editing, BAMM
can predict the masked tokens based on the surrounding context and the text
description. Our main contributions can be summarized as follows.

– We introduce the bidirectional autoregressive motion model, which is a novel
text-to-motion generation framework. It effectively harnesses the comple-
mentary benefits of denoising and autoregressive models, thus simultane-
ously achieving high-quality motion generation with enhanced usability and
innate motion editability, as showcased in Fig. 1 and Table 1.

– We demonstrate that our model outperforms current state-of-the-art meth-
ods qualitatively and quantitatively on two standard text-to-motion gener-
ation datasets, HumanML3D [16] and KIT-ML [30].

– We showcase that our model supports a variety of motion editing tasks in
the zero-shot manner without specially training for these tasks, including
motion inpainting, outpainting, prefix prediction, suffix completion, and long
sequence generation.

2 Related Work

Motion Synthesis with Latent Space Alignment. Early text-to-motion
approaches typically adopt a two-stage scheme: learning separate latent repre-
sentations for text and motion sequences, followed by latent space alignment
using distance losses like cosine similarity or KL divergence [2, 16, 27,28, 36,42].
For example, Language2Pose [2] aimed to establish a shared latent space for
both language descriptions and motion sequences. MotionCLIP [36] simplified
this concept by incorporating stylization and diversity techniques, leveraging
the pre-trained text-image latent space of the CLIP model [32]. However, this
strategy inherently struggles with generating high-fidelity motions due to the
difficulty of perfectly aligning these inherently disparate latent spaces.

Conditional Denoising Motion Model. Inspired by the success of de-
noising diffusion models (DDMs) [19,35] in text-to-image and text-to-video gen-
eration [18, 25, 33, 34], diffusion models have been applied for text-to-motion
generation. MDM [37], MotionDiffuse [46], MLD [8], and FRAME [22] are the
representative examples. Meanwhile, BERT-type masked generative models have
shown their success in both text generation tasks, e.g., Q&A and language trans-
lations [9,12,31], and text-to-image synthesis [6,7,10,39,43,47,48]. Following this
trend, MMM [29] and MoMask [14] are recent attempts to propose conditional
masked motion modeling to enable high-fidelity motion synthesis that is precisely
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aligned with text prompts. Both diffusion and generative masked modeling share
the same principle: “denoising” corrupted data [3]. Meanwhile, they also face the
same usability limitation: they require prior knowledge of the motion sequence
length for the denoising process. This length information is obtained either by
intuitive guess from users or via a separately pre-trained predictor that pre-
dicts the motion length distribution based on the input text prompts [16]. Both
approaches, however, lead to significant motion quality degradation as demon-
strated in the experiments section. This is because the distributions of motion
length and motion contents are inherently coupled, which need to be jointly
aligned with the textual context.

Conditional Autoregressive Motion Model. The autoregressive motion
models, such as T2M-GPT [45], AttT2M [49], and MotionGPT [21], can effec-
tively address the usability challenge faced by denoising models because they
follow the GPT-type training and inference [5] to implicitly predict motion se-
quence length by generating the [END] token conditioned on both previously
generated motion tokens and text inputs. However, the limitation of these mod-
els lies in their use of causal attention for unidirectional and sequential motion
token prediction. This practice not only hinders model’s motion editability but
also jeopardizes motion generation quality. To address this limitation, we pro-
pose the first bidirectional autoregressive modeling approach for human motion
generation, which draws inspiration from the self-attention masking employed
by large language model pretraining [11,38].

3 Method
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Fig. 2: Overall architecture of BAMM. (a) Motion Tokenizer encodes the raw
motion sequence into discrete motion tokens according to a learned codebook. (b)
Masked Self-attention Transformer learns to sequentially predict next tokens con-
ditioned on text embedding from CLIP model and future unmasked tokens. Masked
self-attention mechanism unifies autoregressive model and generative masked motion
via bidirectional and unidirectional causal masks.

Our objective is to create a text-to-motion synthesis framework that simul-
taneously achieves high-quality motion generation with enhanced usability and
innate motion editability. Towards this goal, our framework, as illustrated in
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Fig. 2, consists of two key components: motion tokenizer that compresses and
converts raw 3D human motion into a sequence of discrete motion tokens in the
latent space (Section 3.1) and conditional masked self-attention transformer that
leverages unidirectional and bidirectional casual masks to integrate autoregres-
sive model and generative masked model into a unified framework (Section 3.2).
The training procedure follows a hybrid attention masking strategy, where the
two causal masks are applied randomly and the model is forced to reconstruct the
motion sequence under both cases (Section 3.3). The cascaded motion decoding
is introduced for motion generation during the inference phase. It uses unidi-
rectional autoregressive decoding to jointly predict motion sequence length and
its contents, which are refined via bidirectional autoregressive decoding (Section
3.4).

3.1 Motion Tokenizer

The objective of this stage is to learn the discrete representation of motion by
quantizing the embedding z from the output of the encoder into codebook C. We
first pretrain a motion tokenizer based on VQ-VAE [26]. In particular, given a
motion sequence M = [m1,m2,m3, ...,mτ ] where m ∈ RD, τ is the total frames
of motion, and D is the dimension of the 3D pose in each frame, encoder is used
to encode motion M to the latent embedding z ∈ Rt×d with a downsampling
rate of τ/t. The embedding z is quantized into codes c ∈ C. Codebook C =
{γk}Kk=1 contains K number of codes. The nearest Euclidean distance between
the embedding z and the code of vector is computed by ẑi = argminj ∥z− Cj∥22.
The loss function is defined as

LV Q = ∥ sg(z)− e∥22 + β∥z− sg(e)∥22, (1)

where sg(·) is the stop-gradient operator, β refers the hyper-parameter for com-
mitment loss. The loss function is optimized via a straight-through gradient
estimator. We apply exponential moving average for codebooks update and code-
book reset by following [45] [14] [29].

3.2 Conditional Masked Self-attention Transformer

Our model employs a standard multi-layer transformer, whose inputs are the
concatenation of the motion tokens x1:t from the tokenizer with t as the se-
quence length, the text embedding x0 from the pre-trained CLIP model [32],
and the [END] token xt+1 that serves as the indicator of the motion’s endpoint.
The input tokens x0:t+1 are masked out strategically. Different from generative
masked models, we do not replace the input tokens with [MASK] ones. Instead,
we adopt causal attention mask M as shown in Fig. 2 (b) to specify the atten-
tion relations among the input tokens. In particular, the token in the masked
areas, indicated by ■, can be attended to itself, all the tokens on its left, and
the unmasked tokens on its right. The unmasked token can be attended to by
other unmasked tokens in both directions. In particular, we employ two causal
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masks: the unidirectional one, where only text token is unmasked and all other
tokens are in the masked areas, and the bidirectional one, where text and [END]
tokens are unmasked, while a random number of motion tokens are put into
the masked areas. Consequently, Masked Self-attention Transformer retains the
causal aspect of autoregressive motion generation while also being capable of
conditioning on future tokens. The output of masked self-attention is as follows:

Attention = Softmax

(
QKT

√
dk

+ M
)
· V (2)

where Q, K, and V, indicate queries, keys, and values respectively while dk
represents the dimension of queries and keys. The self-attention mask M ∈
R(t+1)×(t+1) is assigned to zero in the positions where attention is allowed, and
to negative infinity otherwise. Adding negative infinity forces attention score to
be zero after Softmax(·) operation. Therefore, bidirectional causal mask M bc

can be written as

Mij =

{
0, where (i ≥ j ∧ i /∈ U) ∨ (j ∈ U)
−∞, otherwise (3)

where i, j ∈ [0, 1, 2, . . . , t+1] is the index of query Q and key K. U = [u0, u1, ...]
contains the indices of unmasked tokens. The unidirectional causal mask Muc is
a special case of the bidirectional one when U = ∅.

3.3 Training: Hybrid Attention Masking

Given a discrete representation of the motion sequence x1:t, our model is trained
to reconstruct the motion sequence, conditioned on the text token x0 under
both unidirectional and bidirectional causal masking strategies, i.e., Muc and
M bc. The reconstruction probability of each motion token under each masking
case is pθ(xi | Muc) and pθ(xi | M bc), respectively. The training objective is to
minimize the negative log-likelihood of the motion sequence prediction

Lhybrid = − E
X∈p(X)

λ ∑
∀i∈[1,t]

log pθ(xi | Muc) + (1− λ)
∑

∀i∈[1,t]

log pθ(xi | Mbc)

 . (4)

where λ is the probability of selecting unidirectional causal mask. Through ex-
periments, we found λ = 0.5 yields best performance. In addition, when bidirec-
tional causal mask is selected, we randomly put 50% − 100% motion tokens in
the masked areas.

3.4 Inference: Cascaded Motion Decoding

To generate motion sequence during inference phase, dual-iteration cascaded de-
coding is introduced. In the first iteration, autoregressive decoding is applied,
where the motion tokens are sequentially and stochastically sampled according
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Fig. 3: Inference: Dual-iteration Cascaded Motion Decoding. In the first iteration,
autoregressive decoding is applied by adopting unidirectional causal mask to generate
coarse-grained motion and predict motion sequence length. In the second iteration,
bidirectional autoregressive decoding is performed via bidirectional causal mask to
removing and repredicting low-confidence motion tokens autoregressively.

to unidirectional prediction distribution pθ(xi | Muc), concluding upon predict-
ing the [END] token. Since autoregressive decoding could accumulate prediction
errors from the previously generated tokens, the generated motion sequence is
refined in the second iteration by masking out a subset of motion tokens and
then resampling these masked tokens according to the bidirectional prediction
distribution pθ(xi | M bc). In this refinement iteration, [END] is positioned where
it was predicted in the first iteration. The model can attend to unmasked tokens
in all directions to re-predict low-confidence tokens based on rich surrounding
context. The choice of masking strategies has an impact on the refinement gain,
which is evaluated in Section 6.

Hybrid Classifier-free Guidance. At training time, we randomly drop
textual tokens to teach the model to generate motion unconditionally. During
inference, we apply classifier-free guidance (CFG) [20] for cascaded motion de-
coding. In particular, we generate the final motion sequence by a linear com-
bination of the conditioned logits ℓc and unconditional logits ℓu with guidance
scale s as

ℓg = (1 + s) · ℓc − s · ℓu. (5)

We apply different CFG scale s for each iteration during cascaded decoding. The
effectiveness of CFG in each iteration is evaluated in Section 5.

Residual Motion Refinement. To further enhance motion generation
quality, the motion sequence yielded from cascaded decoding can be refined
by another refinement transformer based on residual vector quantization (RVQ)
[44]. By utilizing RVQ, the raw motion sequence is encoded into multiple token
sequences in the latent space. Each token sequence is generated by a separate
quantizer and each quantizer encodes the quantization error left by the previ-
ous quantizer. As a result, the token sequence from the first quantizer encodes
the most of information of the original motion sequence. The rest of the to-
ken sequences from other quantizers only encode quantization errors. Through
RVQ, information loss can be minimized during the embedding quantization pro-
cess. As a result, our masked self-attention transformer is used to generate the
most informative token sequence from the first quantizer. Using this sequence
as input, another refinement transformer is trained to predict the remaining to-
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Fig. 4: Residual Motion Refinement. The residual vector quantization encodes the raw
motion sequence into multiple token sequences in different colors (left). The base to-
ken sequence from the first vector quantizer is generated via cascaded decoding by
masked self-attention transformer. The base token sequence is used as the input of
the refinement transformer to predict the residual token sequences from other quan-
tizers. The combined sequences are fed into tokenizer’s decoder for motion generation.
The refinement transformer shares the same architecture as the masked self-attention
transformer with a full attention mask(right).

ken sequences, which are merged into a single token sequence for final motion
decoding. This RVQ-based refinement has been adopted by audio generation
models [4, 11, 40] and recently demonstrates its benefits in motion generation
task [14].

3.5 Motion Editability

The autoregressive approach naturally lacks the ability for temporal motion
editing as it cannot leverage future motion tokens. In contrast, BAMM enables
temporal motion editing through its bidirectional causal mask, which allows the
model to access information from all directions of the conditioned tokens. Conse-
quently, temporal motion editing becomes achievable by merely applying masked
attention to the positions that require medications. We illustrate various editing
tasks, i.e. motion inpainting (in-betweening), outpainting, prefix prediction, and
suffix completion qualitatively and quantitively in Fig. 7 and Table 5. BAMM
also allows us to generate the arbitrarily long motion sequence according to a
sequence of text prompts, which is showcased in Supplementary Material.

4 Experiments

In this section, we provide a comprehensive evaluation along with empirical
results for our proposed motion generation model, BAMM. In Section 4.1, we
adhere to standard evaluation protocols on two datasets, demonstrating that
our model outperforms current state-of-the-art methods both quantitatively and
qualitatively. Furthermore, in Section 4.2, we showcase our predictive length and
editing capabilities in comparison to state-of-the-art methods. The results reveal
the robust performance of our model, displaying its effectiveness even in cases
without prior information about motion length.
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Datasets. We evaluated our model using the evaluation protocol proposed
by [16] for text-driven motion generation with two datasets. KIT-ML dataset
contains 3,911 motion sequences, each with one to four textual annotations,
amounting to a total of 6,278 annotations. These motion sequences are derived
from the KIT and CMU motion [1] databases and have been adjusted to 12.5
FPS. The dataset is divided into training, validation, and testing sets, with pro-
portions of 80%, 5%, and 15% respectively. HumanML3D dataset includes a
wide variety of human activities, such as exercise and dancing, and consists of
14,616 motion sequences paired with 44,970 textual descriptions. These descrip-
tions come from a vocabulary of 5,371 unique words. The motion sequences,
sourced from AMASS [24] and HumanAct12 [17], have been standardized to 20
FPS and are limited to a maximum duration of 10 seconds, with the actual
lengths varying between 2 to 10 seconds. Each sequence is accompanied by at
least three descriptive annotations, averaging 12 words in length.

Evaluation Metrics. We adopt the standard evaluation framework from
T2M [16], employing pre-trained models that encode text and motion informa-
tion to evaluate text and motion tokens in the embedding space. R-precision
(Top-1, 2, 3 accuracy) measures how well the generated motions align with the
text prompts, while Multimodal Distance (MM-Dist) quantifies the distance be-
tween generated and ground-truth motions in a shared feature space. Frechet
Inception Distance (FID) assesses the statistical similarity between the feature
distributions of generated and real motions. Additionally, we evaluate diversity
(the average Euclidean distance between random motion pairs) and multimodal-
ity (the average variance across Euclidean distances between generated motion
pairs for a single prompt) to capture the range of possible motion interpretations
and their consistency with the text description.

4.1 Comparison to State-of-the-art Approaches

Quantitative Results. We evaluate our model on the HumanML3D [16] and
KIT-ML [30] datasets, reporting the results in Table 2 and 3, respectively, in com-
parison to state-of-the-art methods. Following the standard evaluation protocol
from [16], we report the average of 20 generations with a 95% confidence inter-
val. Our model consistently outperforms other methods in terms of R-precision,
FID, and MM-Distance, while maintaining comparability in terms of Diversity
and Multimodal Distance, which typically represent the trade-off between high
quality and diversity. This suggests that our model generates very high-quality
outputs while retaining a good degree of diversity. Moreover, whereas most mod-
els utilize the ground truth length for evaluation, our model supports both pre-
dicted length and takes length as an input, outperforming other methods in both
scenarios. We further investigate the effect of a separate length estimator which
can significantly impact performance in Section 4.2.

Qualitative Results. Fig. 5 presents a qualitative comparison with T2M-
GPT [45], MoMask [14], and MDM [37]. BAMM and T2M-GPT generate motion
without requiring input length. Despite this, BAMM accurately generates motion
from textual descriptions even without input length. We utilize a pre-trained
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Table 2: Comparison of text-conditional motion synthesis on HumanML3D
[16] test set. We repeat the evaluation 20 times for each metric and report the average
with 95% confidence interval. Red and Blue indicate the best and the second best result.
Methods with gray highlight § report motion generation results using the ground-truth
motion length.

Methods R-Precision ↑ FID ↓ MM-Dist ↓ Diversity ↑ MModality ↑Top-1 ↑ Top-2 ↑ Top-3 ↑
Hier [13] 0.301±.002 0.425±.002 0.552±.004 6.523±.024 5.012±.018 8.332±.042 -
TEMOS§ [27] 0.424±.002 0.612±.002 0.722±.002 3.734±.028 3.703±.008 8.973±.071 0.368±.018

TM2T [15] 0.424±.003 0.618±.003 0.729±.002 1.501±.017 3.467±.011 8.589±.076 2.424±.093

T2M [16] 0.455±.003 0.636±.003 0.736±.002 1.087±.021 3.347±.008 9.175±.083 2.219±.074

MDM§ [37] 0.320±.005 0.498±.004 0.611±.007 0.544±.044 5.566±.027 9.559±.086 2.799±.072

MotionDiffuse§ [46] 0.491±.001 0.681±.001 0.782±.001 0.630±.001 3.113±.001 9.410±.049 1.553±.042

MLD§ [8] 0.481±.003 0.673±.003 0.772±.002 0.473±.013 3.196±.010 9.724±.082 2.413±.079

Fg-T2M§ [41] 0.492±.002 0.683±.003 0.783±.002 0.243±.019 3.109±.007 9.278±.072 1.614±.049

M2DM§ [23] 0.497±.003 0.682±.002 0.763±.003 0.352±.005 3.134±.010 9.926±.073 3.587±.072

T2M-GPT [45] 0.491±.003 0.680±.003 0.775±.002 0.116±.004 3.118±.011 9.761±.081 1.856±.011

AttT2M [49] 0.499±.003 0.690±.002 0.786±.002 0.112±.006 3.038±.007 9.700±.090 2.452±.051

MMM§ [29] 0.515±.002 0.708±.002 0.804±.002 0.089±.005 2.926±.007 9.577±.050 1.226±.035

MoMask§ [14] 0.521±.002 0.713±.003 0.807±.002 0.045±.002 2.958±.008 − 1.241±.040

BAMM (ours) 0.525±.002 0.720±.003 0.814±.003 0.055±.002 2.919±..008 9.717±.089 1.687±.051

BAMM§ (ours) 0.522±.003 0.715±.003 0.808±.003 0.055±.002 2.936±.077 9.636±.009 1.732±.055

Table 3: Comparison of text-conditional motion synthesis on KIT-ML [30]
test set. We repeat the evaluation 20 times for each metric and report the average with
95% confidence interval. Red and Blue indicate the best and the second best result.
Methods with gray highlight § report ground-truth motion length for generation.

Methods R-Precision ↑ FID ↓ MM-Dist ↓ Diversity ↑ MModality ↑Top-1 ↑ Top-2 ↑ Top-3 ↑
Hier [13] 0.255±.006 0.432±.007 0.531±.007 5.203±.107 4.986±.027 9.563±.072 -
TEMOS§ [27] 0.353±.006 0.561±.007 0.687±.005 3.717±.051 3.417±.019 10.84±.100 0.532±.034

TM2T [15] 0.280±.005 0.463±.006 0.587±.005 3.599±.153 4.591±.026 9.473±.117 3.292±.081

T2M [16] 0.361±.006 0.559±.007 0.681±.007 3.022±.107 3.488±.028 10.72±.145 2.052±.107

MDM§ [37] 0.164±.004 0.291±.004 0.396±.004 0.497±.021 9.191±.022 10.85±.109 1.907±.214

MotionDiffuse§ [46] 0.417±.004 0.621±.004 0.739±.004 1.954±.064 2.958±.005 11.10±.143 0.730±.013

MLD§ [8] 0.390±.008 0.609±.008 0.734±.007 0.404±.027 3.204±.027 10.80±.117 2.192±.071

Fg-T2M§ [41] 0.418±.005 0.626±.004 0.745±.004 0.571±.047 3.114±.015 10.93±.083 1.019±.029

M2DM§ [23] 0.416±.004 0.628±.004 0.743±.004 0.515±.029 3.015±.017 11.417±.97 3.325±.37

T2M-GPT [45] 0.402±.006 0.619±.005 0.737±.006 0.717±.041 3.053±.026 10.86±.094 1.912±.036

AttT2M [49] 0.413±.006 0.632±.006 0.751±.006 0.870±.039 3.039±.021 10.96±.123 2.281±.047

MMM§ [29] 0.404±.005 0.621±.005 0.744±.004 0.316±.028 2.977±.019 10.910±.101 1.232±.039

MoMask§ [14] 0.433±.007 0.656±.005 0.781±.005 0.204±.011 2.779±.022 - 1.131±.043

BAMM (ours) 0.438±.009 0.661±.009 0.788±.005 0.183±.013 2.723±.026 11.008±.094 1.609±.065

BAMM (ours)§ 0.436±.007 0.660±.006 0.791±.005 0.200±.011 2.714±.016 10.914±.097 1.517±.058

length estimator from [16] for MoMask [14] and MDM [37]. Notably, BAMM
generates motion accurately aligned with the provided text, whereas T2M-GPT
and MoMask produce erroneous motion, and MDM generates entirely inaccurate
motion. Additional visualizations for BAMM are shown in Fig. 6, indicating its
ability to generate high detail such as complex trajectories and interactions with
invisible objects. Moreover, Fig. 7 demonstrates BAMM’s capability in various
temporal editing tasks, including inpainting, outpainting, prefix, and suffix.
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a person is performing lunges

BAMM  (Ours) T2M-GPT MoMask MDM

the person was pushed but did not fall
correct lunges posture

pushed but didn't fall

Fig. 5: Visualization comparison of textual to motion to state-of-the-art methods.
BAMM and T2M-GPT do not require motion length as an input. We use a pre-trained
length estimator from [16] for MoMask and MDM. BAMM generates higher quality
and is more correlated with textual descriptions.

person walks then steps over something​ a person walks forward up stairs​ a person walks in a circle continuously

Fig. 6: Visualization of text-to-motion generation by BAMM. BAMM can generate
high-quality motion with complex descriptions, such as intricate trajectories and inter-
actions with invisible objects.

4.2 Length Prediction and Editablity

Predict Length vs ground truth length. In real-world scenarios, the ground
truth length is often unknown. Many methods cannot predict length autonomously.
Consequently, they evaluate using ground truth length, indicated by gray high-
light § in Table 2 and Table 3. We illustrate the impact of inaccurate length
prediction by comparing our model to state-of-the-art denoising models that re-
quire motion length as an input, such as MoMask and MMM. In particular, both
models take the estimated length obtained from a standalone length predictor
pretrained on the HumanML3D dataset [16]. Table 4 reveals that the predicted
length significantly worsens MoMask’s FID score, from 0.045 to 0.090, while
MMM’s R-precision Top1 drops from 0.515 to 0.504. In contrast, our BAMM
not only maintains the best performance but also outperforms MMM and Mo-
Mask in both scenarios.

Editability. We conduct experiments in four temporal editing tasks, namely
inpainting (in-betweening), outpainting, prefix, and suffix, comparing them with
MDM [37] and MoMask [14] on the HumanML3D dataset. Inpainting is eval-
uated by generating 50% of the motion sequence given the first and last 25%.
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a man wobbles while walking forward

a person gets on their 
hands and knees and crawls

 forwards, then stands

a person walks forward up 
stairs and then climb down​​ hands in fighting position while 

the left foot kicks aggressively up​

the body is walking backwards carefully d) Suffix c) Prefix 
a person walks forward.

a person jump in
 place carefully 

 a person  is crawling

a) Inpainting  b) Outpainting 

Fig. 7: Visualization of temporal editing tasks, inpainting (in-betweening), outpaint-
ing, prefix, and suffix where blue indicates conditioned motion and red refers to gen-
erated parts.

Table 4: Comparison of text-conditional motion synthesis using predicted
and ground truth length on HumanML3D [16] dataset

Length Methods R-Precision ↑ FID ↓ MM-Dist ↓ Diversity ↑ MModality ↑Top-1 ↑ Top-2 ↑ Top-3 ↑
Ground MMM 0.515 0.708 0.804 0.089 2.926 9.577 1.226
Truth MoMask 0.521 0.713 0.807 0.045 2.958 - 1.241

BAMM (Ours) 0.522 0.715 0.808 0.055 2.936 9.636 1.732

MMM 0.504 0.696 0.794 0.080 2.998 9.411 1.164
Predicted MoMask 0.522 0.715 0.811 0.090 2.945 9.647 1.239

BAMM (Ours) 0.525 0.720 0.814 0.055 2.919 9.717 1.687

Outpainting is its opposite counterpart. Prefix is conditioned by the first 50% of
the ground truth motion and generates the remaining portion. Similarly, suffix
operates in the reverse manner. Note that editing tasks require prior knowledge
of conditioned motion and motion length, for which MDM and MoMask are
specifically designed. Despite this, Table 5 shows that our model significantly
outperforms MDM in all editing tasks and surpasses MoMask in outpainting,
while performing equally well in the other tasks.

Table 5: Evaluation on temporal editing tasks on HumanML3D [16] dataset

Tasks Methods R-Precision ↑ FID ↓ MM-Dist ↓ Diversity ↑Top-1 ↑ Top-2 ↑ Top-3 ↑
Temporal Inpainting MDM 0.391 0.578 0.692 2.362 3.859 8.014
(In-betweening) MoMask 0.534 0.727 0.82 0.04 2.878 9.64

BAMM 0.535 0.729 0.821 0.056 2.863 9.629

Temporal Outpainting MDM 0.415 0.613 0.727 2.057 3.619 8.199
MoMask 0.531 0.726 0.818 0.057 2.889 9.619
BAMM 0.535 0.73 0.822 0.056 2.856 9.659

Prefix MDM 0.42 0.613 0.725 1.46 3.563 8.312
MoMask 0.536 0.73 0.822 0.06 2.875 9.607
BAMM 0.532 0.727 0.821 0.058 2.868 9.612

Suffix MDM 0.403 0.597 0.711 2.562 3.731 8.088
MoMask 0.532 0.726 0.819 0.052 2.881 9.659
BAMM 0.527 0.72 0.814 0.05 2.891 9.721

5 Ablation Study

In the ablation study, we study the impacts of the adaptive classifier-free guid-
ance scales in each iteration of the Masked Self-attention Transformer, the mask-
ing strategy, and the number of iterations, as shown in Table 6.

Adaptive Classifier-Free Guidance Scales (CFG): We conducted ex-
periments with different CFG values for both the first and second iterations and
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Table 6: Ablation Study
Ablations Types R-Precision ↑ FID ↓ MM-Dist ↓ Diversity ↑ MModality ↑Top-1 ↑ Top-2 ↑ Top-3 ↑

1st iter 2nd iter

CFG=2 CFG=3 0.517 0.711 0.805 0.105 2.956 9.84 1.907
CFG of CFG=3 CFG=3 0.521 0.714 0.808 0.07 2.944 9.777 1.766

1st iteration CFG=4 CFG=3 0.525 0.72 0.814 0.055 2.919 9.717 1.687
CFG=5 CFG=3 0.522 0.716 0.81 0.052 2.927 9.647 1.691
CFG=6 CFG=3 0.52 0.713 0.81 0.06 2.94 9.621 1.697

CFG=4 CFG=1 0.521 0.716 0.81 0.058 2.943 9.743 1.744
CFG of CFG=4 CFG=2 0.524 0.719 0.814 0.057 2.924 9.752 1.698

2nd iteration CFG=4 CFG=3 0.525 0.72 0.814 0.055 2.919 9.717 1.687
CFG=4 CFG=4 0.522 0.719 0.812 0.056 2.924 9.691 1.698
CFG=4 CFG=5 0.521 0.717 0.812 0.065 2.931 9.638 1.735

50% of low confidence 0.525 0.72 0.813 0.065 2.921 9.732 1.67
Mask confidence < .5 0.525 0.718 0.81 0.064 2.923 9.765 1.656

Strategy suffix 0.519 0.715 0.81 0.052 2.943 9.683 1.841
%2=0 0.525 0.72 0.814 0.055 2.919 9.717 1.687

# of 1 iteration 0.524 0.718 0.812 0.064 2.926 9.720 1.644
iterations 2 iterations 0.525 0.720 0.814 0.055 2.919 9.717 1.687

3 iterations 0.525 0.719 0.814 0.055 2.917 9.727 1.69

found that CFG=4 in the first iteration and CFG=3 in the second iteration
works best. Although CFG=5 in the first iteration yields a better FID score, the
other scores are worse. Mask Strategy: The first strategy, “50% of low confi-
dence”, applies mask attention on 50% of the lowest confident positions from the
first iteration. Similarly, “confidence < .5” uses low confidence but sets a thresh-
old, masking out positions where confidence is below 0.5. Specifically, the former
strictly masks out 50% of the total token sequence while the latter masks the
token with a confidence lower than .5. “Suffix” strategy masks out the first 50%
of the token sequence, utilizing the remaining 50% as condition tokens. Lastly,
“%2=0” strategy masks every other token. BAMM produces decent performances
across the tested masking strategies while the simple masking of every other to-
ken works the best. Number of Iterations: We conducted experiments with
one to three iterations. “1 iteration” refers to the first iteration, as described in
3.4, which utilizes a unidirectional causal mask. Similarly, “2 iterations” involves
applying bidirectional causal mask to the Masked Self-attention Transformer to
re-predict the tokens from the first iteration, as illustrated in 3. In “3 iterations”,
we repeat the second iteration (bidirectional causal mask) but apply masks to
1/3 of the sequence to re-predict the motion tokens instead. The experiments
indicate that “2 iterations” clearly demonstrate improvement over one iteration,
while “3 iterations” do not significantly improve upon “2 iterations”. This suggests
that “2 iterations” are sufficient.

6 Conclusion

We introduce the Bidirectional Autoregressive Motion Model (BAMM), a novel
framework for text-to-motion generation. BAMM combines a motion tokenizer,
which encodes 3D human motion into discrete latent tokens, with a masked self-
attention transformer that autoregressively predicts the masked tokens through a
masked casual attention approach. BAMM integrates of generative masked and
autoregressive modeling into an unified framework, This features allows it to
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understand complex motion relationships and precisely map text inputs to high-
quality motion outputs with adaptively adjusted sequence lengths. Our extensive
testing on HumanML3D and KIT-ML datasets confirms BAMM’s superiority in
both qualitative and quantitative evaluations over existing methods.
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BAMM: Bidirectional Autoregressive Motion Model

Supplementary Material

A Overview

The supplementary material is organized into the following sections:

– Section B: Length prediction vs length restriction
– Section C: Length diversity with high-quality motion generation.
– Section D: Temporal Motion Editing
– Section E: Implementation Details
– Section F: Limitation

B Length prediction vs length restriction

5 6

1 3 42

1 3 42

T 5 6

CLIP

"A person runs in a straight line"

Masked Self-attention
Transformer

M
E

E

Fig. 8: Generate motion with length constrain by input [END] as a condition and
remove [END] output prediction.

Length prediction. Naturally, BAMM has the ability to predict the [END]
token to stop generating when it seems appropriate which automatically predicts
the correlated motion length from previous token conditions without relying on
an external length estimator as shown in the first iteration of Fig. 3.

Length restriction. In tasks such as temporal motion editing that require
specific motion lengths, our model can generate motion constrained by input
motion length. This is achieved by applying the [END] token as an input condi-
tion to constrain where generation should stop. During training, the [END] token
is already randomly conditioned. However, in this scenario, [END] serves as an
input condition rather than an output prediction. To ensure uninterrupted gen-
eration until reaching the desired length without prematurely stopping due to
[END] predictions, we force the model to predict only the K indices of the code-
book, explicitly excluding [END] predictions from the output logits. Therefore,
the first iteration in Fig. 3 can be modified to Fig. 8.
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C Length diversity with high-quality motion generation

The benefit of our BAMM model’s integrated length predictor is that it en-
hances motion realism and quality, as the model can re-evaluate every iteration.
Additionally, the generated length is of a broader range, reflecting the diver-
sity of motion while being correlated with the currently generated motions. The
histogram in Fig. 9 illustrates various motion token lengths generated from the
same textual description. For each textual description example, we generate 1000
samples and calculate the probability density of the predicted number of token
lengths. Given a prompt, the predicted length of BAMM is generally diverse.
The motions involving detailed, lengthy and sequential actions tend to have the
maximum motion length, aligning closely with the ground truth, as shown in
Fig. 9 (b).

(a) person squats all the way to the ground,
then leaps up all the way, raising both hands

above the head. (Real Length: 13)

(b) a person, whose hands is swaying front to
back, is walking in a counter-clockwise circle

while bringing their knees up as they
walk. (Real Length: 48)

(c) a person does a dribbling motion with their
left hand while walking forward on a

diagonal (Real Length: 15)

(d) a person is dancing with expressive arm
movement and then jumps forward (Real

Length: 30)

(e) the person is jumping with his hands up.
(Real Length: 18)

(f) a person takes a jump sideways to their left.
(Real Length: 19)

(g) going upward link on the step and after
wards get downward on the step.

(Real Length: 44)

(h) person is walking in an unbalanced and
silly way (Real Length: 49)

Fig. 9: Histogram of motion token lengths. 1000 motions are generated for each textual
description to calculate the estimated probability density of the token length. The
corresponding lengths from the dataset HumanML3D [16] are called Real Length and
highlighted in blue text. The length of motion is four times the token length.

In contrast, the models that rely on separated length estimators not only
suffer from inaccurate motion length, but also lack diversity in the generated
motions. We demonstrate this effect on the experiment with a pre-trained length
estimator from [16] for MMM [29] and MoMask [14], both of which require input
length methods. To investigate the impact of length diversity on the quality of
generated motion, we compare the motion generation performance under two
motion length sampling strategies: top-1 sampling and multinomial sampling In
Table 4. The top-1 sampling always chooses the motion length predicted with
the highest probability or confidence by the length estimator. Multinomial sam-
pling generates random motion length drawn from the prediction probability or
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confidence distribution. As shown in Fig. 9, both MMM and MoMask experi-
ence degraded performance in terms of R-precision and FID when multinomial
sampling is adopted. This is because multinomial sampling can generate diverse
motion lengths that the models cannot adapt to.

Table 7: Comparison of text-conditional motion synthesis using different
length samping stategies on HumanML3D [16] dataset

Methods R-Precision ↑ FID ↓ MM-Dist ↓ Diversity ↑ MModality ↑Top-1 ↑ Top-2 ↑ Top-3 ↑
MMM Top-1 0.504 0.696 0.794 0.080 2.998 9.411 1.164
MMM Multinomial 0.492 0.685 0.782 0.099 3.063 9.319 1.18

MoMask Top-1 0.522 0.715 0.811 0.090 2.945 9.647 1.239
MoMask Multinomial 0.520 0.713 0.809 0.120 2.957 9.731 1.235

BAMM (Ours) 0.525 0.720 0.814 0.055 2.919 9.717 1.687

Crouch WalkCrouch + Walk (More Walk)

156 frames

Crouch + Walk (More Crouch)

196 frames

156 frames

184 frames

then

156 frames

Walk and then crouch 
(wrong order)

No crouch 

No crouch 

184 frames

No Walk

BAMM

MoMask

MMM

the person crouches and walks forward.

184 frames

Fig. 10: Visualization comparing different input lengths to state-of-the-art methods
with the prompt "the person crouches and walks forward." with ground truth length
of 196 frames. BAMM generates diverse motions correlated with various lengths while
MMM and MoMask are sensitive to the different length inputs.

In Fig. 10, we demonstrate how a single prompt can lead to variations in mo-
tion, showcasing the diversity of motion correlated with different lengths. Using
the textual description "the person crouches and walks forward.", we observe
different interpretations of the motion generated by BAMM. For instance, the
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first and last samples show variations such as ’crouching while walking forward,’
with the last sample exhibiting a deeper crouch. In contrast, the middle sample
depicts separate actions of ’crouching’ and ’walking forward.’ Each sample has
a unique length corresponding to its motion. However, MoMask and MMM are
sensitive to varying lengths, resulting in inaccuracies in their generated motions
when the lengths are not precise.

D Temporal Motion Editing

5 61 3 42 5 61 3 42

5 61 3 42 5 61 3 42

5 64 1 32
5 64 1 32
5 64 1 32

T T
6 T T
6 T T 1

1 2 ... 6 T T 1 2 ... 6 T T 1 2 ... 6 T T 1 2 ... 6

Inpainting Outpainting

Prefix Suffix

Long Motion
Sequence

Fig. 11: Visualization of masking and conditional tokens for five temporal motion
editing tasks: inpainting (in-betweening), outpainting, prefix, suffix, and long motion
sequence. ■ indicates masked positions/areas

Since our BAMM model can utilize conditional tokens as inputs for gener-
ation, temporal motion editing can be accomplished by predicting the tokens
in the masked positions that need modifications, conditioned on the unmasked
tokens and text prompt, as illustrated in Fig. 11. The visualization results are in
Fig. 7. In addition, the editing tasks are performed in the zero-shot manner. This
means that during the model training, we do not apply any specific masks that
correspond to editing tasks as shown in Fig 11 (left). Instead, we just randomly
put 50%− 100% motion tokens in the masked areas.

a man jump forward.
a person punches as if they are boxing.a figure sits on the chair.

a person is doing a salsa 
dance moving their legs and arms.

a person is stumbling 
while walking.

a person is running forward in a long line.

Transition Transition Transition

TransitionTransition

Fig. 12: Visualization of Long Motion Sequence where blue frames represent individ-
ual motion segments prompted by textual descriptions. Red frames depict the inter-
mediate transitions between these prompted segments, ensuring temporal coherence
across the entire sequence.
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Long Motion Sequence. Generating arbitrarily long motions presents a
challenge due to the limited length of motion data in available datasets such
as HumanML3D [16] and KIT [30], where no sample exceeds a duration of 10
seconds. To tackle this issue, we utilize the trained masked motion model as a
prior for synthesizing long motion sequences without requiring additional train-
ing. Specifically, given a story consisting of multiple text prompts, our model
first generates the motion token sequence for each prompt. Then, it generates
transition motion tokens conditioned on the end of the previous motion sequence
and the start of the next motion sequence.

E Implementation Details

The Motion tokenizer comprises six quantization layers, each with 512 codes and
512 embedding dimensions, along with skip connection and a dropout ratio of
0.2. Both the Masked Self-attention Transformer and Refinement Transformer
consist of a six-layer encoder-only transformer architecture with six heads and
an embedding size of 384. The batch size is set to 512 for both Motion Tokenizer
and Masked Self-attention, while it is 64 for the Refinement Transformer. We
use AdamW for optimization with a learning rate of 2e-4 which decreases by a
factor of ten at 50,000 and 80,000 iterations. A masking ratio of 0.5 is applied
for λ. During training, ground truth input is randomly replaced with random
tokens with a probability of τ = 0.5. For HumanML3D, the CFG scales are set
to 4, 3, and 6 for the first, the second stages, and Residual Motion Refinement,
respectively. For KIT, the corresponding scales are 2, 2, and 6.

F Limitation

While BAMM offers high-quality motion generation, it is important to note that
its processing speed is slower in comparison to parallel decoding methods like
MMM or MoMask. This delay stems from BAMM’s cascaded generation process,
which includes an unidirectional autoregressive decoding process followed by a
bidirectional autoregressive decoding procedure and a residual motion refinement
step. Despite this, it is worth mentioning that BAMM still outperforms motion
space diffusion techniques such as MDM and MotionDiffuse in terms of speed by
a large margin. Additionally, with an average generation time of 0.411 seconds
per sample on an NVIDIA RTX A5000, BAMM remains sufficiently fast for
practical use.


	BAMM: Bidirectional Autoregressive Motion Model

