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#### Abstract

In this paper we propose a resolution to the problem of $\beta$-deforming the non-Gaussian monomial matrix models. The naive guess of substituting Schur polynomials with Jack polynomials does not work in that case, therefore we are forced to look for another basis for superintegrability. We find that the relevant symmetric functions are given by Uglov polynomials, and that the integration measure should also be deformed. The measure appears to be related to the Uglov limit as well, when the quantum parameters $(q, t)$ go to a root of unity. The degree of the root must be equal to the degree of the potential. One cannot derive these results directly, for example, by studying Virasoro constraints. Instead, we use the recently developed techniques of $W$-operators to arrive at the root of unity limit. From the perspective of matrix models this new example demonstrates that even with a rather nontrivial integration measure one can find a superintegrability basis by studying the hidden symmetry of the moduli space of deformations.
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## 1 Introduction

Matrix models are one of the cornerstone subjects of mathematical physics [1]. They appear naturally in various contexts from statistical physics [2], quantum gravity and string theory $[3,4,5]$ to supersymmetric localization of path integrals [6]. They are also interesting to study on their own, as they serve as a playground for methods of quantum field theory and string theory, and often also as a guiding tool for related subjects. One of the key properties of matrix models is their relation to integrability, realized in the form of the well-known slogan partition function are $\tau$-functions. This subject is quite old and well studied [1, 7, 8]. On the other hand a lot of attention has been recently attracted to the phenomenon of superintegrability or put simply exact solvability of matrix models [9, 10, 11, 12, 13, 14, 15]. This property is manifested in the existence of explicit formulas for correlators at finite $N$ for certain types of matrix models. The statement is complementary to the ordinary integrability, i.e. it requires other hidden symmetries apart from
those responsible for KP/Toda integrability of matrix models. Moreover superintegrability extends beyond the integrable cases, therefore it can also be a key to understanding the deformation of standard integrability theory $[16,17,18,19,20,21]$.

This paper is devoted to the construction of new exactly solvable matrix, or rather, eigenvalue models. They are not just interesting as a new example, but also for the kinds of structures that they are related to. For instance, to construct these new examples, we apply our intuition about hidden symmetries responsible for superintegrability. Superintegrability seems to be tied to the theory of characters and in general symmetric functions naturally labeled by partitions. In fact it was discovered recently that the combinatorial nature of the exact solutions for the averages of these symmetric functions has an algebraic structure behind it. In particular, an important role is played by algebras which belong to the family of so-called BPS-algebras [22, 23, 24]. The relevance of representations of the $\mathcal{W}_{1+\infty}$ algebra, the Affine Yangian $Y\left(\hat{\mathfrak{g}}_{1}\right)$ [25, 26, 27, 28] where observed extensively [29, 30]. Superintegrability appears as a consequence of special representations of these algebras with states indexes by partitions. On the one hand, questions arising in matrix models can be used to establish further understanding of these algebras and motivate questions. This path was taken, for example, in [31, 32] where certain commutative subalgebras of $Y\left(\hat{\mathfrak{g}}_{1}\right)$ were identified and were related to novel integrable systems. On the other hand as we demonstrate here one can borrow ideas from the relevant representation theory to extend the notion of superintegrability to new examples.

To be more specific, we remind that matrix models deal with integrals of the kind:

$$
\begin{equation*}
\left\langle f\left(\operatorname{Tr} X^{k}\right)\right\rangle=\int D X \exp (\operatorname{Tr} V(X)) f\left(\operatorname{Tr} X^{k}\right) \tag{1}
\end{equation*}
$$

where the integration goes over a space of matrices of a given kind, and the $V(X)$ function is called the potential. However, in most cases, when talking about generalizations and deformations, one usually represents the model as an integral over eigenvalues. The initial integral is unitary invariant, hence one can switch to integration over eigenvalues. A quite general form of an eigenvalue models will look like:

$$
\begin{equation*}
\langle f(x)\rangle=\int \prod_{i=1}^{N} d x_{i} \prod_{i<j} \mu\left(x_{i}, x_{j}\right) \exp \left(\sum_{i=1}^{N} V\left(x_{i}\right)\right) f(x) . \tag{2}
\end{equation*}
$$

Here the function $\mu\left(x_{i}, x_{j}\right)$ may, in general, depend on the eigenvalues $x_{i}$ 's in quite a complicated manner. In matrix models and a wide class of their generalizations it is a function of differences of eigenvalues, i.e. one has: $\prod_{i<j} \mu\left(x_{i}-x_{j}\right)$. In particular for eigenvalue integrals coming from Hermitian matrix models one has $\mu\left(x_{i}, x_{j}\right)=\left(x_{i}-x_{j}\right)$. However in other cases, among which are the ( $q, t$ )-models, the Uglov model studied here, and, say, the Muttalib-Borodin ensembles [33, 34, 35], these functions can be more complicated.

Superintegrability is a property where, for special potentials $V(x)$ and special measures $\mu\left(x_{i}, x_{j}\right)$ one can find a basis in the space of symmetric functions such that an explicit formula for expectation values exists. Moreover, a characteristic feature of these formulas is that the answer is also represented in terms of the same functions, but evaluated at special points:

$$
\begin{equation*}
\langle f(x)\rangle \sim f(*) \tag{3}
\end{equation*}
$$

This property is known in many examples. We will review the ones that are relevant to our result in the next section. However, for many other examples we refer to [10]. Among these examples, the simplest ones correspond to Hermitian matrix models with different potentials, where the role of special symmetric functions is played by Schur polynomials which are characters of the symmetric group. Other cases involve $\beta$ and ( $q, t$ )-deformations, as well as introduction of dependence on external matrices.

Main result. We would like to state the main result here and refer to bulk of the paper for the explanation of notations. It is well known that an explicit formula exists for the monomial matrix models. Namely, in that case for Schur polynomials one has [36]:

$$
\begin{gather*}
\left\langle S_{R}\left(\operatorname{Tr} X^{k}\right)\right\rangle_{s, a}:=\int_{C_{s, a}^{\otimes, ~}} D X \exp \left(-\frac{\operatorname{Tr} X^{s}}{s}\right) S_{R}(X) \\
\left\langle S_{R}\left(\operatorname{Tr} X^{k}\right)\right\rangle_{s, a}=\left(\prod_{(i, j) \in R}[[N+j-i]]_{s, a}[[N+j-i]]_{s, 0}\right) S_{R}\left\{\delta_{k, s}\right\} \tag{4}
\end{gather*}
$$

The integration contours and the notation in the r.h.s. are explained in the next section. As it well known that hermitian matrix models with various potentials survive the $\beta$-deformation [16], a natural question arises, whether it is possible to do for the monomial potential. We propose the following conjecture:

$$
\begin{gather*}
\left\langle U_{R}^{(s, 1)}\left(x_{i}\right)\right\rangle_{a}=\int_{C_{s, a}^{\otimes, N}} \prod_{i=1}^{N} d x_{i} \prod_{i<j}\left(x_{i}^{s}-x_{j}^{s}\right)^{\frac{2(\beta-1)}{s}}\left(x_{i}-x_{j}\right)^{2} \exp \left(-\sum_{i=1}^{N} \frac{x_{i}^{s}}{s}\right) U_{R}^{(s, 1)}\left(x_{i}\right) \\
\left\langle U_{R}^{(s, 1)}\right\rangle_{a}=\left(\prod_{(i, j) \in R}[[\beta N-\beta(i-1)+(j-1)]]_{s, 0} \cdot[[\beta N-\beta i+j]]_{s, a}\right) \cdot \frac{U_{R}^{(s, 1)}\left(\delta_{k, s}\right)}{\beta^{|R| / s}} . \tag{5}
\end{gather*}
$$

We call this eigenvalue model the monomial Uglov model, following [37] where the Uglov matrix model has been introduced. One can see that the measure $\mu\left(x_{i}, x_{j}\right)$ in this case is more complicated.

The basis for superintegrability is now given by the so-called Uglov polynomials, which are are a deformation of Schur polynomials, similar to Jack polynomials. They reduce, together with the measure, and, hence, the whole formula to the undeformed case at $\beta \rightarrow 1$. In the paper we also propose a second version of this formula for a slightly different measure. Let us point out a few interesting relations that this model and it's components have to other subjects.

- The key component is the Uglov limit. The Uglov polynomials where originally introduced by D.Uglov in [38] as a special limit of Macdonald polynomials, with ( $q, t$ ) around a primary root of unity point. There they where shown to be in one-to-one correspondence with the eigenfunctions of the $\mathfrak{g l}_{s}$ spin-Calogero model. This is interesting on it's own, as the relevance of the ordinary trigonometric Calogero system for $\beta$ deformed matrix models was observed in various scenarios [30]. They also recently appeared in various other contexts related to conformal field theory and representation theory of the super-Virasoro algebra [39, 40]
- As it was shown recently the statement above could be further uplifted. In case of Jack polynomials they can be shown to not only be eigenfunctions of the Calogero Hamiltonian, but actually states in the Fock representation of the full $Y\left(\hat{\mathfrak{g}}_{1}\right)$ affine Yangian. Uglov polynomials, on the other supposedly play the same role in higher rank affine Yangians $Y\left(\hat{\mathfrak{g} l}_{s}\right)$ (see [41] where rank two $s=2$ was discussed, and also [42]).
- The measure of the Uglov matrix model was first introduced in [43]. It was motivated by considering the matrix models representation of the Nekrasov partition function on orbifolds $\mathbb{C}^{2} / \Gamma_{s, v} .{ }^{3}$. As we will also stress later our results only apply to the cases, which correspond to $\mathbb{C}^{2} / \mathbb{Z}_{s}$ and $\mathbb{C} \times\left(\mathbb{C} / \mathbb{Z}_{s}\right)$. The potential for the instanton matrix model is more complicated to study in contexts of superintegrability. Various discussions about the relevance of the root of unity limit where already presented [36]. We hope our works serves as a further clarification of the subject. The relevance of the root of unity limit for gauge theories on orbifolds has be demonstrated in numerous works [44, 45, 46]

The way that one can come up with this formula is interesting on itself. Let us briefly summarize the logic here. First, one has to somehow come up with the correct measure. Even then, as we will explain in the paper it is not possible to extend methods like [13, 29] to just derive the solution of the Uglov matrix model straightforwardly from Virasoro constraints. On the other hand, interpolating at different integer $N$ gets quite complicated quite fast, hence without knowing the correct basis of Uglov polynomials it does not seem plausible to guess it. Hence this is a very illuminating test case for using hidden symmetries instead. The key is guessing that the root of unity limit:

$$
\begin{equation*}
q=\omega_{r} u, \quad t=\omega_{r} u^{\beta}, \text { and } u \rightarrow 1 \tag{6}
\end{equation*}
$$

[^1]is relevant to the non-Gaussian model. To do this one has to turn to techniques developed in [30]. Using techniques developed there one can reverse engineer the $W$-operator, that generated the undeformed monomial model. That allows to identify it as a root of unity limit of certain element of the quantum toroidal DIM algebra [47, 48, 20], with the ( $q, t$ )-dependent Macdonald operator being it's building block. On the algebraic side, the relevance of the root of unity limit becomes clear. Even without explicitly studying the form of the deformed $W$-operator we then conjecture the superintegrability of the Uglov model. Let us mention here, that the root of unity limit of quantum algebras is interesting on its own [49, 50] and it's role in the matrix model should be studied further. The described logic can be summarized by the following picture:


Figure 1: Schematic of the logic that leads to superintegrability of the Uglov model.

A key difficulty here is that one cannot prove this statement by most methods, that work in the undeformed case. In particular in [36] the proof utilized the technique of orthogonal polynomials, which breaks down after $\beta$-deformation, just as all the methods related to free fermions and KP/Toda integrability. Instead below we provide evidence for it's validity that we were able to find.

The paper is organized as follows. In section 2 we review the superintegrability property of monomial matrix models [36]. We discuss contour choices and provide a few examples.

In section 3 we introduce the main players of our construction: the Uglov matrix model and the Uglov polynomials. We discus the peculiarities of the root of unity limit. In fact, the limit produces a whole bunch of measures, indexed by an additional parameter $v$. Whereas taking the same limit in Macdonald polynomials seems to be problematic except for two special cases $v=0$ and $v=1$.

In section 4 we formulate our result in detail and also present the second formula for the $v=0$ case. We provide some examples and comment on a specific feature of the Gaussian case.

In section 5 we go on to list arguments in support of our conjecture. Among those is the key motivation about $W$-operators where we explain in greater detail the logic outlined in fig. 1

## 2 Superintegrability and the monomial matrix model

As discussed above, a plethora of models possessing the superintegrability property are known. Among those are the series of monomial matrix model, given by the following matrix integrals:

$$
\begin{equation*}
\left\langle f\left(\operatorname{Tr} X^{k}\right)\right\rangle=\int D X \exp \left(-\frac{\operatorname{Tr} X^{s}}{s}\right) f\left(\operatorname{Tr} X^{k}\right) \tag{7}
\end{equation*}
$$

where the integral goes over $N \times N$ matrices, however, the integration contour is still to be defined.

Let us start with the simplest case, which is the Gaussian model for $s=2$. It can be treated simply by Wick's theorem and clever rewriting of contraction in terms of symmetric group characters $[9,51]$. Nevertheless, superintegrability is a nontrivial statement about the special form of averages of Schur polynomials:

$$
\begin{equation*}
\left\langle S_{R}\left(\operatorname{Tr} X^{k}\right)\right\rangle=\frac{S_{R}\{N\}}{S_{R}\left\{\delta_{k, 1}\right\}} S_{R}\left\{\delta_{k, 2}\right\}=\left(\prod_{(i, j) \in R}(N+j-i)\right) S_{R}\left\{\delta_{k, 2}\right\} \tag{8}
\end{equation*}
$$

Here we have used a notation for Schur functions evaluated at special loci of their variables, which we explain in detail in Appendix A. The rightmost expression represents the $N$ dependence of the expectation value as a product of simple factors over the boxes of the Young diagram $R$. The value of $(j-i)$ is called the content of a box in the Young diagram. For that reason we will sometimes refer to such parts of formulas as the content product. Since superintegrability of matrix models is not yet a completely formalised property one can think of both the middle and the rightmost parts of the formula as it's manifestation.

As announced in the introduction, it is well known that superintegrability of the Gaussian matrix model survives deformations. The $\beta$ deformation is introduced by switching to integration over eigenvalues. First, since the matrix model is unitary invariant we can integrate out the angular degrees of freedom. This will leave us with an $N$-fold integral over eigenvalues and produce a Jacobian, which in this case is given by the square of the Vandermonde determinant:

$$
\begin{equation*}
\left\langle f\left(x_{i}\right)\right\rangle=\int \prod_{i=1}^{N} d x_{i} \Delta^{2}(x) \exp \left(-\frac{1}{2} \sum_{i=1}^{N} x_{i}^{2}\right) f\left(x_{i}\right) \tag{9}
\end{equation*}
$$

where $\Delta(x)=\prod_{i<j}\left(x_{i}-x_{j}\right)$ is the Vandermonde determinant. The deformation is introduced by
switching a the parameter in the power of the Vandermonde determinant:

$$
\begin{equation*}
\Delta^{2}(x) \rightarrow \Delta^{2 \beta}(x) \tag{10}
\end{equation*}
$$

It is well known that under such deformation of the integration measure preservation of superintegrability requires the substitution of Schur symmetric polynomials by the $\beta$-dependent Jack symmetric polynomials. In that case one has:

$$
\begin{equation*}
\left\langle J_{R}\left(x_{i}\right)\right\rangle=\beta^{\frac{|R|}{2}} \frac{J_{R}\{N\}}{J_{R}\left\{\delta_{k, 1}\right\}} J_{R}\left\{\delta_{k, 2}\right\}=\beta^{-\frac{|R|}{2}}\left(\prod_{(i, j) \in R}(\beta N-\beta(i-1)+(j-1))\right) J_{R}\left\{\delta_{k, 2}\right\} \tag{11}
\end{equation*}
$$

As we can see both manifestations of superintegrability get deformed. The content product now also depends on $\beta$. This is now a more peculiar statement, since at generic $\beta$ we cannot use Wick's theorem effectively. Moreover lots of other techniques such as unitary Harish-Chandra-Itzykson-Zuber integration, orthogonal polynomials and others, related to free fermion representation and KP/Toda integrability of matrix models break down. The only straightforward way to deduce this formula, would be by interpolating at multiple integer values of $\beta$. Instead, a proof of these formulas required to look at algebraic structures behind superintegrability, which in this case appears to be the affine Yangian $Y\left(\hat{\mathfrak{g}}_{1}\right)$ [30, 29, 52]

In contrast to the Gaussian case, the monomial matrix models for $s>2$ are not uniquely defined by the potential, but also involve a contour ambiguity, i.e. they require a choice of a correct integration contour in order for the integral to be convergent. There are various peculiarities related to these contour choices, from Virasoro constraints [53] to Dijgraaf-Vafa phases, which we do not touch here [54, 55]. This question has been addressed in a specific way in [36], where it is proved that averages of Schur function are exact for special integration contours. In this particular case the averages in the model are defined as:

$$
\begin{equation*}
\left\langle S_{R}\left(\operatorname{Tr} X^{k}\right)\right\rangle_{s, a}:=\int_{C_{s, a}^{\otimes, N}} D X \exp \left(-\frac{\operatorname{Tr} X^{s}}{s}\right) S_{R}(X) \tag{12}
\end{equation*}
$$

Here the integration contour is such that all $N$ eigenvalues are integrated over the contour $C_{s, a}$. To define it, denote by $B_{s, j}$ the straight ray from 0 to $\omega_{s}^{j} \cdot \infty$, where $\omega_{s}=e^{\frac{2 \pi i}{s}}$, then:

$$
\begin{equation*}
C_{s, a}=\sum_{j=0}^{s-1} \omega_{s}^{-j a} B_{s, j}, \quad a \neq 0 \tag{13}
\end{equation*}
$$

Different contours are labelled $a$, which runs from 0 to $s-1$. For example, for $s=3$ the integration contours can be drawn as:


Here for each $a$ the corresponding ray is multiplied by a root of unity coefficient. For $a \neq 0$ these contours are closed and therefore form a basis in the space of admissible closed contours where the integrals converge. One can perform calculations in this model by simply expanding the Vandermone and reducing the problem to single variable integrals. The contours are chosen in such a way, that single variable moments are given by:

$$
\begin{equation*}
\int_{C_{s, a}} x^{k} e^{-\frac{x^{s}}{s}} d x=\delta_{k+1-a}^{(s)} \int_{0}^{\infty} x^{k} e^{-\frac{x^{s}}{s}} d x=\delta_{k+1-a}^{(s)} s^{\frac{1+k-s}{s}} \Gamma\left(\frac{k+1}{s}\right) \tag{14}
\end{equation*}
$$

where $\delta_{k}^{(s)}=1$ if $s \mid k$ and $\delta_{k}^{(s)}=0$ else. This also means that normalized averages are defined only for $N=0 \bmod s$ and $N=a \bmod s$, when $\langle 1\rangle \neq 0$. The case of non-normalized averages was studied in [56] where rectangular Schur polynomials play a distinguished role.

Finally, for each choice of contour and proper choice of $N$, the exact expression for averages of Schur functions is given by [36]:

$$
\begin{equation*}
\left\langle S_{R}\left(\operatorname{Tr} X^{k}\right)\right\rangle_{s, a}=\left(\prod_{(i, j) \in R}[[N+j-i]]_{s, a}\left[[N+j-i]_{s, 0}\right) S_{R}\left\{\delta_{k, s}\right\}\right. \tag{15}
\end{equation*}
$$

where

$$
[[n]]_{s, a}= \begin{cases}n, n=a & \bmod s  \tag{16}\\ 1, n \neq a & \bmod s\end{cases}
$$

This expression essentially can be understood as a generalization of (8), where now the product is taken not over all boxes of the partition but only over certain diagonals. Note that each of the factors in (15) also depends on $N \bmod s$. Take $s=3$ as an example again and suppose $N=0$ $\bmod 3$. The for the partition $[5,4,3,2,2]$ one has:


Where the colored boxes are the ones that enter the content product. As visible in the example, these are located along the diagonals that are shifted three boxes apart from each other. At the same time for $N=1 \bmod 3$ one has:


Another feature of the result (15) is a lack of representation of the content product in terms of special values of Schur functions. As announced in the introduction we will propose such formula below. Finally, to see how it reduces to the Gaussian case one has to simply put $s=2$ and $a=1$. In this case for each box the entry is either even or odd, hence either only the first or only the second factor is non-trivial. In that manner we obtain the product (8).

## 3 The Uglov limit and the Uglov matrix model

As we will explicitly demonstrate below, the naive $\beta$ deformation with substitution of the Vandermonde and Schur function for Jack polynomials does not work. Instead we should introduce a new measure and a new set of symmetric functions. In this section we describe both in detail and explain the motivation later. In both cases they can be identified as a certain limit of the respective objects depending on two parameters $(q, t)$ related to the quantum toroidal algebra. In this limit both parameters go to a root of unity with a certain scaling:

$$
\begin{equation*}
q=\omega_{r} u, \quad t=\left(\omega_{r} u\right)^{\beta}, \text { and } u \rightarrow 1 \tag{17}
\end{equation*}
$$

As we will see the limiting procedure strongly depends on the $v=\beta \bmod r$ and in fact we will mostly focus in two cases:

$$
\begin{equation*}
\beta \bmod r=1 \Rightarrow q=\omega_{r} u, \quad t=\omega_{r} u^{\beta}, \text { and } u \rightarrow 1 \tag{18}
\end{equation*}
$$

which is the limit that was considered by Uglov [38]. And

$$
\begin{equation*}
\beta \bmod r=0 \Rightarrow q=\omega_{r} u, \quad t=u^{\beta}, \text { and } u \rightarrow 1 \tag{19}
\end{equation*}
$$

### 3.1 The Uglov Matrix model and root of unity limit of the ( $q, t$ )-matrix model

The corresponding matrix model is the so called Uglov matrix model. Just as the $\beta$-deformation it is defined in terms of the eigenvalue representation:

$$
\begin{equation*}
\left\langle f\left(x_{i}\right)\right\rangle^{(r, v)}=\int \prod_{i=1}^{N} d x_{i} \Delta_{\text {Uglov }}^{(r, v)}(x) \exp \left(-\sum_{i=1}^{n} V\left(x_{i}\right)\right) f\left(x_{i}\right) \tag{20}
\end{equation*}
$$

And hence as a deformation of the ordinary Hermitian matrix model it corresponds to the substitution:

$$
\begin{equation*}
\Delta^{2}(x) \rightarrow \Delta_{\mathrm{Uglov}}^{(r, v)}(x):=\prod_{i<j}^{N}\left(x_{i}^{r}-x_{j}^{r}\right)^{\frac{2(\beta-v)}{r}} \prod_{k=0}^{v-1}\left(x_{i}-\omega_{r}^{k} x_{j}\right)^{2} \tag{21}
\end{equation*}
$$

For brevity we will call this measure an Uglov determinant by analogy with the Vandermonde determinant. As announced above we will deal with two cases $v=0, v=1$ when:

$$
\begin{align*}
& \Delta_{\text {Uglov }}^{(r, 1)}(x)=\prod_{i<j}^{N}\left(x_{i}^{r}-x_{j}^{r}\right)^{\frac{2(\beta-1)}{r}}\left(x_{i}-x_{j}\right)^{2} \\
& \Delta_{\text {Uglov }}^{(r, 0)}(x)=\prod_{i<j}^{N}\left(x_{i}^{r}-x_{j}^{r}\right)^{\frac{2 \beta}{r}} \tag{22}
\end{align*}
$$

There are two special limiting cases $\beta=1$ and $r=1$. First, at $\beta=1$ the $\Delta_{\text {Uglov }}^{(r, 1)}(x)$ measure goes to the square of the Vandermonde determinant, which makes this deformation consistent with the undeformed case:

$$
\begin{equation*}
\Delta_{\text {Uglov }}^{(r, 1)}(x) \xrightarrow{\beta \rightarrow 1} \Delta^{2}(x) \tag{23}
\end{equation*}
$$

On the other hand at $r=1$ we obtain the standard $\beta$ deformed Vandermonde:

$$
\begin{equation*}
\Delta_{\text {Uglov }}^{(1, v)}=\Delta^{2 \beta}(x) \tag{24}
\end{equation*}
$$

The origin of this measure as suggested by the limit (17) should be related the $(q, t)$-deformed matrix model. We will not deal with the whole ( $q, t$ )-models right now, but only with the measure part. Here we will briefly recall the derivation, as it was already done in [37]. The ( $q, t$ )-models are defined by substituting the Vandermonde determinant by:

$$
\begin{equation*}
\Delta^{2}(x) \rightarrow \prod_{i \neq j} \frac{\left(\frac{x_{i}}{x_{j}}, q\right)_{\infty}}{\left(t \frac{x_{i}}{x_{j}}, q\right)_{\infty}} \cdot \prod_{i} x_{i}^{\beta(N-1)} \tag{25}
\end{equation*}
$$

Where $(z, q)_{\infty}=\prod_{i=0}^{\infty}\left(1-z q^{i}\right)$ - is the Pochhammer symbol. The integral is then given either by the Jackson integral or a special contour, reproducing the Jackson sum. Consider the limit (17), with $\beta=k \cdot r+v$ :

$$
\begin{equation*}
q=\omega_{r} u, \quad t=\omega_{r}^{v} u^{\beta}, \text { and } u \rightarrow 1 \tag{26}
\end{equation*}
$$

Under this limit the ( $q, t$ ) measure behaves as follows (for generic $v$ ):

$$
\begin{equation*}
\frac{\left(\frac{x_{i}}{x_{j}}, q\right)_{\infty}}{\left(t \frac{x_{i}}{x_{j}}, q\right)_{\infty}}=\frac{\left(\frac{x_{i}}{x_{j}}, \omega_{r} u\right)_{\infty}}{\left(\omega_{r}^{v} u^{\beta} \frac{x_{i}}{x_{j}}, \omega_{r} u\right)_{\infty}}=\frac{\left(\frac{x_{i}}{x_{j}}, \omega_{r} u\right)_{\infty}}{\left(\omega_{r}^{\beta} u^{\beta} \frac{x_{i}}{x_{j}}, \omega_{r} u\right)_{\infty}}=\prod_{l=0}^{\beta-1}\left(1-\left(\omega_{r} u\right)^{l} \frac{x_{i}}{x_{j}}\right) \tag{27}
\end{equation*}
$$

The crucial part here is that we used the identity: $\omega_{r}^{v}=\omega_{r}^{\beta}$, which is only true if $\beta=v \bmod r$. Because of that we obtain different expressions for the measure for different remainders of division $\beta$ by $r$. After taking the limit (17) we obtain the following form of measure:

$$
\begin{equation*}
\prod_{l=0}^{\beta-1}\left(1-\left(\omega_{r} u\right)^{l} \frac{x_{i}}{x_{j}}\right) \rightarrow\left(1-\frac{x_{i}^{r}}{x_{j}^{r}}\right)^{k} \prod_{l=k \cdot r}^{\beta-1}\left(1-\omega_{r}^{l} \frac{x_{i}}{x_{j}}\right)=\left(1-\frac{x_{i}^{r}}{x_{j}^{r}}\right)^{k} \prod_{l=0}^{v-1}\left(1-\omega_{r}^{l} \frac{x_{i}}{x_{j}}\right) \tag{28}
\end{equation*}
$$

Here we used that $\omega_{r}^{l_{1}}=\omega_{r}^{l_{2}}$ if $l_{1}=l_{2} \bmod r$, and that $1-a^{r}=\prod_{i=1}^{r}\left(1-\omega_{r}^{i} a\right)$. For generic $v$ the measure has complex coefficients. For $v=0,1$, however, is does not. For $v=1$ we obtain:

$$
\begin{equation*}
\left(1-\frac{x_{i}^{r}}{x_{j}^{r}}\right)^{k} \prod_{l=0}^{0}\left(1-\omega_{r}^{l} \frac{x_{i}}{x_{j}}\right)=\left(1-\frac{x_{i}^{r}}{x_{j}^{r}}\right)^{k}\left(1-\frac{x_{i}}{x_{j}}\right) \tag{29}
\end{equation*}
$$

For $v=0$ :

$$
\begin{equation*}
\left(1-\frac{x_{i}^{r}}{x_{j}^{r}}\right)^{k} \prod_{l=0}^{-1}\left(1-\omega_{r}^{l} \frac{x_{i}}{x_{j}}\right)=\left(1-\frac{x_{i}^{r}}{x_{j}^{r}}\right)^{k} \tag{30}
\end{equation*}
$$

### 3.2 Uglov polynomials

The key feature of Uglov limit, which was crucial for [38] is that it is consistent and well defined for Macdonald polynomials.

Denote the Macdonald polynomials as $\operatorname{Mac}_{R}\left(p_{k} \mid q, t\right)$, depending on the integer partition $R$. Now we want to define the so-called Uglov polynomials as the limit (17) of Macdonald polynomials. Here we are forced to consider $v=0$ or $v=1$ as only in these cases the limit seems to be well defined. It is interesting to study whether extensions to other values of $v$ are possible. Hence we define:

$$
\begin{equation*}
U_{R}^{(r, v)}\left(p_{k} \mid \beta\right):=\lim _{u \rightarrow 1} \operatorname{Mac}_{R}\left(p_{k} \mid \omega_{r} u, \omega_{r}^{v} u^{\beta}\right), \quad v=0,1 \tag{31}
\end{equation*}
$$

In the paper we drop the notation, specifying the dependence on $\beta$ and just denote:

$$
\begin{equation*}
U_{R}^{(r, v)}\left(p_{k}\right):=U_{R}^{(r, v)}\left(p_{k} \mid \beta\right) \tag{32}
\end{equation*}
$$

wherever the value of $\beta$ is not important. There are several comments to make here. First, at $v=1$ we could have set $q=\omega_{r}^{l} u, q=\omega_{r}^{l} s^{\beta}$. In this case the resulting polynomial does not depend on $l$. For $r=1$ these polynomials are nothing but Jack polynomials:

$$
\begin{equation*}
U_{R}^{(1,0)}\left(p_{k}\right)=J_{R}\left(p_{k}\right) \tag{33}
\end{equation*}
$$

For $v=1$ it makes sense to take the $\beta \rightarrow 1$ limit. In this case $q=t$ and it is well known that Macdonald polynomials reduce to Schur polynomials at that locus for any values of $q=t$, hence this is also true for Uglov polynomials:

$$
\begin{equation*}
U_{R}^{(r, 1)}\left(p_{k} \mid \beta=1\right)=S_{R}\left(p_{k}\right) \tag{34}
\end{equation*}
$$

Table 1 presents some examples up to level 3.
The listed Uglov polynomials for $v=1$ don't look that different from each other and Jack polynomials. It becomes more visible for bigger diagrams, and, what is more important is that properties of these functions are very different. We list some more examples in Appendix B. Some properties of Uglov polynomials as symmetric functions are collected in the Appendix in [41] and some will be revealed below.

Comment on the $v=0$ polynomials. When $v=0$ we get different polynomials, with a couple examples provided in table 2. After looking at this table and a number of other examples one can notice that for diagrams which are divisible by $r$, i.e. such that all their row lengths are divisible by $r$, the respective polynomials only depend powers sums $p_{k r}$. Moreover one can go even further and conjecture the following formula:

$$
\begin{equation*}
U_{r \cdot R}^{(r, 0)}\left(p_{k} \mid r \cdot \beta\right)=J_{R}\left(p_{r k}\right) \tag{35}
\end{equation*}
$$

| $R$ | $r=1$ | $r=2$ | $r=3$ | $r=4$ |
| :---: | :---: | :---: | :---: | :---: |
| $\square$ | $p_{1}$ | $p_{1}$ | $p_{1}$ | $p_{1}$ |
| $\square$ | $\frac{p_{1}^{2}}{2}-\frac{p_{2}}{2}$ | $\frac{p_{1}^{2}}{2}-\frac{p_{2}}{2}$ | $\frac{p_{1}^{2}}{2}-\frac{p_{2}}{2}$ | $\frac{p_{1}^{2}}{2}-\frac{p_{2}}{2}$ |
| $\square$ | $\frac{\beta p_{1}^{2}+p_{2}}{\beta+1}$ | $\frac{\beta p_{2}+p_{1}^{2}}{\beta+1}$ | $\frac{1}{2}\left(p_{1}^{2}+p_{2}\right)$ | $\frac{1}{2}\left(p_{1}^{2}+p_{2}\right)$ |
| $\square \square$ | $\frac{p_{1}^{3}}{6}-\frac{p_{2} p_{1}}{2}+\frac{p_{3}}{3}$ | $\frac{p_{1}^{3}}{6}-\frac{p_{2} p_{1}}{2}+\frac{p_{3}}{3}$ | $\frac{p_{1}^{3}}{6}-\frac{p_{2} p_{1}}{2}+\frac{p_{3}}{3}$ | $\frac{p_{1}^{3}}{6}-\frac{p_{2} p_{1}}{2}+\frac{p_{3}}{3}$ |
| $\square$ | $\frac{\beta p_{1}^{3}-(\beta-1) p_{2} p_{1}-p_{3}}{2 \beta+1}$ | $\frac{1}{3}\left(p_{1}^{3}-p_{3}\right)$ | $\frac{\left((\beta+1) p_{1}^{3}+(\beta-1) p_{2} p_{1}-2 \beta p_{3}\right)}{2(1+2 \beta)}$ | $\frac{1}{3}\left(p_{1}^{3}-p_{3}\right)$ |
| $\square$ | $\frac{\beta^{2} p_{1}^{3}+3 \beta p_{2} p_{1}+2 p_{3}}{\beta^{2}+3 \beta+2}$ | $\frac{3 \beta p_{2} p_{1}+p_{1}^{3}+2 p_{3}}{3 \beta+3}$ | $\frac{2 \beta p_{3}+p_{1}^{3}+3 p_{2} p_{1}}{2(2+\beta)}$ | $\frac{\left(p_{1}^{3}+3 p_{2} p_{1}+2 p_{3}\right)}{6}$ |
| $\boxminus$ |  |  |  |  |
| $\square$ |  |  |  |  |

Table 1: Examples of Uglov polynomials
where $r \cdot R$ is the partition with all row lengths multiplied by $r$, i.e. $\left[r R_{1}, r R_{2}, \ldots\right]$. We will see below how this statement interacts nicely with the Cauchy formula and later superintegrability. For example one can take $R=[2,1]$ and $r=2$ :

$$
\begin{align*}
U_{[4,2]}^{(2,0)}\left(p_{k} \mid \beta\right) & =\frac{\beta p_{2}^{3}-(\beta-2) p_{4} p_{2}-2 p_{6}}{2(\beta+1)}  \tag{36}\\
J_{[2,1]}\left(p_{k} \mid \beta\right) & =\frac{\beta p_{1}^{3}-(\beta-1) p_{2} p_{1}-p_{3}}{2 \beta+1}
\end{align*}
$$

Cauchy formula An important formula in the theory of symmetric functions that we will use below is the so called Cauchy formula. For Schur polynomials it has the standard form [57]:

$$
\begin{equation*}
\exp \left(\sum_{k=1}^{\infty} \frac{p_{k} \bar{p}_{k}}{k}\right)=\sum_{R} S_{R}\left(p_{k}\right) S_{R}\left(\overline{p_{k}}\right) \tag{37}
\end{equation*}
$$

| $R$ | $r=2$ | $r=3$ | $r=4$ |
| :---: | :---: | :---: | :---: |
| $\square$ | $p_{1}$ | $p_{1}$ | $p_{1}$ |
| $\square$ | $\frac{p_{1}^{2}}{2}-\frac{p_{2}}{2}$ | $\frac{p_{1}^{2}}{2}-\frac{p_{2}}{2}$ | $\frac{p_{1}^{2}}{2}-\frac{p_{2}}{2}$ |
| $\square$ | $p_{2}$ | $p_{2}$ | $p_{2}$ |
| $\square$ | $\frac{p_{1}^{3}}{6}-\frac{p_{2} p_{1}}{2}+\frac{p_{3}}{3}$ | $\frac{p_{1}^{3}}{6}-\frac{p_{2} p_{1}}{2}+\frac{p_{3}}{3}$ | $\frac{p_{1}^{3}}{6}-\frac{p_{2} p_{1}}{2}+\frac{p_{3}}{3}$ |
| $\square \square$ | $p_{1} p_{2}-p_{3}$ | $p_{1} p_{2}-p_{3}$ | $p_{1} p_{2}-p_{3}$ |
| $\square$ | $\frac{\beta p_{1} p_{2}+2 p_{3}}{b+2}$ | $p_{3}$ | $p_{3}$ |
| $\square$ |  |  |  |
| $\square$ |  |  |  |

Table 2: The $v=0$ analogs of Uglov polynomials
where $p_{k}$ and $\bar{p}_{k}$ are two independent sets of variables. Its $\beta$-deformation for Jack polynomials and Macdonald is well-known [57]. For the Macdonald polynomials one has:

$$
\begin{equation*}
\exp \left(\sum_{k=1}^{\infty} \frac{t^{-k / 2}-t^{k / 2}}{q^{-k / 2}-q^{k / 2}} \frac{p_{k} \bar{p}_{k}}{k}\right)=\sum_{R} \frac{\operatorname{Mac}_{R}\left(p_{k} \mid q, t\right) \operatorname{Mac}_{R}\left(\bar{p}_{k} \mid q, t\right)}{\left\|\operatorname{Mac}_{R}\left(p_{k} \mid q, t\right)\right\|^{2}} \tag{38}
\end{equation*}
$$

Where the normalization is given by:

$$
\begin{equation*}
\left\|\operatorname{Mac}_{R}\left(p_{k} \mid q, t\right)\right\|^{2}=\prod_{(i, j) \in R} \frac{t^{\left(-R_{j}^{T}+i\right) / 2} q^{\left(R_{i}-j+1\right) / 2}+t^{\left(R_{j}^{T}-i\right) / 2} q^{\left(-R_{i}+j-1\right) / 2}}{t^{\left(-R_{j}^{T}+i-1\right) / 2} q^{\left(R_{i}-j\right) / 2}+t^{\left(R_{j}^{T}-i+1\right) / 2} q^{\left(-R_{i}+j\right) / 2}} \tag{39}
\end{equation*}
$$

In the Uglov limit (17) for $v=1$ it becomes:

$$
\begin{equation*}
\exp \left(\sum_{k=1}^{\infty} \beta^{\delta_{k \mid r}} \frac{p_{k} \bar{p}_{k}}{k}\right)=\sum_{R} \frac{U_{R}^{(r, 1)}\left(p_{k}\right) U_{R}^{(r, 1)}\left(\bar{p}_{k}\right)}{\left\|U_{R}^{r, 1}\right\|^{2}} \tag{40}
\end{equation*}
$$

Here the coefficient in front of power sums in the l.h.s. is $\beta$ for $k$ divisible by $r$ and one otherwise. The norm of Uglov polynomials can be computed directly from the limit.

Let us go into detail here to demonstrate once again how the dependence on $\beta \bmod r$ arises when taking the limit. In particular if we denote by $\eta_{k}$ - the coefficient in front of $\frac{p_{k} q_{k}}{k}$ in the l.h.s.
of the Cauchy formula we have at $v=1$ :

$$
\begin{equation*}
\eta_{k}=\frac{t^{-k / 2}-t^{k / 2}}{q^{-k / 2}-q^{k / 2}}=\frac{\left(\omega_{r}(1+h)^{\beta}\right)^{-k / 2}-\left(\omega_{r}(1+h)^{\beta}\right)^{k / 2}}{\left(\omega_{r}(1+h)\right)^{-k / 2}-\left(\omega_{r}(1+h)^{k / 2}\right.} \tag{41}
\end{equation*}
$$

where we parameterized $u$ from (17) as $u=e^{h}$, where $h \rightarrow 0$. Expanding explicitly one has:

$$
\begin{equation*}
\left(\omega_{r}(1+\epsilon)^{\beta}\right)^{-k / 2}-\left(\omega_{r}(1+\epsilon)^{\beta}\right)^{k / 2}=\omega_{r}^{-\frac{k}{2}}\left(1-\frac{\beta k}{2} \epsilon\right)-\omega_{r}^{\frac{k}{2}}\left(1+\frac{\beta k}{2} \epsilon\right) \tag{42}
\end{equation*}
$$

thus if $\omega_{r}^{k} \neq 1$

$$
\begin{equation*}
\lim _{h \rightarrow 0} \eta_{k}=1, \tag{43}
\end{equation*}
$$

otherwise

$$
\begin{equation*}
\lim _{h \rightarrow 0} \eta_{k}=\beta . \tag{44}
\end{equation*}
$$

This is the result above. It's also possible to take the limit in Cauchy formula for $v \neq 1$, however in these cases interesting phenomena can occur. The relevant case for us is $v=0$. After similar manipulations we arrive at:

$$
\lim _{h \rightarrow 0} \eta_{k}=\left\{\begin{array}{l}
\frac{\beta}{\omega_{r}^{k / 2}}=\beta \cdot(-1)^{1+\delta_{k \mid 2 r}}, k=0 \bmod r  \tag{45}\\
0, k \neq 0 \bmod r
\end{array}\right.
$$

Hence the generating function depends only on powers sums with indices that are divisible by $r$. As we see this agrees nicely with the fact that in this case the symmetric polynomials $U_{R}^{(r, 0)}$ with diagrams that are divisible by $r$ only depend on $p_{k r}$.

## 4 Superintegrability of the non-Gaussian monomial Uglov matrix model(s)

### 4.1 The main statement

Finally, we have all the ingredients to explain the main statement of this paper. The Uglov matrix model can be defined for any potential. However, it appears that in this model, for superintegrability to hold, the potential, the measure and the symmetric function should all be in harmony. Namely, we put:

$$
\begin{equation*}
r=s \tag{46}
\end{equation*}
$$

and consider the following averages

$$
\begin{equation*}
\left\langle U_{R}^{(s, v)}\left(x_{i}\right)\right\rangle_{(s, a)}^{(s, v)}=\int_{C_{s, a}^{\otimes, N}} \prod_{i=1}^{N} d x_{i} \prod_{i<j}\left(x_{i}^{s}-x_{j}^{s}\right)^{\frac{2(\beta-v)}{s}}\left(x_{i}-x_{j}\right)^{2 v} \exp \left(-\sum_{i=1}^{N} \frac{x_{i}^{s}}{s}\right) U_{R}^{(s, v)}\left(x_{i}\right) \tag{47}
\end{equation*}
$$

Which we shortly denote by:

$$
\begin{equation*}
\left\langle U_{R}^{(s, v)}\right\rangle_{a}:=\left\langle U_{R}^{(s, v)}\left(x_{i}\right)\right\rangle_{(s, a)}^{(s, v)} \tag{48}
\end{equation*}
$$

We conjecture the following superintegrability properties (separately for $v=0$ and $v=1$ ):

$$
\begin{align*}
& v=1: \\
& \left\langle U_{R}^{(s, 1)}\right\rangle_{a}=\left(\prod_{(i, j) \in R}[[\beta N-\beta(i-1)+(j-1)]]_{s, 0} \cdot[[\beta N-\beta i+j]]_{s, a}\right) \cdot \frac{U_{R}^{(s, 1)}\left(\delta_{k, s}\right)}{\beta^{|R| / s}}, \\
& v=0: \text { if } R_{i} \mid s, \forall i,  \tag{49}\\
& \left\langle U_{R}^{(s, 0)}\right\rangle_{a}=\left(\prod_{\substack{(i, j) \in R \\
j=1 \\
\bmod s}}(\beta N-\beta(i-1)+(j-1)) \cdot(\beta N-\beta i+j)\right) \cdot \frac{U_{R}^{(s, 0)}\left(\delta_{k, s}\right)}{\beta^{|R| / s}},
\end{align*}
$$

Here, for $v=0$, if there is at least one row in the diagram such that $R_{i}$ is not divisible by $s$, the expectation value vanishes. The content product for $v=0$ may be understood in the following way: let the diagram corresponding to the polynomial be divided into rectangles of $1 \cdot r$, then for every rectangle we have a single content factor in the r.h.s. The $\beta$ dependent content product functions $[[x]]_{s, a}$ are now understood as follows:

$$
[[\beta N-\beta x+y]]_{s, a}=\left\{\begin{array}{l}
\beta N-\beta x+y, \quad N-x+y=a \bmod s  \tag{50}\\
1, \quad N-x+y \neq a \bmod s
\end{array}\right.
$$

The prescription means that the product is taken over the same boxes as in the undeformed case, while the content function is deformed. Notice that the deformation is slightly different in the two brackets. It's evident that for $v=1$ and $\beta=1$ we get the original undeformed formula (15).

For example, let us take the cubic model with $v=1$ and the contour with $a=1$ and $N=0$ $\bmod 3$. Then for the partition $[2,2,2]$ we have:

$$
\begin{align*}
{[[\beta N-\beta(i-1)+(j-1)]]_{3,0} } & \longrightarrow N \beta(1-\beta+N \beta) \\
{[[\beta N-\beta i+j]]_{3,1} } & \longrightarrow(\beta N+1-3 \beta)(\beta N+2-\beta)  \tag{51}\\
U_{[2,2,2]}^{(3,1)}\left\{\delta_{k, 3}\right\} & =\frac{\beta}{6 \beta+3}
\end{align*}
$$

and

$$
\begin{equation*}
\left\langle U_{[2,2,2]}^{(3,1)}\right\rangle_{1}=N \beta(1-\beta+N \beta)(\beta N+1-3 \beta)(\beta N+2-\beta) \cdot \frac{\beta}{6 \beta+3} \cdot \frac{1}{\beta^{2}} \tag{52}
\end{equation*}
$$

In the $v=0$ case an example computation is:

$$
\begin{gather*}
U_{[3,3]}^{(3,0)}\left\{\delta_{k, 3}\right\}=\frac{1}{2} \\
\left\langle U_{[3,3]}^{(3,0)}\right\rangle_{1}=\beta N(\beta N-\beta+1)(\beta N-\beta)(\beta N-2 \beta+1) \frac{1}{2 \beta^{2}} \tag{53}
\end{gather*}
$$

Two superintegrabilities in the Gaussian model. We would like to briefly discuss the Gaussian case separately as it is the simplest example, and also involves an interesting feature. Notice that at $s=r=2$ the result for $v=1$ (49) expresses superintegrability of Uglov polynomials $U_{R}^{(2,1)}$ in the model given by:

$$
\begin{equation*}
\prod_{i<j}\left(x_{i}^{2}-x_{j}^{2}\right)^{\frac{(\beta-1)}{2}}\left(x_{i}-x_{j}\right)^{2} \exp \left(-\frac{1}{2} \sum_{i=1}^{N} x_{i}^{2}\right) \tag{54}
\end{equation*}
$$

However, we know that at the same time the Gaussian weight can be integrated with the standard $\beta$-deformed Vandermonde and with a Jack polynomial insertion. In terms of the Uglov model this corresponds to taking $r=1$ and $s=2$. This means that there are two exactly solvable eigenvalue models available with the Gaussian potential. Consider for example the two expression for $R=[2]$, where formulas are very similar, and take $N=1 \bmod 2$ :

$$
\begin{gather*}
\int \prod_{i=1}^{N} d x_{i} \Delta^{2 \beta}(x) \exp \left(-\frac{1}{2} \sum_{i=1}^{N} x_{i}^{2}\right) \frac{\left(\sum_{i=1}^{N} x_{i}^{2}+\beta\left(\sum_{i=1}^{N} x_{i}\right)^{2}\right)}{\beta+1}=\frac{\beta N(\beta N+1)}{\beta(\beta+1)} \\
\int_{C_{2,1}^{\otimes N}} \prod_{i=1}^{N} d x_{i} \Delta_{\text {Uglov }}^{(2,1)}(x) \exp \left(-\frac{1}{2} \sum_{i=1}^{N} x_{i}^{2}\right) \frac{\left(\beta \sum_{i=1}^{N} x_{i}^{2}+\left(\sum_{i=1}^{N} x_{i}\right)^{2}\right)}{\beta+1}=\frac{(\beta N+1)(\beta(N-1)+1)}{\beta+1} \tag{55}
\end{gather*}
$$

Absence of superintegrability at $r \neq s$. Apart from the Gaussian case, we could not find any superintegrability property when $r \neq s$, at least with Uglov polynomials as symmetric functions. We assume the following simple check. If the model is superintegrable we expect the averages to look like $\left\langle U_{R}\right\rangle=\frac{P(N, \beta)}{Q(\beta)}$, where $P$ - is polynomial of $N$ and $\beta, Q$ - is a polynomial only of $\beta$ and moreover we expect both to be factorized in $N$ and $\beta$. Moreover suppose the Uglov polynomials where not the right basis in this case. Then if there exists some other basis with superintegrable averages of the described form, then one could generically expect any average, being expended into a superintegrable basis to be of similar form. With that in mind we evaluate expectation values of various types, say, of $\left\langle U_{R}^{(s, 1)}\right\rangle,\left\langle U_{R}^{(r, 1)}\right\rangle$ of just powers sums $\left\langle p_{\Delta}\right\rangle$. In all cases we find that, for
example, the denominator increases much faster then expected and contains large prime numbers as factors, which clearly cannot appear from simple factorized polynomials in $\beta$.

Still, these are indirect arguments, that illustrate that naive attempts to extend superintegrability beyond $r=s$ where unsuccessful.

### 4.2 Representation of the content product in terms of Uglov polynomials

As announced in the introduction another result of this paper is the representation of (49) in terms of Uglov polynomials evaluated at a special locus. This is an important part of the superintegrability relation. In other known cases of superintegrability in matrix models the whole answer is expressed through special values of symmetric functions. A similar effect was not known even for the undeformed non-gaussian monomial model. Here we conjecture an answer for $\beta$-deformed contents in terms of Uglov polynomials. It's analog for Schur polynomials immediately follows by setting $\beta=1$ in the formulas below and is a particular case of known specializations formulas. We believe that the respective formulas for Uglov polynomials can be proven starting directly from the Macdonald polynomials, but we don't do it in this paper.

The product depends not only on $a$ but also on $N \bmod s$. In fact it depends only the difference $N-a \bmod s$. Therefore it makes sense to choose a representative with $a=0$. Formulas with other $a$ can be obtained from it. Here we propose the following formula:

$$
\begin{equation*}
\left(\prod_{(i, j) \in R}[[\beta N-\beta(i-1)+(j-1)]]_{s, 0}\right) U_{R}^{(s, 1)}\left\{\delta_{k, s}\right\}=\beta^{\frac{|R|}{s}} U_{R}^{(s, 1)}\left(p_{k}=\sum_{i=1}^{N} \omega_{s}^{(i-1) k}\right) \tag{56}
\end{equation*}
$$

Both parts of this formula depend on $N \bmod s$.

Let us demonstrate how this works in a few examples.

1. First take $N=0 \bmod s$. Then:

$$
\begin{gather*}
p_{k}=\sum_{i=1}^{N} \omega_{s}^{(i-1) k}=\delta_{k \mid s} N= \begin{cases}N, k=0 & \bmod s \\
0, k \neq 0 & \bmod s\end{cases}  \tag{57}\\
\left(\prod_{(i, j) \in R}[[\beta N-\beta(i-1)+(j-1)]]_{s, 0}\right) U_{R}^{(s, 1)}\left\{\delta_{k, s}\right\}=\beta^{\frac{|R|}{s}} U_{R}^{(s, 1)}\left(p_{k}=\delta_{k \mid s} N\right) \tag{58}
\end{gather*}
$$

This can be used to obtain expressions for cases, when $N=a \bmod s$, i.e.:

$$
\begin{equation*}
\left(\prod_{(i, j) \in R}[[\beta N-\beta(i-1)+(j-1)]]_{s, a}\right) U_{R}^{(s, 1)}\left\{\delta_{k, s}\right\}=\beta^{\frac{|R|}{s}} U_{R}^{(s, 1)}\left(p_{k}=\delta_{k \mid s} N\right) \tag{59}
\end{equation*}
$$

2. When $N \neq a \bmod s$ formula (56) still holds. To demonstrate how it works consider $s=3$. Once again set $a=0 \bmod 3$, then if $N=1 \bmod 3$ :

$$
p_{k}=\sum_{i=1}^{N} \omega_{e}^{(i-1) k}=\left\{\begin{array}{l}
N, k=0 \quad \bmod 3  \tag{60}\\
1, k=1,2 \quad \bmod 3
\end{array}=N \delta_{k \mid 3}+\delta_{k-1 \mid 3}+\delta_{k-2 \mid 3}\right.
$$

where we used the notation:

$$
\delta_{k \mid s}=\left\{\begin{array}{l}
1, k=0 \quad \bmod s  \tag{61}\\
0, k \neq 0 \quad \bmod s
\end{array}\right.
$$

Hence, we have for $N=1 \bmod s$ :

$$
\begin{align*}
\left(\prod_{(i, j) \in R}[[\beta N-\beta(i-1)+(j-1)]]_{s, 0}\right) & U_{R}^{(s, 1)}\left\{\delta_{k, s}\right\}=  \tag{62}\\
& =\beta^{\frac{|R|}{s}} U_{R}^{(s, 1)}\left(p_{k}=N \delta_{k \mid 3}+\delta_{k-1 \mid 3}+\delta_{k-2 \mid 3}\right)
\end{align*}
$$

and, again, we have the same expression, when $N=a+1 \bmod s$ :

$$
\begin{align*}
\left(\prod_{(i, j) \in R}[[\beta N-\beta(i-1)+(j-1)]]_{s, a}\right) & U_{R}^{(s, 1)}\left\{\delta_{k, s}\right\}=  \tag{63}\\
& =\beta^{\frac{|R|}{s}} U_{R}^{(s, 1)}\left(p_{k}=N \delta_{k \mid 3}+\delta_{k-1 \mid 3}+\delta_{k-2 \mid 3}\right)
\end{align*}
$$

Keep $a=0$ and let $N=2 \bmod 3$, then:

$$
p_{k}=\sum_{i=1}^{N} \omega_{e}^{(i-1) k}=\left\{\begin{array}{l}
N, k=0 \quad \bmod 3  \tag{64}\\
e^{\frac{\pi i}{3}}, k=1 \quad \bmod 3 \\
e^{-\frac{\pi i}{3}}, k=2 \quad \bmod 3
\end{array}\right.
$$

In the generic case the corresponding locus in terms of $p_{k}$ variables will be given by multiple root of unity sums, while it looks much simpler in the $x_{i}$ variables. Formulas for $[[\beta N-\beta i+j]]_{s, a}$ can be obtained in a similar fashion. One way to do it is to switch to $p_{k}$ variables, where one can
formally substitute $N$ by $N-1+\frac{1}{\beta}$, i.e.:

$$
\begin{equation*}
\left.\left(\prod_{(i, j) \in R}[[\beta N-\beta i+j)]\right]_{s, 0}\right) U_{R}^{(s, 1)}\left\{\delta_{k, s}\right\}=\beta^{\frac{|R|}{s}} U_{R}^{(s, 1)}\left(p_{k}=\delta_{k \mid s}\left(N-1+\frac{1}{\beta}\right)\right) \tag{65}
\end{equation*}
$$

One can get the corresponding formulas for Schur functions simply by taking the $\beta \rightarrow 1$ limit. Therefore in this section we have demonstrated that the content products of the non-Gaussian model can be represented as Uglov/Schur polynomials are special points restoring a stronger version of superintegrability in this model. On important point to make here is that this statement is actually also in the spirit of the next section. The fact that the simplest $\beta$-deformation of the non-Gaussian content product requires precisely Uglov polynomials is a strong argument in favor of the validity of the model.

## 5 In support of the conjecture

In this section we provide various arguments for the validity of our conjecture and the relevance of the root of unity limit for non-Gaussian matrix models. In particular in sec. 5.4 we explain the main reasoning that brought us to consider this conjecture.

### 5.1 Explicit evaluation of the integrals

The most straightforward way to try to test or look for superintegrability is to compute expectation values directly at fixed $N$ and $\beta$ and try to come up with the proper symmetric functions. Consider the simplest not trivial example is the one with parameters $r=2, s=2$. First, notice that averages in odd degree vanish. Therefore it makes sense to compute only correlators with even degree. A simple basis to do the calculations initially is the power sums basis. Therefore at level two we get

$$
\begin{equation*}
\left\langle p_{2}=\sum_{i=1}^{N} x_{i}^{2}\right\rangle_{2,1}^{(2,1)}=(1-\beta) N+\beta N^{2} \tag{66}
\end{equation*}
$$

Since it is quadratic in $N$ we only need to compute it at three points. Next we compute $\left\langle p_{1}^{2}\right\rangle$ to obtain

$$
\begin{equation*}
\left\langle p_{1}^{2}=\left(\sum_{i=1}^{N} x_{i}\right)^{2}\right\rangle_{2,1}^{(2,1)}=(N-1) \beta+1, \text { for odd } N \quad\left\langle p_{1}^{2}\right\rangle=N \beta, \text { for even } N \tag{67}
\end{equation*}
$$

Here we start seeing the dependence on the parity of $N$. Even though in each case the $N$ dependence is linear, we need at least four points to interpolate this result. The key problem is that by increasing $N$ the complexity of the calculation grows. This is mostly because of the measure part
which in the Uglov case involves $2 N(N-1)$ brackets that have to be expanded. And for bigger $\beta$ each bracket also produces many terms.

As we can see the result strongly depends on parity of $N$, at the next level we already know to take the parity into account. And compute only for odd $N$. This actually makes us go even to higher values of $N$ as now we need to get up to 4 points. Anyhow, we can compute ${ }^{4}$ :

$$
\begin{align*}
& \left\langle p_{4}\right\rangle_{2,1}^{(2,1)}=(-\beta+\beta N+1)\left(2 \beta N^{2}-2 \beta N+2 N+1\right) \\
& \left\langle p_{2}^{2}\right\rangle_{2,1}^{(2,1)}=N(-\beta+\beta N+1)\left(\beta N^{2}-\beta N+N+2\right) \\
& \left\langle p_{2} p_{1}^{2}\right\rangle_{2,1}^{(2,1)}=(\beta(N-1)+1)(\beta(N-1) N+N+2)  \tag{68}\\
& \left\langle p_{1}^{4}\right\rangle_{2,1}^{(2,1)}=3(-\beta+\beta N+1)^{2} \\
& \left\langle p_{3} p_{1}\right\rangle_{2,1}^{(2,1)}=3(1-\beta+\beta N)^{2}
\end{align*}
$$

Using these results we can try to guess the correct linear combinations that should give factorized answers. Level 4 is already quartic in $N$, which makes it a non-trivial task. One can immediately see that taking the standard Jack polynomials doesn't work. For example, taking $R=[4]$ one gets:

$$
\begin{align*}
\left\langle U_{[4]}^{(1,1)}\right\rangle_{2,1}^{(2,1)}=\frac{3(-\beta+\beta N+1)}{(\beta+1)(\beta+2)(\beta+3)} \times
\end{aligned} \quad \begin{aligned}
& \quad \times\left(-\beta^{4}+\beta^{3}-4 \beta^{2}+8 \beta+\beta^{2} N^{3}+2 \beta^{3} N^{2}-\beta^{2} N^{2}+\right. \\
& \left.\quad+5 \beta N^{2}+\beta^{4} N-2 \beta^{3} N+10 \beta^{2} N-2 \beta N+4 N+2\right) \tag{69}
\end{align*}
$$

This expression quite explicitly demonstrates that superintegrability is a rather non-trivial statement - choosing the wrong basis leads to completely intractable formulas. In the case at hand it's possible to make the correct guess and deduce the level 4 Uglov polynomials:

$$
\begin{align*}
& \left\langle U_{[4]}^{(2,1)}\right\rangle_{1}=\frac{(\beta N+1)(\beta N+3)(\beta N-\beta+1)(\beta N-\beta+3)}{(\beta+1)(\beta+3)} \\
& \left\langle U_{[3,1]}^{(2,1)}\right\rangle_{1}=-\frac{\beta(N-1)(\beta N+1)(\beta N-\beta+1)(\beta N-\beta+3)}{2(\beta+1)^{2}} \\
& \left\langle U_{[2,2]}^{(2,1)}\right\rangle_{1}=\frac{(N-1)(\beta N+1)(\beta N-2 \beta+2)(\beta N-\beta+1)}{2(\beta+1)}  \tag{70}\\
& \left\langle U_{[2,1,1]}^{(2,1)}\right\rangle_{1}=-\frac{(N-1)(\beta N+1)(\beta N-3 \beta+1)(\beta N-\beta+1)}{2(3 \beta+1)} \\
& \left\langle U_{[1,1,1,1]}^{(2,1)}\right\rangle_{1}=\frac{1}{8}(N-3)(N-1)(\beta N-3 \beta+1)(\beta N-\beta+1)
\end{align*}
$$

[^2]However, further, for bigger partitions and for higher $s$ it becomes way too complicated. Calculating at bigger $N$ is computationally challenging and blindly guessing the factorized formulas is hard. However, as we explain later we actually know from symmetry grounds that Uglov polynomials should indeed be the correct basis. Now we only need to check this conjecture. This is simpler. One thing we can do is to fix a low enough $N$, say $N=3$ and calculate the averages of Uglov polynomials at varying $\beta$. In that manner we should still obtain formulas which are fully factorized in $\beta$. Then it is also simple to interpolate the $N$ dependence, since we conjecture, that in each factor the $N$ dependence is linear as well. In that way we are only bound be computing Uglov polynomials, and by the length of the partition, since for given $N$ only polynomials with $l(R) \leq N$ are non-vanishing.

### 5.2 Superintegrability at $v=0$.

It appears that at $v=0$ the model can be reduced to the standard $\beta$-deformation at least when the expectation values are non-zero. Therefore in the non-vanishing sector of the $v=0$ model superintegrability can be proved. As stated above, non-zero expectation values correspond to $v=0$ Uglov polynomials for partitions with all parts divisible by $s$. Consider such a case:

$$
\begin{equation*}
\left\langle U_{R}^{(s, 0)}\left(x_{i}\right)\right\rangle_{a}=\int_{C_{s, a}^{\otimes N}} \prod_{i=1}^{N} d x_{i} \prod_{i<j}\left(x_{i}^{s}-x_{j}^{s}\right)^{\frac{2 \beta}{s}} \exp \left(-\sum_{i=1}^{N} \frac{x_{i}^{s}}{s}\right) U_{R}^{(s, 0)}\left(x_{i}\right) \tag{71}
\end{equation*}
$$

This requires $R=s \cdot \tilde{R}$, where the notation means that $R_{i}=s \cdot \tilde{R}_{i}$, such that $\tilde{R}$ is an integer partition. Now we make a substitution:

$$
\begin{equation*}
x_{i} \rightarrow\left(x_{i}\right)^{\frac{1}{s}} \quad \text { and } \quad \beta=s \cdot \tilde{\beta} \tag{72}
\end{equation*}
$$

Therefore we obtain, using (35) for the Uglov polynomials we obtain:

$$
\begin{equation*}
\left\langle U_{R}^{(s, 0)}\left(x_{i}\right)\right\rangle_{a}=\delta_{a, 1} \cdot \int_{0}^{\infty} \prod_{i=1}^{N} d x_{i} x_{i}^{\frac{1-s}{s}} \prod_{i<j}\left(x_{i}-x_{j}\right)^{2 \tilde{\beta}} \exp \left(-\sum_{i=1}^{N} \frac{x_{i}}{s}\right) J_{\tilde{R}}\left(\tilde{\beta} \mid x_{i}\right) \tag{73}
\end{equation*}
$$

After this change of variables the all the rays are "glued" together:

$$
\begin{equation*}
B_{s, j} \quad \rightarrow \quad(0, \infty) \tag{74}
\end{equation*}
$$

for any $j$, hence the total contour becomes proportional to the $(0, \infty)$ half-line:

$$
\begin{equation*}
C_{s, a} \quad \rightarrow \quad\left(\sum_{j=0}^{s-1} \omega_{s}^{-j(a-1)}\right) \cdot(0, \infty)=s \delta_{a, 1} \cdot(0, \infty) \tag{75}
\end{equation*}
$$

Here an additional power of $\omega^{-b}$ appears because of the change of variables in the integration. The resulting model is noting but the $\beta$-deformed complex $N \times N$ matrix model or the WishartLaguerre $\beta$-ensemble. It has an additional factor of $x_{i}^{\frac{1-s}{s}}$, which in these models is interpreted as a determinant insertion. The model actually enjoys superintegrability at any value of the exponent of this insertion [13]:

$$
\begin{equation*}
\int_{0}^{\infty} \prod_{i=1}^{N} d x_{i} x_{i}^{\nu} \prod_{i<j}\left(x_{i}-x_{j}\right)^{2 \beta} \exp \left(-a_{1} \sum_{i=1}^{N} x_{i}\right) J_{R}\left(x_{i}\right)=\frac{J_{R}\left\{\beta^{-1}(\nu+\beta(N-1)+1)\right\}}{J_{R}\left\{\beta^{-1} a_{1} \delta_{k, 1}\right\}} J_{R}\{N\} \tag{76}
\end{equation*}
$$

The integral is convergent for $\operatorname{Re}(\nu)>-1$, which in our case is satisfied. Therefore substituting $\nu=\frac{1-s}{s}, a_{1}=\frac{1}{s}$ and $\beta \rightarrow \tilde{\beta}, R \rightarrow \tilde{R}$ we can present :

$$
\begin{align*}
J_{\tilde{R}}\left\{\beta^{-1}(\nu+\beta(N-1)+1)\right\} & =\prod_{(i, j) \in \tilde{R}}(\nu+\tilde{\beta}(N-1)+1-\tilde{\beta}(i-1)+(j-1)) \cdot J_{\tilde{R}}\left\{\tilde{\beta}^{-1} \delta_{k, 1}\right\} \\
J_{\tilde{R}}\{N\} & =\prod_{(i, j) \in \tilde{R}}(\tilde{\beta} N-\tilde{\beta}(i-1)+(j-1)) \cdot J_{\tilde{R}}\left\{\tilde{\beta}^{-1} \delta_{k, 1}\right\} \tag{77}
\end{align*}
$$

These products, taken by boxes of $\tilde{R}$, can be rewritten in terms of the diagram $R$ :

$$
\begin{align*}
& \prod_{(i, j) \in \tilde{R}}(\tilde{\beta} N-\tilde{\beta}(i-1)+(j-1))=s^{-|\tilde{R}|} \prod_{(i, j) \in \tilde{R}}(\beta N-\beta(i-1)+s(j-1))= \\
& =s^{-|\tilde{R}|} \prod_{\substack{(i, j) \in R \\
j=1 \\
m o d}}(\beta N-\beta(i-1)+(j-1)) \\
& \begin{aligned}
& \prod_{(i, j) \in \tilde{R}}(\nu+\tilde{\beta}(N-1)+1-\tilde{\beta}(i-1)+(j-1))= \\
&=s^{-|\tilde{R}|} \prod_{(i, j) \in \tilde{R}}(1+\beta(N-1)-\beta(i-1)+(j-1) s)= \\
&=s^{-|\tilde{R}|} \prod_{\substack{(i, j) \in R \\
j=1 \\
\bmod s}}(\beta(N)-\beta i+j)
\end{aligned} \tag{78}
\end{align*}
$$

We see that the polynomial part of these expressions completely coincides with what we should have obtained according to the second part of (49). We also need only to check if the product of the $N$-independent coefficients match:

$$
\begin{equation*}
\frac{s^{-2|\tilde{R}|} J_{\tilde{R}}\left\{\tilde{\beta}^{-1} \delta_{k, 1}\right\} J_{\tilde{R}}\left\{\tilde{\beta}^{-1} \delta_{k, 1}\right\}}{J_{\tilde{R}}\left\{\beta^{-1} \delta_{k, 1}\right\}}=J_{\tilde{R}}\left\{\beta^{-1} \delta_{k, 1}\right\}=U_{R}^{(s, 0)}\left\{\beta^{-1} \delta_{k, s}\right\}=\frac{U_{R}^{(s, 0)}\left\{\delta_{k, s}\right\}}{\beta^{\frac{|R|}{s}}} \tag{79}
\end{equation*}
$$

Combining the results above we obtain exactly the desired formula.

### 5.3 Virasoro constraints

One of the powerful tools in the theory of matrix models are the Virasoro constraints [58, 59, 53]. They can be presented as a set of relations between correlators or as differential equations for the times extended partition function. In both cases their origin is the independence of the integral under the change of integration variables. Relation of Virasoro constraints to superintegrability was studied in [60]. However, that work was limited to a few simple cases. In the case at hand Virasoro constraints for generic potential were studied in [37]. Already in this case it appears that, contrary to the standard story only a certain subset of constrains can be constructed. On the other hand, it is well known, that when one specifies the potentials, additional features might appear. This specifically happens in the cases of non-Gaussian monomial (and polynomial) potentials. In that case even in the standard Hermitian models, the Virasoro constraints do not completely determine the partition function, but have ambiguities related to contour choices.

Let us first briefly review the standard Hermitian case. To do this, introduce the partition function:

$$
\begin{equation*}
Z_{N}\left(T_{k}\right)=\int \prod_{i=1}^{N} d x_{i} \Delta^{2}(x) \exp \left(\sum_{k=1}^{\infty} \frac{T_{k}}{k} \sum_{i=1}^{N} x_{i}^{k}\right) \tag{80}
\end{equation*}
$$

In this generic Hermitian matrix model we should specify a "phase", i.e. which of the times $T_{k}$ we treat as finite and which perturbatively as generating parameters. The monomial matrix models, for example, are obtained by a redefinition of times:

$$
\begin{equation*}
T_{k}=\delta_{k, s}+p_{k} \tag{81}
\end{equation*}
$$

Then the partition function (85) is a generating function of all correlation functions is in the corresponding models, where the time variables $p_{k}$ are treated as formal generating parameters. A relation to previous considerations is achieved by expanding this generating function using the Cauchy identity (37) as:

$$
\begin{equation*}
Z_{N}\left(p_{k}\right)=\sum_{R}\left\langle S_{R}(x)\right\rangle S_{R}(p) \tag{82}
\end{equation*}
$$

where the sum is over all partitions. We remind that the partition function treated as a function of $p_{k}$ satisfies Virasoro constraints. These are equations for the partition function that can be obtained as a consequence of the independence of the integral from infinitesimal variable shifts:

$$
\begin{equation*}
x_{i} \rightarrow x_{i}+\epsilon x_{i}^{n+1} \tag{83}
\end{equation*}
$$

Which produces:

$$
\begin{equation*}
L_{n} Z_{N}\left(p_{k}\right)=0, \quad n \geq-1 \tag{84}
\end{equation*}
$$

Now, in the Gaussian model, these constraints completely fix the form of the partition function as a formal series, and therefore, by formula (82) determine the Schur expectation values. On the other hand already in the cubic model this is not the case and the system of Virasoro constraints has a non trivial kernel given by generic functions of $p_{1}$. This subject is covered in detail in [53].

Now let us move on to the Virasoro constraints in the Uglov model:

$$
\begin{equation*}
Z_{N}^{(\mathrm{Uglov})}\left(T_{k}\right)=\int \prod_{i=1}^{N} d x_{i} \Delta_{\mathrm{Uglov}}^{(s, 1)}(x) \exp \left(\sum_{k=1}^{\infty} \frac{T_{k}}{k} \sum_{i=1}^{N} x_{i}^{k}\right) \tag{85}
\end{equation*}
$$

The derivation for a generic potential, just as in (85), was done in [37]. The key takeaway for us if that due to the structure of the Uglov determinant, only a subset of equations can be obtained. In particular for the constraint generated by $x_{i} \rightarrow x_{i}+\epsilon x_{i}^{n+1}$ the variation of the Uglov determinant contains:

$$
\begin{align*}
& \left(x_{i}^{r}-x_{j}^{r}\right)^{2 k} \longrightarrow\left(x_{i}^{r}+\epsilon r x_{i}^{n+r}-x_{j}^{r}-\epsilon r x_{i}^{n+r}\right)^{2 k} \approx \\
& \quad \approx\left(x_{i}^{r}-x_{j}^{r}\right)^{2 k}+2 k \epsilon r\left(x_{i}^{r}-x_{j}^{r}\right)^{2 k-1}\left(x_{i}^{n+r}-x_{j}^{n+r}\right)=\left(x_{i}^{r}-x_{j}^{r}\right)^{2 k}\left(1+2 k r \epsilon \frac{x_{i}^{n+r}-x_{j}^{n+r}}{x_{i}^{r}-x_{j}^{r}}\right) \tag{86}
\end{align*}
$$

where $k=\frac{(\beta-1)}{r}$. This can be reproduced by a differential operator in times variables only if $n$ is divisible by $r$. Hence, we obtain:

$$
\begin{equation*}
L_{n r}^{\text {Uglov }} Z_{N}^{\text {(Uglov) }}\left(T_{k}\right)=0, \quad n \geq 0 \tag{87}
\end{equation*}
$$

For generic couplings one obtains:

$$
\begin{align*}
& L_{n r}^{\text {Uglov }}=\sum_{i=1}^{\infty}(i+n r) T_{i} \frac{\partial}{\partial T_{i+n r}}+\sum_{i=1}^{n r-1} i(n r-i) \frac{\partial^{2}}{\partial T_{i} \partial T_{n r-i}}++(2 N+k r(2 N-n-1)) n r \frac{\partial}{\partial T_{n r}}  \tag{88}\\
& +k r \sum_{i=1}^{n-1} i r(n r-i r) \frac{\partial^{2}}{\partial T_{i r} \partial T_{n r-i r}}+\delta_{n, 0}\left(N^{2}+k r N(N-1)\right)
\end{align*}
$$

The Virasoro constraints for the the monomial Uglov model are obtained by a redefinition of variables similar to (81). However, now, to accommodate for the expansion in terms of Uglov polynomials, it also makes sense to normalize the times in such way that we obtain the correct Cauchy formula (40). That is, we set in the Virasoro constrains (88):

$$
\begin{equation*}
T_{k}=\delta_{k, s}+\beta^{\delta_{k \mid s}} p_{k} \tag{89}
\end{equation*}
$$

Therefore we set $r=s$ and rewrite the Virasoro constraints in terms of the $p_{i}$ variables:

$$
\begin{align*}
& L_{n s}^{\mathrm{Uglov}}=-\frac{(n s+s)}{\beta} \frac{\partial}{\partial p_{n s+s}}+\sum_{i=1}^{\infty}(i+n s) p_{i} \frac{\partial}{\partial p_{i+n s}}+\sum_{i=1}^{n s-1} \beta^{-2 \delta_{i \mid s}} i(n s-i) \frac{\partial^{2}}{\partial p_{i} \partial p_{n s-i}}+ \\
& +(2 N+(\beta-1)(2 N-n-1)) \frac{n s}{\beta} \frac{\partial}{\partial p_{n s}}+\beta^{-2}(\beta-1) \sum_{i=1}^{n-1} i r(n s-i s) \frac{\partial^{2}}{\partial p_{i s} \partial p_{n s-i s}}+  \tag{90}\\
& +\delta_{n, 0}\left(N^{2}+(\beta-1) N(N-1)\right)
\end{align*}
$$

These equations allow for a very nontrivial check of our conjecture. Namely, we check:

$$
\begin{equation*}
L_{n s}^{\text {Uglov }} \cdot \sum_{R} \frac{\left\langle U_{R}^{(s, 1)}\right\rangle_{a} U_{R}^{(s, 1)}}{\left\|U_{R}^{(s, 1)}\right\|^{2}}=0, \quad n \geq 0 \tag{91}
\end{equation*}
$$

Here $N$ and $\beta$ can be treated simply as parameters and we are not forced to interpolate between discrete values. As a result we are bounded only by complexity of calculating Uglov polynomial, and hence Macdonald polynomials, for bigger representations. We checked our conjecture from $r=2$ to $r=5$ at least for $|R| \leq 10$. Surely one can go even to higher orders.

## 5.4 $W$-representation

Another important piece of evidence for the conjecture, and the main source of intuition for us, is the consideration of relevant $W$-operators. In this section we will briefly remind the main construction of $W$-operators for matrix models and then see where it leads when applied to the monomial matrix models. The main idea behind $W$-operators is that they are a sort of hidden symmetry of the matrix model, that is supposedly responsible for superintegrability. This point of view is explored in [30], where it was also explained how to construct $W$-operators for specific models. The starting point of this subject is the observation [61] that times dependent partition functions of some matrix models can be represented in the form:

$$
\begin{equation*}
Z\left(p_{k}\right)=\exp \left(\hat{W}\left[p_{k}, \frac{\partial}{\partial p_{k}}\right]\right) \cdot 1 \tag{92}
\end{equation*}
$$

The operator $\hat{W}$ acts on parameters $p_{k}$ and depends on the model: on the potential, measure and type of matrices integrated. In some cases it is either more appropriate or necessary that the exponent acts not on an identity, but on some other functions like in the WLZZ models [62, 63] where it acts on an exponent with additional parameters. Recently some progress was made in understanding the role of $W$-operators in superintegrability, and it was revealed that one should study their action on the relevant symmetric functions. In this regard one should view these $W$-operators
as parts of some large algebra that has distinguished representations in terms of partitions. Such algebras, now studied under the name of BPS-algebras, include the $\mathcal{W}_{1+\infty}$ algebra, affine Yangians $Y\left(\hat{\mathfrak{g r l}}_{n}\right)$ etc. [24, 22, 23, 25, 26, 27, 28]. In regards to matrix models only some of these algebras have yet appeared. As a result of this section we will observe the relevance of supposedly the $Y\left(\hat{\mathfrak{g}}_{n}\right)$ Yangian.

It should be noted that this representation can in some cases be derived from Virasoro constraints (or higher $W$-constraints). In these situations the aforementioned action on partitions can be used to prove superintegrability, à la [29]. In other cases it is not possible, or rather more peculiar, for instance, when Virasoro constraints do not completely fix the partition functions. The monomial and Uglov models are exactly of this sort. Nevertheless, classic techniques combined with recent progress on the matter allow to reverse engineer the $W$-representation if superintegrability is already known, which then opens up the possibility to use methods coming from representation theory of relevant algebras. This is exactly the approach we are going to take here.

Returning back to monomial matrix models, the starting point is the undeformed case. Here superintegrability holds for Schur functions. Hence the relevant algebra of operators is the $\mathcal{W}_{1+\infty}$ algebra. In this case the following is known. Suppose we have the character expansion of the following form:

$$
\begin{equation*}
Z\left(g(x), n \mid p_{k}\right)=\sum_{R} \prod_{(i, j) \in R} g(j-i) S_{R}\left(\delta_{k, n}\right) S_{R}(p) \tag{93}
\end{equation*}
$$

Let us remind that these appear in matrix models, for example, as in (82), when using the standard Cauchy formula. Then one has a corresponding operator in the single free boson representation of the $\mathcal{W}_{1+\infty}$-algebra, such that:

$$
\begin{align*}
& Z\left(g(x), n \mid p_{k}\right)=\exp \left(\hat{W}_{n}[g]\right) \cdot 1 \\
& \hat{W}_{n}[g] S_{R}(p)=\sum_{\substack{Q: \\
|Q|=|R|+n}}\left(\prod_{(i, j) \in Q / R} g(i-j)\right)\left\langle p_{n} S_{R} \mid S_{Q}\right\rangle S_{Q}(p) \tag{94}
\end{align*}
$$

where the coefficients $\left\langle p_{n} S_{R} \mid S_{Q}\right\rangle$ can be computed via the scalar product on Schur polynomial and represent the action of the simplest examples $W$-operators - multiplication by $p_{n}$ :

$$
\begin{equation*}
p_{n} S_{R}=\sum_{\substack{Q: \\|Q|=|R|+n}}\left\langle p_{n} S_{R} \mid S_{Q}\right\rangle S_{Q} \tag{95}
\end{equation*}
$$

We have highlighted in color the components that are in correspondence in the character expansion
and in the action of the $W$-operator on Schur functions. One can describe the element (94) in the $\mathcal{W}_{1+\infty}$ algebra. For details and definition we refer to [30]. The key element is the operator:

$$
\begin{equation*}
\hat{W}_{0}[g] S_{R}=\left(\sum_{(i, j) \in R} g(j-i)\right) S_{R} \tag{96}
\end{equation*}
$$

It should be thought as the building block for the whole set of operators (94). After (96) is provided one immediately constructs the whole family, by utilising iterated commutators, a construction explained in [30].

Let us treat the specific case we have at hand. The content function is given by the doublebrackets:

$$
\begin{equation*}
g(x)=[[N+x]]_{s, 0}[[N+x]]_{s, a} \tag{97}
\end{equation*}
$$

In that form, this function is only defined for integer $x$, however, to find the $W$-operator we need to analytically continue it for generic $x$. This can be achieved by utilizing the fact that for integer $x$ one has:

$$
\sum_{k=0}^{s-1} \exp \left(\frac{2 \pi i k}{s}(x-a)\right)=\left\{\begin{array}{l}
1, x \bmod s=a  \tag{98}\\
0, x \bmod s \neq a
\end{array}\right.
$$

which can be represented as the value of the expression:

$$
\begin{equation*}
\frac{1-q^{s(x-a)}}{1-q^{x-a}}=\sum_{k=0}^{s-1} q^{k(x-a)} \tag{99}
\end{equation*}
$$

at $q=\omega_{s}$. At this point we can already observe the root of unity limit emerging, which in fact this is the key observation of this section. Now we can go on to explicitly represent the function (97) as well and then build the $W$-operator. We will not go on to provide a full expression, as we don't yet have a concise way to present is. However it is clear, that the building block of this $W$-operator will be an operator acting on Schur functions as:

$$
\begin{equation*}
\hat{W}_{0}\left[q^{k x}\right] S_{R}=\left(\sum_{(i, j) \in R} q^{k(j-i)}\right) S_{R} \tag{100}
\end{equation*}
$$

It's one body representation is

$$
\begin{equation*}
\hat{W}_{0}^{\text {one-body }}\left[q^{k x}\right]=\frac{1-q^{k D}}{1-q^{k}} \tag{101}
\end{equation*}
$$

and hence we can explicitly write it's second quantized bosonic representation:

$$
\begin{equation*}
\hat{W}_{0}\left[q^{k x}\right]=\oint \frac{d z}{z}: e^{-\phi(z)} \frac{1-q^{k D}}{1-q^{k}} e^{\phi(z)}=\frac{1}{q^{k}-1} \oint \frac{d z}{z}\left(: e^{\phi\left(q^{k} z\right)-\phi(z)}:-1\right) \tag{102}
\end{equation*}
$$

Which is nothing but the Macdonald operator (normalized) at $q=t$ [64]. Therefore the $W$ operator for specific monomial matrix model with be made out of iterated commutators of the Macdonald operator evaluated at:

$$
\begin{equation*}
q=t=\omega_{s} \tag{103}
\end{equation*}
$$

At this locus the Macdonald operator always acts on Schur functions, since for any value of $q=t$ Macdonald polynomials reduce to Schur polynomials. Therefore the symmetric function in these models are not sensitive to the specific point in the ( $q, t$ )-plane. However, we clearly see, that the operators are different and moreover, we could clearly expect that deformation around this point would depend on the specific value of $q$. Following this logic we are lead to search for the $\beta$-deformation around the root of unity locus, which turns out to be the correct thing to do as demonstrated in the previous sections. Finally, let us note that this $\beta$-deformation of the root of unity point has recently been studied from the purely algebraic standpoint, at least, in the case of $r=2$. It was shown that the resulting algebra is the affine Yangian $Y\left(\hat{\mathfrak{g l}}_{2}\right)$ and the respective analogs of cut-and-join operators were constructed [41, eq.(97)-(100)].

We point out once again, that these consideration where not derived from Virasoro constraints, since in non-Gaussian examples it is not possible, or at least not known at the moment. Hence in this section we described the logic that was announced in fig 1.

### 5.5 Back to $(q, t)$. Limit of the $(q, t)$ deformed Gaussian and WishartLaguerre models

Here we would to explore the possibility to derive not only the Uglov determinant, but the whole matrix model together with the potential from the $(q, t)$-deformed integrals. To do this let us first recall that it is conjectured that the ( $q, t$ )-analogs of the Gaussian and Complex matrix ( RCM ) models are also exactly solvable. To define the models we first recall some notations.

In the ( $q, t$ )-deformed case integration over eigenvalues is substituted by Jackson integrals:

$$
\begin{equation*}
\int_{-\xi}^{\xi} d_{q} x f(x)=\xi(1-q) \sum_{n=0}^{\infty} q^{n}\left(f\left(\xi q^{k}\right)+f\left(-\xi q^{k}\right)\right) \tag{104}
\end{equation*}
$$

The $q$-Pochammer symbol is defined as:

$$
\begin{equation*}
(z ; q)_{\infty}=\prod_{i=0}^{\infty}\left(1-z q^{i}\right) \tag{105}
\end{equation*}
$$

Then, the $(q, t)$-deformed Gaussian matrix model is defined as $[13,65]$ :

$$
\begin{equation*}
\langle f(x)\rangle_{(q, t)}^{\text {Gauss }}=\int_{-\xi}^{\xi} \prod_{i=1}^{N} d_{q} x_{i}^{\beta(N-1)} \prod_{i \neq j} \frac{\left(\frac{x_{i}}{x_{j}} ; q\right)_{\infty}}{\left(\frac{t x_{i}}{x_{j}} ; q\right)} \prod_{i=1}^{N}\left(\frac{q^{2} x_{i}^{2}}{\xi^{2}} ; q^{2}\right)_{\infty} f(x) \tag{106}
\end{equation*}
$$

where the role of the Gaussian measure is played by the Pochammer symbol $\left(q^{2} z^{2} / \xi^{2} x_{i} ; q\right)_{\infty}$. The $(q, t)$ analog of the complex matrix model/Wishart-Laguerre (WL) model is also available and given by:

$$
\begin{equation*}
\langle f(x)\rangle_{(q, t)}^{\mathrm{RCM} / \mathrm{WL}}=\int_{-\xi}^{\xi} \prod_{i=1}^{N} d_{q} x_{i}^{\beta(N-1)} \prod_{i \neq j} \frac{\left(\frac{x_{i}}{x_{j}} ; q\right)_{\infty}}{\left(\frac{t x_{i}}{x_{j}} ; q\right)} \prod_{i=1}^{N}\left(\frac{q x_{i}}{\xi} ; q\right)_{\infty} f(x) \tag{107}
\end{equation*}
$$

It is conjectured $[13,10]$ that averages of Macdonald polynomials in these models are also exact, i.e. the models posses superintegrability:

$$
\begin{align*}
\left\langle\operatorname{Mac}_{R}(x)\right\rangle_{(q, t)}^{\text {Gauss }} & =\frac{\operatorname{Mac}_{R}\left\{\frac{\xi^{k}\left(1+(-1)^{k}\right)}{1-t^{k}}\right\} \cdot \operatorname{Mac}_{R}\left\{\frac{1-t^{k N}}{1-t^{k}}\right\}}{\operatorname{Mac}_{R}\left\{\frac{-\xi^{2 k}}{1-t^{k}}\right\}}  \tag{108}\\
\left\langle\operatorname{Mac}_{R}(x)\right\rangle_{(q, t)}^{\mathrm{RCM} / \mathrm{WL}} & =\frac{\operatorname{Mac}_{R}\left\{\frac{1-q^{k} t^{k(N-1)}}{1-t^{k}}\right\} \cdot \operatorname{Mac}_{R}\left\{\frac{1-t^{k N}}{1-t^{k}}\right\}}{\operatorname{Mac}_{R}\left\{\frac{\xi^{k}}{1-t^{k}}\right\}}
\end{align*}
$$

For our purposes it is instructive to recall, for example, in the WL, how the undeformed model is obtained as a limit. We take the $q \rightarrow 1$ limit, while also properly scaling $\xi$. To recover the proper scaling, notice that:

$$
\begin{equation*}
\prod_{i=1}^{N}\left(\frac{q x_{i}}{\xi} ; q\right)_{\infty}=\exp \left(-\sum_{k=1}^{\infty} \frac{1}{k \xi^{k}\left(q^{-k}-1\right)} \sum_{i=1}^{N} x_{i}^{k}\right) \tag{109}
\end{equation*}
$$

Hence we rescale $\xi=\frac{q}{1-q}$, then:

$$
\begin{equation*}
\xi \rightarrow \infty, \quad \frac{(1-q)^{k}}{k\left(1-q^{k}\right)} \longrightarrow \delta_{k, 1} \tag{110}
\end{equation*}
$$

and

$$
\begin{equation*}
\prod_{i=1}^{N}\left(\frac{q x_{i}}{\xi} ; q\right)_{\infty} \quad \longrightarrow \quad \exp \left(-\sum_{i=1}^{N} x_{i}\right) \tag{111}
\end{equation*}
$$

Now, instead of this limit we could scale $\xi$ as:

$$
\begin{equation*}
\xi=\frac{1}{s\left(q^{s}-1\right)^{1 / s}} \tag{112}
\end{equation*}
$$

Then as $q \rightarrow \omega_{s}$ we have:

$$
\begin{equation*}
\xi \sim \omega_{s} \cdot \infty, \quad-\frac{s\left(q^{s}-1\right)^{k / s}}{k\left(q^{-k}-1\right)} \longrightarrow \delta_{k, s} \tag{113}
\end{equation*}
$$

And, hence:

$$
\begin{equation*}
\prod_{i=1}^{N}\left(\frac{q x_{i}}{\xi} ; q\right)_{\infty} \quad \longrightarrow \quad \exp \left(\sum_{i=1}^{N} x_{i}^{s}\right) \tag{114}
\end{equation*}
$$

Hence we can consistently recover the monomial potential by correctly scaling $\xi$ in the root of unity limit. On the other hand we see, that the integration limits behave in a somewhat reasonable way, however, it's still unclear how to completely reconstruct the contours of (49).

What this discussion suggests is that one can recover the Gaussian matrix model from the ( $q, t$ )-deformed WL ensemble (107) in the limit $q \rightarrow \omega_{2}$. On the other hand one take the standard $q \rightarrow 1$ limit of the Gaussian $(q, t) \operatorname{model}(106)$ instead. By similar consideration one would have:

$$
\begin{equation*}
\left(\frac{q^{2} x_{i}^{2}}{\xi^{2}} ; q^{2}\right)_{\infty} \quad \longrightarrow \quad \exp \left(\sum_{i=1}^{N} x_{i}^{2}\right) \tag{115}
\end{equation*}
$$

Therefore we clearly can observe that we obtain two versions of the Gaussian matrix model. One with an Uglov determinant with $r=s=2$ and the other with $r=1, s=2$. We have observed in sec. 4 that both case are superintegrable, which is in agreement with the limits.

## 6 Discussion and outlook

We would like to conclude by reiterating a few key features of the obtained result and speculate about some further directions and generalization.

One thing that we want to stress is that our result fills in an important gap in the list of superintegrable/exactly solvable matrix models. Moreover, from this perspective we obtained a rather interesting example. Suppose we were to look at the case at hand from the perspective of finding the right basis for a given measure and potential. Given the rather complicated form of the Uglov determinant, guessing an answer might seem improbable. Moreover no other methods for solving the model work in this case, so we can't even calculate a number of averages by some analytic method and then try to combine those to obtain factorized formulas. Hence it is quite surprising that an answer does exist. On the other hand we observe that for a given $s$ only a special
potential produces nice formulas, further stressing that superintegrability is a peculiar property.
It's intriguing that the relevant polynomials once again have lots of nice group theoretic properties, which allows to further stretch the initial statement about characters of [9, 10]. The result presented here heavily relies on these group theoretic properties, as we have demonstrated in sec 5.4.

Our considerations point to a few important questions and further research direction, among those are:

- The extension of Uglov polynomials to other values of $v$. The instanton counting problem for ALE spaces and the consistency of the matrix model with this limit together with superintegrability naturally leads to this question. Naively, however, this limit of Macdonald polynomials is ill-defined.
- Proving superintegrability algebraically. As we have explained our proposal can't be proven directly from Virasoro constraints, since there is no obvious way to obtain the $W$-operator from them. This is not merely a technical difficulty but a conceptual one. Virasoro constraints do not fix the integration contour, while superintegrability in the presented form seems to strongly depend on it. On the other hand, Virasoro constraints and $W$-operators are among the few tools for matrix models that survive $\beta$-deformation.
- A more technical, but still interesting question is the study of the $v=0$ Uglov polynomials. Even though those of them that are relevant from the matrix model perspective they appear to reduce to Jack polynomial, the others are non-trivial. Moreover, we did not demonstrate that their averages vanish.
- There are several technical extensions that are expected based on previous results. First is the case of non-normalized averages à la [56]. Clearly we expect that a distinguished role will be played by Uglov polynomials for rectangular partitions, which interplays nicely with [39]. Second is the extension towards bilinear correlators along the lines of [66].
- Finally, it would be interesting to complete the analysis of the limit of the $(q, t)$-deformed RCM/WL and Gaussian model. In particular it is important to understand how the starlike contours of [36] arise in this limit. Apart from that the Gaussian model has a feature of having two superintegrabilities and naturally one could ask if this holds in any other cases.
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## A Symmetric functions and notations

We briefly introduce a few notations from the theory of symmetric functions and partitions that are used throughout the paper [57, 67].

Integer partitions and Young diagrams are denoted by $R=\left[R_{1}, R_{2}, R_{3}, \ldots\right]$. Superintegrability formulas often are given in terms of the so called contents of the partitions. Is is defined in terms of the coordinates of a box in the Young diagram $(i, j)$ with $i$ being the row number and $j$ the column number. For example the shaded box in the figure below has coordinates $(2,3)$ :


The difference $j-i$ is called a content of a given box of a partition. Next, we illustrate the notations for special functions evaluated at special points on the example of Schur functions. Schur functions are characters of $G L(N)$ and can be computed in several ways. In particular, consider a generating function:

$$
\begin{equation*}
\exp \left(\frac{z^{k} p_{k}}{k}\right)=\sum_{k} s_{k}(p) z^{k} \tag{116}
\end{equation*}
$$

The Schur polynomials are given by the determinant:

$$
\begin{equation*}
S_{R}\left(p_{k}\right)=\operatorname{det}_{i, j} s_{R_{i}-i+j}\left(p_{k}\right) \tag{117}
\end{equation*}
$$

In this form, Schur functions are homogeneous functions of the variables $p_{k}$ of degree $R$, if $p_{k}$ is assigned a degree $k$. In symmetric functions notations $p_{k}$ are nothing but the powers sums:

$$
\begin{equation*}
p_{k}=\sum_{i=1}^{N} x_{i}^{k} \tag{118}
\end{equation*}
$$

Making this substitution in Schur functions turns them into a symmetric functions of the $x_{i}$ variables. These can also be though as being eigenvalues of some matrix $X$, then one has:

$$
\begin{equation*}
S_{R}\left(x_{i}\right)=S_{R}\left(p_{k}=\operatorname{Tr} X^{k}\right) \tag{119}
\end{equation*}
$$

In matrix models this is exactly how the Schur function appears in the integrand. On the r.h.s of superintegrability formulas we encounter Schur functions evaluated at special loci. Everywhere, except sec (4.2), where it is spelled out explicitly, we mean special loci of the $p_{k}$ variables. For that we use a special notation, for example:

$$
\begin{equation*}
S_{R}\left\{\delta_{k, s}\right\}:=S_{R}\left(p_{k}=\delta_{k, s}\right) \tag{120}
\end{equation*}
$$

which means we put all powers sums equal to zero except the $s^{\prime}$ 'th one, which is equal to one. We also use:

$$
\begin{equation*}
S_{R}\{N\}:=S_{R}\left(p_{k}=N\right) \tag{121}
\end{equation*}
$$

where all powers sums are equal to $N$. While the first point is natural only in the power sum basis, the second one be also expressed in the $x_{i}$, by putting all $x_{i}=1$. These special values of Schur functions can be described combinatorically as follows:

$$
\begin{align*}
& S_{R}\left\{\delta_{k, s}\right\}=\prod_{(i, j) \in R} \frac{1}{\left[\left[h_{i, j}\right]\right]_{s, 0}}  \tag{122}\\
& S_{R}\{N\}=S_{R}\left\{\delta_{k, 1}\right\} \prod_{(i, j) \in R}(N+j-i)
\end{align*}
$$

where $h_{i, j}$ are the corresponding hook length. i.e. the number of boxes right and below of the given one plus one, and the notation is as in (16). With other symmetric functions that appear in the paper we use the same notation as in (120) and (121), meaning that one expresses then in the power sum basis and evaluates at special values of the power sums.

## B Uglov polynomials

Here we list some more examples of Uglov polynomials for bigger partitions and various choices of $r$. $r=2, v=1,|R| \leq 4$ :

$$
\begin{align*}
& U_{[1]}^{(2,1)}=p_{1} \\
& U_{[1,1]}^{(2,1)}=\frac{p_{1}^{2}}{2}-\frac{p_{2}}{2} \\
& U_{[2]}^{(2,1)}=\frac{\beta p_{2}+p_{1}^{2}}{\beta+1} \\
& U_{[1,1,1]}^{(2,1)}=\frac{p_{1}^{3}}{6}-\frac{p_{2} p_{1}}{2}+\frac{p_{3}}{3} \\
& U_{[1,2]}^{(2,1)}=\frac{1}{3}\left(p_{1}^{3}-p_{3}\right) \\
& U_{[3]}^{(2,1)}=\frac{3 \beta p_{2} p_{1}+p_{1}^{3}+2 p_{3}}{3 \beta+3}  \tag{123}\\
& U_{[1,1,1,1]}^{(2,1)}=\frac{p_{1}^{4}}{24}-\frac{1}{4} p_{2} p_{1}^{2}+\frac{p_{3} p_{1}}{3}+\frac{p_{2}^{2}}{8}-\frac{p_{4}}{4} \\
& U_{[1,1,2]}^{(2,1)}=\frac{(2 \beta+1) p_{1}^{4}-3(\beta+1) p_{2} p_{1}^{2}-2(\beta-1) p_{3} p_{1}-3 \beta\left(p_{2}^{2}-2 p_{4}\right)}{18 \beta+6} \\
& U_{[2,2]}^{(2,1)}=\frac{3 \beta p_{2}^{2}-3(\beta-1) p_{4}+p_{1}^{4}-4 p_{3} p_{1}}{6(\beta+1)} \\
& U_{[1,3]}^{(2,1)}=\frac{(\beta+2) p_{1}^{4}+3 \beta(\beta+1) p_{2} p_{1}^{2}+2(\beta-1) p_{3} p_{1}-3 \beta\left(\beta p_{2}^{2}+2 p_{4}\right)}{6(\beta+1)^{2}} \\
& U_{[4]}^{(2,1)}=\frac{3 \beta^{2} p_{2}^{2}+6 \beta p_{2} p_{1}^{2}+6 \beta p_{4}+p_{1}^{4}+8 p_{3} p_{1}}{3 \beta^{2}+12 \beta+9}
\end{align*}
$$

$r=1,|R|=4$ (Jack polynomials):

$$
\begin{align*}
& U_{[1,1,1,1]}^{1}=J_{[1,1,1,1]}=\frac{p_{1}^{4}}{24}-\frac{1}{4} p_{2} p_{1}^{2}+\frac{p_{3} p_{1}}{3}+\frac{p_{2}^{2}}{8}-\frac{p_{4}}{4} \\
& U_{[1,1,2]}^{1}=J_{[1,1,2]}=\frac{\beta p_{1}^{4}+(1-3 \beta) p_{2} p_{1}^{2}+2(\beta-1) p_{3} p_{1}-p_{2}^{2}+2 p_{4}}{6 \beta+2} \\
& U_{[2,2]}^{1}=J_{[2,2]}=\frac{\beta^{2} p_{1}^{4}+\left(\beta^{2}+\beta+1\right) p_{2}^{2}-2(\beta-1) \beta p_{2} p_{1}^{2}-4 \beta p_{3} p_{1}+(\beta-1) p_{4}}{2(\beta+1)(2 \beta+1)}  \tag{124}\\
& U_{[1,3]}^{1}=J_{[1,3]}=-\frac{-\beta^{2} p_{1}^{4}+(\beta-3) \beta p_{2} p_{1}^{2}+2(\beta-1) p_{3} p_{1}+\beta p_{2}^{2}+2 p_{4}}{2(\beta+1)^{2}} \\
& U_{[4]}^{1}=J_{[4]}=\frac{\beta^{3} p_{1}^{4}+6 \beta^{2} p_{2} p_{1}^{2}+8 \beta p_{3} p_{1}+3 \beta p_{2}^{2}+6 p_{4}}{\beta^{3}+6 \beta^{2}+11 \beta+6}
\end{align*}
$$

$r=4, v=1,|R|=4:$

$$
\begin{align*}
& U_{[1,1,1,1]}^{(4,1)}=\frac{p_{1}^{4}}{24}-\frac{1}{4} p_{2} p_{1}^{2}+\frac{p_{3} p_{1}}{3}+\frac{p_{2}^{2}}{8}-\frac{p_{4}}{4} \\
& U_{[1,1,2]}^{(4,1)}=\frac{(2 \beta+1) p_{1}^{4}-3(\beta+1) p_{2} p_{1}^{2}-2(\beta-1) p_{3} p_{1}-3 \beta\left(p_{2}^{2}-2 p_{4}\right)}{18 \beta+6} \\
& U_{[2,2]}^{(4,1)}=\frac{1}{12}\left(p_{1}^{4}-4 p_{3} p_{1}+3 p_{2}^{2}\right)  \tag{125}\\
& U_{[1,3]}^{(4,1)}=\frac{(\beta+2) p_{1}^{4}+3(\beta+1) p_{2} p_{1}^{2}+2(\beta-1) p_{3} p_{1}-3\left(2 \beta p_{4}+p_{2}^{2}\right)}{12(\beta+1)} \\
& U_{[4]}^{(4,1)}=\frac{6 \beta p_{4}+p_{1}^{4}+6 p_{2} p_{1}^{2}+8 p_{3} p_{1}+3 p_{2}^{2}}{6 \beta+18}
\end{align*}
$$
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[^1]:    ${ }^{3}$ We use a slightly different notation compared to [43] as in our case we preferred to keep $s$ for the degree of the potential.

[^2]:    ${ }^{4}$ In fact for some of the correlators we used the help of Virasoro constraints, which we explain later, however, using so more computational power, one could power through the level 4 case

