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ABSTRACT

Nature-inspired algorithms, such as artificial evolution and lifetime learning methods, have proven to be successful in advancing

autonomous robot design. Currently, evolution and learning are employed separately. Evolution can be used to optimize the

robots’ morphology, or controller, or both in tandem, while learning is being applied to optimize the controller within a given

morphology. Today, little is known about the use of evolution and learning together for the development of robots. Systems for

the joint evolution of morphologies and controllers enhanced with lifetime learning carry great potential, but are very complex to

implement, slow to run, and hard to analyze.

A deeper understanding of such systems can form the basis for advanced robot design approaches, including fully automated

ones that can adapt to changing environments and user requirements, once the technology of robot reproduction is mature

enough. Furthermore, robot systems that evolve and learn can be used as models of evolution and learning in natural

organisms, allowing experimental research into fundamental questions and what-if analyses beyond the possibilities of biology.

Here, we investigate an exceptionally deep integration of evolution and learning through the use of Lamarckian inheritance.

The notion of Lamarckism (the inheritance of acquired characteristics) is controversial in biology, but logical from a robot

development perspective, as it inherently allows for rapid evolutionary response to changes. The key ingredient is an inverse

genotype-phenotype mapping that encodes learned traits of the controllers onto the robots’ genotype, making them immediately

available to the next generation by inheritance.

Experiments with simulated modular robots in nonstationary environments demonstrate that the Lamarckian system is more

successful than its Darwinian counterpart and reveal hitherto unknown effects regarding the fitness development of ‘newborn’

robots after environmental changes, the learning abilities of evolved morphologies, and the effect of Lamarckian inheritance

on parent-offspring similarity. These results lay a foundation for advanced algorithms for automated robot development, and

illuminate a different biology, not Life not as we know it, but Life as it could be.

Introduction

In nature, organisms interact with their environment, and the environment shapes their physiology, behavior, and adaptations.

Inspired by nature, Evolutionary robotics (ER)1, 2 which employs evolutionary algorithms to evolve the robot controller and/or

morphologies to create optimal robots for certain tasks in certain environments.

To attain a sophisticated intelligent system, ER researchers frequently factor in the environmental context. In the majority

1

ar
X

iv
:2

40
3.

19
54

5v
1 

 [
cs

.R
O

] 
 2

8 
M

ar
 2

02
4



of ER studies, robot controllers are evolved with fixed morphologies in a single simulated and/or real environment3, 4. Fewer

with multiple environments, for instance,5 demonstrated different environments can shape very different behaviours under very

similar selection criteria.

In 1994, when Sims6 first introduced the idea of joint evolving both the morphologies and controllers of robots in virtual

environments, subsequent studies followed, again, majority of these studies fall in with single environment7–11, fewer with

multiple environments, the studies from12, 13 have demonstrated how increasing the complexity of environmental conditions

could result in an increase in the morphological complexity of emerging creatures; the studies from14, 15 have shown that different

environmental conditions can cause populations to exhibit different phenotypic traits; the study from16 have investigated

the effects of multiple levels of gravity on soft robotics, showing the emergence of distinct behaviours at each level. Other

researchers have studied how to make robots perform better in various environments by evolving environment-specific

bodies17, 18.

However, to the best of our knowledge, all these environment-dependent optimization methods have been conducted within

the framework of the Darwinian system in ER. There is no research investigating the environment with the Lamarckian system,

not to mention comparing the Lamarckian system with the Darwinian system in a changing environment or real-world scenario.

The consideration of the Lamarckian system in our investigation may prompt curiosity, given its historical dismissal in

traditional biology. The Lamarckian system, which posits that organisms need exposure to varied environments to induce

pressure for the inheritance of altered genes in subsequent generations, has largely been considered obsolete in biological

contexts.

However, this concept may not be applicable in biology, it is feasible in the ER. In our previous research, we implemented

the Lamarckian system by making the phenotype and genotype invertible19. This research demonstrated that the Lamarckian

system is more efficient than the Darwinian system in a flat environment with modular robots.

In the Lamarckian system, the environment drives adaptive change through the inheritance of acquired characteristics,

whereas in the Darwinian system, it performs the crucial but immensely important task of selecting the fittest organisms20. In

this work, we investigate the effects of changing environments on the Lamarckian system, where both the morphology and

controllers of the robots are evolvable. Specifically, we apply a Lamarckian system that acts upon the learning layer, allowing

what parents learned to be inherited by their offspring.

We compare the Lamarckian system to a Darwinian system in which learning occurs, but learned traits are not inherited.

Both systems include body evolution, brain evolution, and learning. We run these two systems in six environments examining

how two systems perform during environmental changes and investigating the reason behind it. All properties and parameters in

both systems are the same, except that the inheritance of learned traits is present only in the Lamarckian system. Specifically, we

aim to explore several key inquiries. First, we investigate how environmental changes impact robots’ traits and genes. Secondly,

we assess whether a Lamarckian system, characterized by the inheritance of learned traits, exhibits superior adaptability when

compared to a traditional Darwinian system, which relies on natural selection.

In the end, we validate the best-evolved learning robots of two systems from the simulator in the real world, with a close

look at terrains similar to those in the simulator.

The primary contributions of this study can be summarized as follows:

This paper refrains from presenting conclusive answers or proofs regarding the intricate mechanisms of biological evolution.
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Instead, it contributes by delineating promising directions for advancing intelligent robotic systems adept at adapting to dynamic

environments.

One of the goals in ER is to develop autonomous robots capable of adapting to critical environments. From this research,

we can suggest that the Lamarckian system has the potential to be a potent tool for engineering.

Environmental Setups

The experimental designs pertain to the nature of changes in environmental conditions along the following dimensions:

Terrain Complexity: This encompasses the distinction between rugged and flat terrains. Rugged terrain represents a more

intricate environment, whereas flat terrain is relatively straightforward. A completely flat surface has less curvature compared

to any rugged surface, a concept investigated by21 with regard to complexity.

Environmental Dynamics: the timing (how many generations) and frequency of changes throughout the evolutionary

process.

Environmental Sequence: the order in which environmental conditions change, whether transitioning from flat to rugged or

rugged to flat. This aspect also highlights the transition from a challenging condition to an easier one, which is complementary

to transitioning from an easy condition to a more complex one.

Figure 1 offers a comprehensive overview of the environmental conditions and experimental setups employed in our study.

The experiment is designed to investigate the influence of environmental conditions on evolutionary processes across several

dimensions. Three primary configurations are utilized: the Static setup, which maintains a constant environment throughout

the entire evolutionary process, and two dynamic configurations, namely Dynamic slow and Dynamic fast. In the dynamic

setups, environmental conditions change at different frequencies. Dynamic slow experiences two changes, while Dynamic

fast undergoes five changes during the evolutionary process. Both dynamic configurations are tested with two initial terrains:

flat and rugged, resulting in four distinct setups (Flat_2, Flat_5, Rugged_2, and Rugged_5). To comprehensively evaluate the

impact of these environmental configurations on the Lamarckian system, we used the Darwinian system as a baseline, aiding

our exploration of the conditions conducive to the effectiveness of each approach.

Results

Our findings are organized according to key robotic features, including task performance, controller architecture, morphology,

and behaviour. Subsequently, a thorough real-world validation process is employed to authenticate the efficacy of the top-

performing robots identified in each system.

Fitness

Task Performance

Robots are evolved to navigate through a series of target points, as detailed in the Methods section. Their ability to complete

this task serves as both the fitness function for evolution and as the reward function for the lifetime learning method (refer to

Algorithm 1).

Figure 2 - a plots illustrate the progress of fitness across generations in Lamarckian and Darwinian systems across six

different environmental setups.
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Figure 1. Overview of environmental conditions and experimental Setups. Static setup involves no environmental changes

throughout the entire evolution process and is tested on two terrains (Flat and Rugged). Dynamic slow and Dynamic fast

configurations involve environmental conditions changing with frequencies of 2 and 5, respectively. In both cases, two methods

are employed: one starting with flat terrain (Flat_2 or Flat_5) and the other with rugged terrain (Rugged_2 or Rugged_5). All

setups undergo two evolution frameworks, the Darwinian system and the Lamarckian system, resulting in a total of 6

environmental setups, 12 experiments.

The results show that the Lamarckian system consistently outperforms the Darwinian system in all environmental conditions.

Notably, in the most challenging environment (Rugged_5), the Lamarckian system demonstrates the most superior

performance, where the best robots reach a fitness of 2.5, and the populations produced by it are significantly better than the

Darwinian system — approximately 33% higher at the end. This highlights the Lamarckian system’s adaptability, particularly

in challenging terrains.

When transitioning from a complex (rugged terrain) to an easy (flat terrain) environment, there is no noticeable drop in

fitness for either system. However, moving from an easy to a complex terrain reveals a clear, sudden drop in fitness for the

Lamarckian system, which then recovers immediately in the next generation. In contrast, in the Darwinian system, fitness

gradually declines for one or two generations further and it struggles to recover in the complex environment. This implies

while both systems are robust when transitioning to simpler environments, the Lamarckian system adapts quickly to increased

complexity with immediate recovery, whereas the Darwinian system experiences a slower adaptation and struggles in complex

environments.

Learnability

Morphology and environment influence how the brain learns. Some bodies and environments are more suitable for the brains to

learn than others.

We quantify the learnability of a robot by learning delta, being the fitness value after the parameters were learned minus the

fitness value before the parameters were learned.
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Figure 2. (a) Mean (lines) and maximum (dots) fitness over 30 generations in 6 environmental setups. The red dotted

rectangles show the transition from easy flat terrain to complex rugged terrain. The black dotted rectangles are from complex to

easy terrain. (b) Progression of the learning delta throughout evolution averaged over 10 runs. The bands indicate the 95%

confidence intervals (Sample Mean ± t-value × Standard Error).
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(A) Easy to complex terrain (B) Complex to easy terrain (C) Avg. of all transitions

Figure 3. Transferability during environmental transitions: (A) Mean of the ratios from easy to complex terrain. (B) Mean of

the ratios from complex to easy terrain. (C) Mean of the ratios for every transition.

In Figure 2-b plots, we see that the average learning deltas of both methods grow steadily across the generations which

indicates that lifetime learning leads the evolutionary search towards morphologies with increasing learning potential. Moreover,

these delta curves fluctuate in changeable environments with both systems, but much more strongly in the Lamarckian system.

From easy terrain to complex terrain, there is a clear decline in the learning delta, and the value of this decline increases with

each subsequent change.

Transferability

When the terrain changes, the survivors are re-evaluated in the new terrain. To measure the loss/gain due to environmental

changes, we utilize transferability, calculated as the ratio of the average fitness of survivor robots in the new environment to

their average fitness in the old environment. A higher ratio indicates enhanced transferability, signifying reduced performance

loss.

Figure 3 demonstrates that in environments with a gradient from complex to easy (B), the Lamarckian system exhibits

higher transferability than the Darwinian system, and the difference, as indicated by the P-values between them, becomes

more significant with the increased frequency of environmental changes. However, when transitioning from an easy to a

complex environment (A), the Lamarckian system’s ability to transfer knowledge decreases, this could be due to its reliance on

inheriting acquired characteristics—traits developed in response to the environment within an individual’s lifetime. While such

adaptations can easily transfer in simple conditions, they may not be as effective in complex environments, where challenges

differ greatly and may need new or more complex adaptations, leading to the system’s struggle in applying past adaptations to

new, tougher conditions.

Parent & Offspring Similarity

To study the inheritance deeper, we investigate the similarity between parent and child from the controller and morphology

perspective.

Controller similarity To investigate controller similarity, we delve deeper into the brain genome. To be specific, we use the

CPG Weights Similarity between the fitter parent and offspring both after learning to measure the effectiveness of CPG weights

transfer. Since the brains’ genotypes are already stored as numerical arrays, we utilized the Cosine similarity formula to measure
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the similarity between these arrays. The formula used is: np.dot(child_brain, parent_brain)/(np.linalg.norm(child_brain)∗

np.linalg.norm(parent_brain)). This approach calculates the cosine of the angle between the two vectors in an inner product

space, where child_brain and parent_brain are the arrays representing the respective genotypes. We set the initial individuals

without parents with the value of 0. Higher similarity indicates that the offspring’s neural configurations closely resemble those

of its parent.

Figure 4 - plot(b) from each environmental setup shows that when the environment remains constant (Flat_0, Rugged_0),

the genetic distance within the brain genome gradually increases between the fittest parent and its offspring in both methods.

However, when the environment undergoes a sudden change, the Lamarckian system results in a sudden increase - offspring

brains becoming more similar to their parents before gradually decreasing once the environment stabilizes. In contrast, the

Darwinian system exhibits no such change in response to environmental shifts. The increase in similarity when environment

changes could suggest that in the Lamarckian system, the brain adapts not only to the morphology but also to the environments,

meaning the learned traits are more sensitive in response to environmental changes (a phenomenon described in biology as

environmental selection pressure).

Figure 5 - plots (a) show the correlation between fitness and controller similarity. For both methods, the correlation between

them is positive. This means that the more similar the offspring’s brain is to the parent’s, the higher the fitness of the offspring.

Importantly, the higher the frequency of environmental change, this correlation with the Lamarckian system is getting stronger,

but this is not happening with the Darwinian system.

Morphological similarity To measure the different morphological structures between parent and child, we employ two

distinct approaches. The first method utilizes a distance metric based on 8 morphological descriptors, referred to as descriptor

distance (dd). The second method involves calculating the tree-edit distance (td) of morphological structures between each

offspring and the most optimal parent. This is accomplished using the APTED algorithm, recognized as the state-of-the-art

solution for computing tree-edit distances22. For both, we convert dissimilarity (distance) to similarity by deducting the distance

per individual from the maximum distance and then normalizing the result.

Figure 4- plots (a) show an increasing trend in morphological similarity between parents and offspring as evolution

progresses in all 6 environmental setups. In 4 (Flat_0, Flat_2, Rugged_2, Rugged_5) out of the 6 environmental setups, the

Lamarckian system shows a faster increase. This suggests that under Lamarckian principles, there is a quicker convergence

towards stable or optimal morphological traits in these specific environmental setups.

Figure 5 - plots (b) show the correlation between fitness and morphological similarity. For both methods, the correlation

between them is positive. Same as the brain, the more similar the offspring’s body is to the parent’s, the higher the fitness of the

offspring. Importantly, this correlation is even stronger in the case of the Lamarckian system. The results exhibit a similar

correlation to that observed in our previous research19. Furthermore, the higher the frequency of environmental change, the

more individuals resemble their parents exactly.

Robot Morphologies

We are looking into an intriguing aspect of evolving not only the brains but also the bodies of robots: the interplay between

body and brain. To this end, recall that the difference between our Lamarckian and Darwinian systems concerns the brain, the

mechanisms concerning the bodies are the same. This raises the question "Are there differences in the evolved morphologies?".
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Figure 4. Mean morphological similarity (a) and controller similarity (b) over generations in 6 environmental setups.
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Figure 5. Correlation between fitness & controller similarity (a) and morphological dissimilarity (b) in 6 environmental setups.

The dots are the aggregated individuals across all runs. Orange dots represent the Lamarckian system, while blue dots represent

the Darwinian system.

Morphological traits

To investigate the morphologies generated by the Lamarckian and Darwinian evolution systems, we consider eight morphological

traits (23) to quantitatively analyze the evolved morphologies of all robots.

The PCA biplots (Figure 6) reveal substantial overlap in confidence circles between the Lamarckian and Darwinian evolution

systems within each environment, indicating a pronounced similarity in variability. However, across distinct environments, the

roles of morphological trait variables in influencing the primary components exhibit variations.

Specifically, the PCA confidence circles in Flat_0, Flat_5 and Rugged_5 have similar direction and orientation of variability
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in the data along the principal components. Here, three morphological traits, namely symmetry, branching, and the relative

number of limbs, positively contribute to both the first and second principal components.

Best Morphologies

Figure 7-(A) displays the best robot from each environmental setup along with their fitnesses. In every setup, the Lamarckian

robot has a higher fitness than the Darwinian one. Interestingly, in the Rugged_0, the robots produced by both methods appear

identical, adopting a rolling, snake-like shape. In Rugged_2 and Rugged_5, both methods resulted in robots with a spider-like

shape. All robots in rugged terrains have converged to using only hinges, as have the Darwinian robots in the Flat terrain.

However, only the Lamarckian robots in Flat_0 and Flat_5 still contain bricks.

Real World Validation

Reality Gap

The most robust method should be capable of operating effectively despite conditions in its environment. We re-evaluate

the best robot’s fitness from environmental setups that start as either Flat or Rugged. Each of these four robots underwent

cross-validation in the alternate terrain in the real world, resulting in a total of eight experiments. Each experiment was

conducted over 10 runs.

Figure 7-(B) illustrates that the best robot from the Lamarckian Rugged_5 setup (depicted in light purple) performs optimally

in both Flat and Rugged terrains.

We observed that the mean fitness levels of the same method in Flat terrain are higher than those in Rugged terrain, with the

exception of Lamarckian_Best_Rugged. In Lamarckian_Best_Rugged, the mean value in its own terrain (Rugged) is higher

than in Flat terrain, although the maximum fitness level was observed in Flat terrain.

Compared to simulator fitness levels, physical robots exhibit much lower mean fitness levels. Notably, Lamarck-

ian_Best_Rugged demonstrates the smallest reality gap of 0.6867.

From this plot, we can infer that the best robot from the Lamarckian_Best_Rugged which evolved in the most challenging

environment utilizing the Lamarckian system is the most robust.

Robot Behavior

To gain a better understanding of the robots’ behaviour, we examine their trajectories both in the simulator and in the real world.

Figure 8 visualizes the trajectories of the 10 best-performing robots in the simulator from both methods in the last generation

across all runs. We can see that all these robots from both systems reached the two target points. Furthermore, while both

Lamarckian and Darwinian robots have time to move beyond the target, Lamarckian robots are able to travel a bit further.

Figure 9 shows the trajectories of physical robots. In general, trajectories in reality are smaller than those in simulations.

Discussion

The study’s findings on the Lamarckian versus Darwinian systems in dynamic environments underscore a trade-off between

overfitting and adaptability. The Lamarckian system’s superior adaptability is evident in its faster convergence to optimal

solutions in dynamic terrains, as shown in Figure 2. However, its ability to transfer learned traits varies with terrain complexity,

demonstrating higher transferability when transitioning from complex to simpler environments Figure 3. This suggests the
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(C) (D)

(E) (F)

Figure 6. Principal Component Analysis (PCA) biplot showing the distribution of samples based on 8 morphological traits in

datasets of both methods for 6 environments. Each point represents a robot sample, and the plot displays the first two principal

components (Dim1 and Dim2). Furthermore, the biplot displays the variables (morphological traits) as arrows, representing

their contribution to the principal components. Traits pointing in similar directions are co-regulated or have similar expression

patterns across the samples. 11/25



Figure 7. (A) The best robots produced by both systems in 6 environmental setups with their fitnesses. (B) Cross-validation of

best robot in another terrain. Red dots show mean values. The reality gap values show the difference in fitness between the

simulation and the real world.

system may be less prone to overfitting in complex environments but could potentially overfit when the environment becomes

too simple, possibly hindering its performance when returning to more complex terrains.

Moreover, the Lamarckian approach is characterized by a more exploitative evolution, as seen in the increased controller and

morphological similarity across generations. This suggests that Lamarckian systems might better leverage previous generations’

successes to refine solutions more rapidly. Additionally, an enhanced learning ability, marked by an increased learning delta,

implies that Lamarckian individuals can accumulate and refine advantageous traits more effectively over generations, enhancing

their evolutionary success.

Crucially, Although the Lamarckian system developed in simulated environments translates more effectively to the real

world, both the Lamarckian and Darwinian systems exhibit a significant reality gap with about 35% and 47% loss respectively.

We should address this issue more.

In conclusion, our study shows the Lamarckian system’s edge in dynamic settings, urging a rethink of evolutionary strategies

in robotics. Lamarckian method could greatly push forward autonomous systems, leading to adaptive, robust robots with

complex learning abilities, akin to natural evolution.

12/25



(A) (B) (C)

(D) (E) (F)

Figure 8. Trajectories of the best 10 robots from both methods in the point navigation task. The purple square is the starting

point. Two yellow circles are the target points which robots aim to go through. The blue lines are the trajectories of Lamarckian

robots ending at the green squares. The green lines are from Darwinian robots.

Methods

Experimental Setup

Simulation experiment

We use a Mujoco simulator-based wrapper called Revolve2 (https://github.com/ci-group/revolve2) to run experiments. For the

(µ + λ ) selection in the outer evolutionary loop, we set µ = 50 and λ = 25. The evolutionary process is terminated after 30

generations. Therefore, we perform (25+25 ·40) robots= 1,025 fitness evaluations for each evolutionary loop.

For the inner learning loop, we apply RevDE on each robot body resulting in 280 extra fitness evaluations. This number is

based on the learning assessment from RevDE for running 10 initial samples with 10 iterations using (µ +λ ) selection. The

first iteration contains 10 samples, and from the second iteration onwards each iteration creates 30 new candidates, resulting in

a total of 10+30 · (10−1) = 280 evaluations.

In our research, the fitness measure to drive evolution and the performance measure to drive learning are the same by design.

Thus, we use the same test procedure, simulating one robot for 60 simulated seconds for the point navigation task, for the

evolutionary as well as the learning trials.

For each environmental condition, we repeated 10 times independently to get a robust assessment of the performance

which resulted in 12*10=120 runs. Each run took about 1,025 ·280 = 287,000 fitness evaluations which amount to 287,000 ·

60/60/60 = 4,783.33 hours of simulated time.
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(A) Best Flat-Terrain Lamarckian Robot (B) Best Rugged-Terrain Lamarckian Robot

(C) Best Flat-Terrain Darwinian Robot (D) Best Rugged-Terrain Darwinian Robot

Figure 9. Trajectories of the best-performing robots produced by Lamarckian and Darwinian systems from environmental

setups that start as either Flat or Rugged. Each of these four robots was cross-validated in the alternate terrain in the real world,

resulting in a total of eight experiments. Each experiment was conducted over 10 runs. The purple lines represent trajectories

from the Lamarckian robots, and the blue lines represent those from the Darwinian robots. The grey circle marks the starting

point, and the two red circles indicate the target points that the robots aim to reach.

In practice, it takes about 1.5 days to run 2 runs in parallel on a 64-core processor. The experimental parameters we used in

the experiments are described in Table 1 in the Supplementary Information section.

Physical experiment

Due to the limited battery capacity for the Raspberry Pi, we have to reduce the running time per experiment to 24 seconds.

Then we apply this proportional reduction to the first target point, with the calculation being (24 sec/60 sec) * 1m = 0.4m,

resulting in the adjusted first target point (0.4m, 0). Similarly, the second target point is adjusted to (0, -0.4m) to maintain this

relationship to the setting in the simulator.

We utilized a Raspberry Pi 3 to control the robot, which was integrated with a Raspberry Pi Camera. Additionally, we

expanded its capabilities with a Raspberry Pi HAT, equipped with pins designed for connecting servo motors.

As for the environmental setup, we have used two terrains: Flat (Figure 10-(A)) and Rugged (Figure 10-(B)), designed to

closely resemble the conditions used in the simulator.
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(A) Flat Terrain (B) Rugged Terrain

Figure 10. Physical robots are positioned in Flat (A) and Rugged (B) terrains. There is a QR code on top of the robot, which

is used for tracking purposes. In the yellow core module, there are a Raspberry Pi, a Pi head, a Pi camera, and a battery. The

red cube is the target.

Code and Data Availability

The code for replicating this work and carrying out the experiments in the simulator is available online: https://github.

com/onerachel/Lamarckiansystem_Environments;

The code for running physical robot experiments: https://github.com/onerachel/physical_robot_experiments;

The databases of best 10 robots from two methods: https://drive.google.com/drive/u/1/folders/

1xh9LGe7GEoPi3rY7xb2ejuVPP1VbqFNN

A short video providing a visual overview of our research is available at https://youtu.be/p5lcC-70xpQ.
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Supplementary

Robot Morphology (Body)

Body Phenotype

The phenotype of the body is a subset of RoboGen’s 3D-printable components24: a morphology consists of one core component,

one or more brick components, and one or more active hinges. The phenotype follows a tree structure, with the core module

being the root node from which further components branch out. Child modules can be rotated 90 degrees when connected

to their parent, making 3D morphologies possible. The resulting bodies are suitable for both simulation and physical robots

through 3D printing.

Body Genotype

The phenotype of bodies is encoded in a Compositional Pattern Producing Network (CPPN) which was introduced by Stanley25

and has been successfully applied to the evolution of both 2D and 3D robot morphologies in prior studies as it can create

complex and regular patterns. The structure of the CPPN has four inputs and five outputs. The first three inputs are the x, y,

and z coordinates of a component, and the fourth input is the distance from that component to the core component in the tree

structure. The first three outputs are the probabilities of the modules being a brick, a joint, or empty space, and the last two

outputs are the probabilities of the module being rotated 0 or 90 degrees. For both module type and rotation the output with the

highest probability is always chosen; randomness is not involved.

The body’s genotype to phenotype mapping operates as follows: The core component is generated at the origin. We move

outwards from the core component until there are no open sockets(breadth-first exploration), querying the CPPN network to

determine the type and rotation of each module. Additionally, we stop when ten modules have been created. The coordinates of

each module are integers; a module attached to the front of the core module will have coordinates (0,1,0). If a module would be

placed on a location already occupied by a previous module, the module is simply not placed and the branch ends there. In the

evolutionary loop for generating the body of offspring, we use the same mutation and crossover operators as in MultiNEAT

(https://github.com/MultiNEAT/).

Robot Controller (Brain)

Brain Phenotype

We use Central Pattern Generators (CPGs)-based controller to drive the modular robots, which has demonstrated their success in

controlling various types of robots, from legged to wheeled ones in previous research. Each joint of the robot has an associated

CPG that is defined by three neurons: an xi-neuron, a yi-neuron and an outi-neuron. The change of the xi and yi neurons’ states

with respect to time is obtained by multiplying the activation value of the opposite neuron with the corresponding weight

ẋi = wiyi, ẏi = −wixi. To reduce the search space we set wxiyi to be equal to −wyixi and call their absolute value wi. The

resulting activations of neurons xi and yi are periodic and bounded. The initial states of all x and y neurons are set to
√

2
2 because

this leads to a sine wave with amplitude 1, which matches the limited rotating angle of the joints.

To enable more complex output patterns, connections between CPGs of neighbouring joints are implemented. An example

of the CPG network of a "+" shape robot is shown in Figure 11. Two joints are said to be neighbours if their distance in the

morphology tree is less than or equal to two. Consider the ith joint, and Ni the set of indices of the joints neighbouring it, wi j
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the weight of the connection between xi and x j. Again, wi j is set to be −w ji. The extended system of differential equations

becomes equation 1.

ẋi = wiyi + ∑
j∈Ni

w jix j, ẏi =−wixi (1) out(i,t)(x(i,t)) =
2

1+ e−2x(i,t)
−1 (2)

Because of this addition, x neurons are no longer bounded between [−1,1]. For this reason, we use the hyperbolic tangent

function (tanh) as the activation function of outi-neurons (equation 2).

Brain Genotype

In biological organisms, including humans, not all genes are actively expressed or used at all times. Gene expression regulation

allows cells to control which genes are turned on (expressed) or off (silenced) in response to various internal and external

factors. Inspired by this, we utilize a fixed size array-based structure for the brain’s genotypic representation to map the CPG

weights. It is important to notice that not all the elements of the genotype matrix are going to be used by each robot. This

means that their brain’s genotype can carry additional information that could be exploited by their children with different

morphologies.

The mapping is achieved via direct encoding, a method chosen specifically for its potential to enable reversible encoding in

future stages. Every modular robot can be represented as a 3D grid in which the core module occupies the central position

and each module’s position is given by a triple of coordinates. When building the controller from our genotype, we use the

coordinates of the joints in the grid to locate the corresponding CPG weight. To reduce the size of our genotype, instead of the

3D grid, we use a simplified 3D in which the third dimension is removed. For this reason, some joints might end up with the

same coordinates and will be dealt with accordingly.

Since our robots have a maximum of 10 modules, every robot configuration can be represented in a grid of 21×21. Each

joint in a robot can occupy any position of the grid except the center. For this reason, the possible positions of a joint in

our morphologies are exactly (21 · 21)− 1 = 440. We can represent all the internal weights of every possible CPG in our

morphologies as a 440-long array. When building the phenotype from this array, we can simply retrieve the corresponding

weight starting from a joint’s coordinates in the body grid.

To represent the external connections between CPGs, we need to consider all the possible neighbours a joint can have. In the

2-dimensional grid, the number of cells in a distance-2 neighbourhood for each position is represented by the Delannoy number

D(2,2) = 13, including the central element. Each one of the neighbours can be identified using the relative position from the

joint taken into consideration. Since our robots can assume a 3D position, we need to consider an additional connection for

modules with the same 2D coordinates.

To conclude, for each of the 440 possible joints in the body grid, we need to store 1 internal weight for its CPG, 12 weights

for external connections, and 1 weight for connections with CPGs at the same coordinate for a total of 14 weights. The genotype

used to represent the robots’ brains is an array of size 440×14. An example of the brain genotype of a "+" shape robot is

shown in Figure 12.

The recombination operator for the brain genotype is implemented as a uniform crossover where each gene is chosen from

either parent with equal probability. The new genotype is generated by essentially flipping a coin for each element of the

parents’ genotype to decide whether or not it will be included in the offspring’s genotype. In the uniform crossover operator,

each gene is treated separately. The mutation operator applies a Gaussian mutation to each element of the genotype by adding a
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Figure 11. An example of a "+" shape robot and its brain

phenotype (CPG network). In our design, the topology of the

brain is determined by the topology of the body. The red

rectangle is a single CPG which controls a corresponding

hinge.

Figure 12. Brain genotype to phenotype mapping of a "+"

shape robot. The left image (brain phenotype) shows the

schema of the "+" shape robot with the coordinates of its

joints in the 2D body grid. The right image (brain genotype)

is the distance 2 neighbour of the joint at (1,0). The

coordinates reported in the neighbourhood are relative to this

joint. The CPG weight of the joint is highlighted in purple

and its 2-distance neighbors are in blue.

value, with a probability of 0.8, sampled from a Gaussian distribution with 0 mean and 0.5 standard deviation.

Evolution+Learning systems

The complete integrated process of evolution and learning is illustrated in Figure 13, while Algorithm 1 displays the pseudocode.

With the yellow highlighted code, it is the Lamarckian learning mechanism, without it is the Darwinian learning mechanism.

Note that for the sake of generality, we distinguish two types of quality testing depending on the context, evolution or learning.

Within the evolutionary cycle (line 2 and line 14) a test is called an evaluation and it delivers a fitness value. Inside the learning

cycle which is blue highlighted, a test is called an assessment (line 11) and it delivers a reward value. This distinction reflects

that in general the notion of fitness can be different from the task performance, perhaps more complex involving more tasks,

other behavioral traits not related to any task, or even morphological properties.

Evolution loop

For the outer evolutionary loop, we use a variant of the well-known (µ + λ ) selection mechanism to update the population. The

bodies of the robots are evolved with sexual reproduction while the brains of the robots are evolved with asexual reproduction.

Body - sexual reproduction: The body of every new offspring is created through recombination and mutation of the

genotypes of its parents. Parents are selected from the current generation using binary tournaments with replacement. We

perform two tournaments in which two random potential parents are selected. In each tournament the potential parents are
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Algorithm 1 Evolution+Learning

1: INITIALIZE robot population (genotypes + phenotypes with body and brain)

2: EVALUATE each robot (evaluation delivers a fitness value)

3: while not STOP-EVOLUTION do

4: SELECT parents; (based on fitness)

5: RECOMBINE+MUTATE parents’ bodies; (this delivers a new body genotype)

6: RECOMBINE+MUTATE parents’ brains; (this delivers a new brain genotype)

7: CREATE offspring robot body; (this delivers a new body phenotype)

8: CREATE offspring robot brain; (this delivers a new brain phenotype)

9: INITIALIZE brain(s) for the learning process; (in the new body)

10: while not STOP-LEARNING do

11: ASSESS offspring; (assessment delivers a reward value)

12: GENERATE new brain for offspring;

13: end while

14: EVALUATE offspring with learned brain; (evaluation delivers a fitness value)

15: UPDATE brain genotype

16: SELECT survivors / UPDATE population

17: end while

compared, the one with the highest fitness wins the tournament and becomes a parent.

Brain - asexual reproduction: The brain genotype of the best-performing parent is mutated (without recombination) before

being inherited by its offspring. This choice is based on preliminary experiments that indicated that asexual brain reproduction

is the better method, as it resulted in robots with higher fitness.

Learning loop

For the inner learning loop which is to search in the space of brain configurations and fine-tune the parameters, we have chosen

Reversible Differential Evolution (RevDE) as a learner, because in a recent study on modular robots26, it was demonstrated that

RevDE27, 28, an altered version of Differential Evolution, performs and generalizes well across various morphologies. This

algorithm works as follows:

1. Initialize a population with µ samples (n-dimensional vectors), Pµ .

2. Evaluate all µ samples.

3. Apply the reversible differential mutation operator and the uniform crossover operator.

The reversible differential mutation operator: Three new candidates are generated by randomly picking a triplet from the
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Figure 13. Evolution + Learning framework. This is a general framework for optimizing robots via two interacting adaptive

processes. The evolutionary loop (left) optimizes robot morphologies and controllers simultaneously using genotypes that

encode both morphologies and controllers. The learning loop (yellow box inside the Evaluation step of the evolutionary loop)

optimizes the controller for a given morphology. Note that in general the fitness measure used within the evolutionary loop

need not be the same as the quality measure used inside the learning method. With the red lines, it is the Lamarckian learning

mechanism which allows the phenotype of the brain coded back to the genotype and pass it to the next generation. Without the

red lines, it is the Darwinian learning mechanism. cf. Algorithm 1

population, (wi,w j,wk) ∈ Pµ , then all three individuals are perturbed by adding a scaled difference in the following

manner:

v1 = wi +F · (w j −wk)

v2 = w j +F · (wk −v1)

v3 = wk +F · (v1 −v2)

(3)

where F ∈ R+ is the scaling factor. New candidates y1 and y2 are used to calculate perturbations using points outside

the population. This approach does not follow the typical construction of an EA where only evaluated candidates are

mutated.

The uniform crossover operator: Following the original DE method29, we first sample a binary mask m ∈ {0,1}D

according to the Bernoulli distribution with probability CR shared across D dimensions, and calculate the final candidate

according to the following formula:

u = m⊙wn +(1−m)⊙wn (4)

Following general recommendations in literature30 to obtain stable exploration behaviour, the crossover probability CR is

fixed to a value of 0.9 and according to the analysis provided in27, the scaling factor F is fixed to a value of 0.5.

4. Perform a selection over the population based on the fitness value and select µ samples.
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5. Repeat from step (2) until the maximum number of iterations is reached.

As explained above, we apply RevDE here as a learning method for ‘newborn’ robots. In particular, it will be used to

optimize the weights of the CPGs of our modular robots for the tasks during the Infancy stage. The initial population of X = 10

weight vectors for RevDE is created by using the inherited brain of the given robot. Specifically, the values of the inherited

weight vector are altered by adding Gaussian noise to create mutant vectors and the initial population consists of nine such

mutants and the vector with the inherited weights.

Task and Fitness Function

Point navigation requires feedback (coordinates)from the environment passing to the controller to steer the robot. The

coordinates are used to obtain the angle between the current position and the target. If the target is on the right, the right joints

are slowed down and vice versa.

A robot is spawned at the centre of an arena (10 × 10 m2) to reach a sequence of target points P1, ...,PN . In each evaluation,

the robot has to reach as many targets in order as possible. Success in this task requires the ability to move fast to reach one

target and then quickly change direction to another target in a short duration. A target point is considered to be reached if the

robot gets within 0.01 meters from it. To keep runtimes within practically acceptable limits, we set the simulation time per

evaluation to be 60 seconds which allows robots to reach at least 2 targets P1(1,−1),P2(0,−2).

The data collected from the simulator is the following:

• The coordinates of the core component of the robot at the start of the simulation are approximate to P0(0,0);

• The coordinates of the robot, sampled during the simulation at 5Hz, allowing us to plot and approximate the length of the

followed path;

• The coordinates of the robot at the end of the simulation PT (xT ,yT );

• The coordinates of the target points P1(x1,y1)... Pn(xn,yn).

• The coordinates of the robot, sampled during the simulation at 5Hz, allow us to plot and approximate the length of the

path L.

The fitness function is designed to maximize the number of targets reached and to minimize the path length.

F =
k

∑
i=1

dist(Pi,Pi−1)+(dist(Pk+1,Pk)−dist(PT ,Pk+1))−ω ·L (5)

where k is the number of target points reached by the robot at the end of the evaluation, and L is the path travelled. The first term

of the function is a sum of the distances between the target points the robot has reached. The second term is necessary when the

robot has not reached all the targets and it calculates the distance travelled toward the next unreached target. The last term is used

to penalize longer paths and ω is a constant scalar that is set to 0.1 in the experiments. E.g., a robot just reached 2 targets, the

maximum fitness value will be dist(P1,P0)+dist(P2,P1)+(dist(P3,P2)−dist(P2,P3))−0.1 ·L =
√

2+
√

2−0.2 ·
√

2 ≈ 2.54

(L is shortest path length to go through P1 and P2 which is equal to 2 ·
√

2).

23/25



Steering/Sensor

In order to steer the modular robots, an additional steering policy is introduced. When the robot needs to turn right, joints on

the right are slowed down, and visa versa. This does not lead to the correct steering behaviour for every robot, but we expect

that emerging robots can use this policy successfully.

The magnitude of slowing down, g(θ), is derived from θ , the error angle between the target direction and the current

direction. θ < 0 means that the target is on the left and θ > 0 means that the target is on the right. The target direction is

calculated using the current absolute coordinates of the robot and the coordinates of the target point.

g(θ) =
(

π −|θ |
π

)n

(6)

n is a parameter that determines how strongly the joints slow down. In this experiment we choose n = 7 based on manual

fine-tuning.

Joints on the left side of the robot are controlled using the following formula:

signal =

g(θ) ·out i f θ < 0

out i f θ ≥ 0
(7)

Analogously, for joints on right side:

signal =

out i f θ < 0

g(θ) ·out i f θ ≥ 0
(8)

See Equation 2 for the meaning of ‘out’. Figure 14 shows an overview of the complete control architecture.

Figure 14. The overall architecture of how steering affects the joints. Error angle θ is calculated using the coordinates of the

robot, its current heading, and its target. Function f (Eq. 7 & 8), which uses the output of the CPGs and θ , is then used to

calculate the final signal going to the joints.

Figure 15 illustrates how the camera sensor is utilized in our systems to steer towards the targets.

Tables

24/25



Add mujoco cameras (LocalRunner)
and set up OpenGL context
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fovy (field of view) = 70
OpenGL_utility library = egl
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Figure 15. Workflow of the camera sensor.

Table 1. Main experiment parameters

Parameters Value Description

Population size 50 Number of individuals per generation

Offspring size 25 Number of offspring produced per generation

Mutation 0.8 Probability of mutation for individuals

Crossover 0.8 Probability of crossover for individual’s body

Generations 30 Termination condition for each run

Learning trials 280 Number of the evaluations performed by RevDE on each robot

µ 10 RevDE - Population size

N 30 RevDE - New candidates per iteration

λ 10 RevDE - Top-sample size

F 0.5 RevDE - Scaling factor

CR 0.9 RevDE - Crossover probability

Iterations 10 RevDE - Number of iterations

Evaluation time 60 Duration of evaluation in seconds

Tournament size 2 Number of individuals used in the parent selection - (k-tournament)

λ/µ 0.5 The ratio used in the survivor selection - (µ +λ )

Repetitions 10 Number of repetitions per experiment
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