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ABSTRACT

In video-based emotion recognition, audio and visual modali-
ties are often expected to have a complementary relationship,
which is widely explored using cross-attention. However,
they may also exhibit weak complementary relationships, re-
sulting in poor representations of audio-visual features, thus
degrading the performance of the system. To address this is-
sue, we propose Dynamic Cross-Attention (DCA) that can
dynamically select cross-attended or unattended features on
the fly based on their strong or weak complementary rela-
tionship with each other, respectively. Specifically, a simple
yet efficient gating layer is designed to evaluate the contri-
bution of the cross-attention mechanism and choose cross-
attended features only when they exhibit a strong complemen-
tary relationship, otherwise unattended features. We evaluate
the performance of the proposed approach on the challeng-
ing RECOLA and Aff-Wild2 datasets. We also compare the
proposed approach with other variants of cross-attention and
show that the proposed model consistently improves the per-
formance on both datasets.

Index Terms— Audio-Visual Fusion, Emotion Recogni-
tion, Cross-Attention, Weak complementary relationships

1. INTRODUCTION

Automatic recognition of human emotions is a challenging
problem, typically formulated as the classification of emo-
tions. However, humans can express a wide range of more
subtle and complex emotions beyond them. In recent years,
regression of expressions has gained a lot of attention because
it has the potential to capture a wide range of expressions. De-
pending on the granularity of labels, the regression of emo-
tions can be formulated as ordinal regression or continuous
regression. Compared to ordinal regression, continuous (or
dimensional) regression is even more challenging due to the
highly complex process of obtaining annotations on continu-
ous dimensions. Valence and arousal are widely used dimen-
sions to estimate emotion intensities in a continuous domain.
Valence reflects the wide range of emotions in the dimension
of pleasantness, from being negative (sad) to positive (happy).
In contrast, arousal spans a range of intensities, from passive
(sleepiness) to active (high excitement).

Fig. 1. (a) Attention scores based on cross-attention for the sub-
ject ”12-24-1920x1080” from the validation set of the Aff-Wild2
dataset. Here, both audio and visual modalities strongly comple-
ment each other, thereby assigning higher attention scores for face
and voice with significant expressions (b) Attention scores based on
cross-attention for the subject ”21-24-1920x1080” from the valida-
tion set of the Aff-Wild2 dataset. In this case, the facial modality is
corrupted due to extreme blur and pose, however, it has rich vocal
expressions. Attending the corrupted face to rich vocal expressions
fails to assign higher attention scores for vocal expressions.

Recently, multimodal learning has achieved remarkable
success by leveraging complementary relationships across the
modalities using cross-modal attention for Emotion Recog-
nition (ER) [1, 2]. The idea of cross-modal attention, often
termed as Cross-Attention (CA) or co-attention, is to leverage
one modality to attend to another modality based on cross-
modal interactions [3]. However, audio and visual modal-
ities may not always strongly complement each other, they
may also exhibit weak complementary relationships [4]. It
has been shown that the audio and visual modalities may also
demonstrate conflicting (when one of the modalities is noisy
or paradoxical) or dominating (when one of the modalities
is restrained or unemotional) relationships for ER [5]. When
one of the modalities is noisy or restrained (weak complemen-
tary relationship), leveraging the noisy modality to attend to a
good modality can deteriorate the fused Audio-Visual (A-V)
feature representations [4]. To better understand the problem
of weak complementary relationships for ER, we provided
an interpretability analysis by visualizing the attention scores
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(normalized between 0 and 1) of CA as shown in Fig. 1.
We can observe that the audio and visual modalities demon-
strate higher attention scores of CA for samples with strong
complementary relationships (top image), where intense fa-
cial expressions are strongly complemented by intense vocal
expressions. For weak complementary relationships, where
intense vocal expressions are associated with noisy facial ex-
pressions (bottom image), we can see that both audio and vi-
sual modalities exhibit lower CA scores. Even though audio
modality conveys strong emotional expressions, attending the
audio with noisy visual lowers the attention scores for the au-
dio modality. Therefore, CA fails to retain rich information
of intense vocal expressions, resulting in poor A-V feature
representations. Motivated by this insight, we have inves-
tigated the prospect of developing a robust model that can
dynamically choose when to integrate the cross-attended or
unattended features depending on the strong or weak comple-
mentary relationships, respectively.

In this work, we propose a Dynamic Cross Attention
(DCA) model that can dynamically adapt to both strong and
weak complementary relationships by selecting the seman-
tic features to deal with the problem of weak complemen-
tary relationships. Specifically, we introduce a gating layer
to evaluate the strength of the complementary relationships
and select the cross-attended or unattended features dynami-
cally based on strong or weak complementary relationships,
respectively. Therefore, the proposed DCA model adds more
flexibility to the CA framework and improves the fusion per-
formance even when the modalities exhibit weak complemen-
tary relationships. The proposed model is a simple, yet effi-
cient way of dynamically selecting the most relevant features,
which can also be adapted to any variant of the CA model.
To our knowledge, this is the first work to investigate incom-
patibility issues (weak complementary relationships) between
audio and visual modalities for ER.

The major contributions of the paper can be summarized
as follows. (i) We investigate the potential of the CA model in
leveraging complementary relationships and show that weak
complementary relationships degrade the fusion performance.
(ii) We propose a DCA model to dynamically select the cross-
attended or unattended features based on the strength of their
complementary relationships across audio and visual modal-
ities. (iii) The proposed model is further evaluated on differ-
ent variants of CA and demonstrated that the proposed model
consistently improves the performance of the system on both
RECOLA and Aff-Wild2 datasets.

2. RELATED WORK

Attention models for ER: Recently, multimodal transform-
ers with CA showed significant improvement for ER [6, 7, 8].
Parthasarathy et al. [9] explored multimodal transformers,
where the CA module is integrated with the self-attention
module to obtain the A-V cross-modal feature representa-

tions. Zhang et al. [10] proposed a leader-follower attention
mechanism by considering the visual modality as the primary
channel, while the audio modality is used as a supplementary
channel to boost visual performance. Karas et al. [6] and
Meng et al. [8] showed improvement in fusion performance
by exploring a set of fusion models based on LSTMs and
transformers. Zhou et al. [7] explored temporal convolutional
networks (TCNs) for individual modalities, whereas Zhang et
al [11] exploited masked auto-encoders for visual modality.
However, most of these methods [7, 11, 6, 8] rely on a naive
fusion approach or ensemble-based fusion using transform-
ers and LSTMs. Unlike these approaches, Praveen et al. [2]
proposed a CA model to effectively leverage complementary
relationships by allowing the modalities to interact with each
other. They have extended the approach by introducing joint
feature representation in the CA framework to capture inter-
modal and intramodal relationships [12] and recursive fusion
[13]. Although these methods have shown impressive perfor-
mance with CA, they rely on the assumption that audio and
visual modalities always exhibit strong complementary rela-
tionships. When audio and visual modalities exhibit a weak
complementary relationship due to restrained or noisy modal-
ities, these methods will result in poor performance.
Gating-Based Attention: Conventionally gating mecha-
nisms have been explored for multimodal fusion to control
the flow of modalities to reduce redundancy [14] or to mit-
igate the impact of noisy modalities [15, 16, 17]. Aspandi
et al. [18] proposed a gated-sequence neural network for di-
mensional ER, where the gating mechanism is explored for
temporal modeling to adaptively fuse the modalities based on
their relative importance. Kumar et al. [15] explored the con-
ditional gating mechanism using a nonlinear transformation
by modulating the cross-modal interactions to learn the rel-
ative importance of modalities. Liu et al. [19] used a two-
stage gating mechanism to control the alignment and contri-
bution of the modalities for speech and text. Unlike these
approaches, we have focused on handling the problem of
weak complementary relationships using a conditional gating
mechanism by dynamically selecting the most relevant fea-
tures based on strong or weak complementary relationships,
respectively.

3. PROPOSED MODEL

A) Notations: For an input video sub-sequence S, L non-
overlapping video clips are uniformly sampled, and the cor-
responding deep feature vectors are obtained from the pre-
trained models of audio and visual modalities. Let Xa

and Xv denote the deep feature vectors of audio and vi-
sual modalities, respectively for the given input video sub-
sequence S of fixed size, which is expressed as Xa =
{x1

a, x
2
a, ..., x

L
a } ∈ Rda×L and Xv = {x1

v, x
2
v, ..., x

L
v } ∈

Rdv×L where da and dv represent the dimensions of the au-
dio and visual feature vectors, respectively, and xl

a and xl
v de-



Fig. 2. Illustration of the proposed Dynamic Cross-Attention (DCA) model with vanilla Cross-Attention (CA) as the baseline.

notes the audio and visual feature vectors of the video clips,
respectively, for l = 1, 2, ..., L clips.

B) Preliminary-Cross Attention: In this section, we briefly
introduce the cross-attention (CA) [2] (baseline fusion model)
as a preliminary to the proposed model. Given the audio
and visual feature vectors Xa and Xv for a video sub-
sequence S, the cross-correlation across the modalities are
computed as Z = X⊤

a WXv where W ∈ Rda×dv repre-
sents cross-correlation weights among the audio and visual
features. Next, we compute the CA weights of audio and vi-
sual features, Aa and Av by applying column-wise softmax
of Z and Z⊤, respectively. After obtaining the CA weights,
they are used to obtain the attention maps of the audio and
visual features as

X̂a = XaAa and X̂v = XvAv (1)
The attention maps are added to the corresponding features to
obtain the final cross-attended features Xatt,a and Xatt,v .

C) Dynamic Cross-Attention Model: The proposed DCA
model is depicted in Fig. 2 with vanilla CA as the baseline.
Given the cross-attended and unattended features of audio and
visual modalities, we design a gating layer using a fully con-
nected layer for each modality separately to obtain the atten-
tion weights for the attended and unattended features, which
are given by

Y go,v = X⊤
att,vW gl,v and Y go,a = X⊤

att,aW gl,a (2)

where W gl,a ∈ Rda×2, W gl,v ∈ Rdv×2 are the learnable
weights of the gating layers and Y go,a ∈ RL×2, Y go,v ∈
RL×2 are outputs of gating layers of audio and visual modali-
ties, respectively. To obtain probabilistic attention scores, the
output of the gating layers is activated using a softmax func-
tion with a small temperature T , as given by

Ga =
eY go,a/T

K∑
k=1

eY go,a/T

and Gv =
eY go,v/T

K∑
k=1

eY go,v/T

(3)

where Ga ∈ RL×2,Gv ∈ RL×2 denotes the probabilistic
attention scores of audio and visual modalities. K denotes
the number of output units of the gating layer, which is 2,

one for cross-attended features and one for unattended fea-
tures. These gating weights allow the selection of attended or
unattended features dynamically based on the strong or weak
complementary relationships, respectively. The parameter T
acts as a softmax temperature on the output of the gating layer
to provide a regularization effect. In our experiments, we
have empirically set the value of T to 0.1 (see supplementary
material for ablation study on T ). Ideally, the gating output
for unattended features is 0 for samples with strong comple-
mentary relationships (vice-versa), allowing only the cross-
attended features, which is the same as the CA model [2].
By using a small temperature T , the non-selected unattended
feature, which acts as a noisy signal gets a small weightage,
thereby providing a regularization effect [20]. The probabilis-
tic attention scores of the gating layer help to estimate the rel-
evance of attended and unattended features for the accurate
prediction of valence and arousal. The two columns of Ga

correspond to the probabilistic attention scores of unattended
features (first column) and cross-attended features (second
column). To multiply with the corresponding feature vectors,
each column is replicated to match the dimension of the cor-
responding feature vectors, which is denoted by Ga0, Ga1

and Gv0, Gv1 for audio and visual modalities respectively.
Now, the replicated attention scores are multiplied with the
corresponding cross-attended and unattended features of the
respective modalities, which is further fed to the ReLU acti-
vation function as:

Xatt,gv = ReLU(Xv ⊗Gv0 +Xatt,v ⊗Gv1) (4)
Xatt,ga = ReLU(Xa ⊗Ga0 +Xatt,a ⊗Ga1) (5)

where ⊗ denotes element-wise multiplication. Xatt,ga and
Xatt,gv denote the final attended feature vectors of audio and
visual modalities, respectively obtained from the DCA model,
which is further concatenated to obtain the A-V feature rep-
resentation Xatt,g , followed by regression layers to get final
predictions.



Table 1. Ablation study for the impact of the DCA model on dif-
ferent baselines of the validation set on Aff-Wild2 dataset.

Method Valence Arousal
CA [2] w/o DCA 0.541 0.517
CA [2] w/ DCA 0.624 0.582

TCA [9] w/o DCA 0.564 0.543
TCA [9] w/ DCA 0.635 0.621

JCA [12] w/o DCA 0.657 0.580
JCA [12] w/ DCA 0.679 0.612

RJCA [13] w/o DCA 0.721 0.694
RJCA [13] w/ DCA 0.742 0.718

4. RESULTS AND DISCUSSION

A) Datasets: The proposed approach has been evaluated
on the RECOLA [21] and Aff-Wild2 [22] datasets. The
RECOLA dataset consists of 9.5 hours of multimodal record-
ings, recorded by 46 French-speaking participants. Most ex-
isting approaches [23, 24] have been evaluated on the dataset
used for the AVEC 2016 challenge, which consists of 9 sub-
jects for training and 9 subjects for validation. Therefore, we
also validated the proposed approach on the AVEC 2016 chal-
lenge dataset. The Aff-Wild2 corpus is the largest dataset in
the field of affective computing, consisting of 594 videos col-
lected from YouTube. Sixteen of these videos display two
subjects, both of which have been annotated. In total, there
are 2, 993, 081 frames with 584 subjects. The dataset is di-
vided into 360, 72, and 162 videos in training, validation, and
test sets, respectively in a subject-independent manner. For
both datasets, annotations for valence and arousal are pro-
vided continuously in the range of [−1, 1].
B) Implementation Details: The audio and visual modalities
are preprocessed and the feature vectors are obtained by fol-
lowing similar procedure to that of the baselines [2, 12, 13].
Following the baselines, we have used R3D network for vi-
sual modality and Resnet-18 for audio modality (see sup-
plementary material for more implementation details). Con-
cordance Correlation Coefficient (CCC) is used as an eval-
uation metric, which has been widely used in the literature
of dimensional ER to measure the level of agreement be-
tween the predictions and ground truth of valence and arousal
[24, 8, 13, 12].
C) Ablation Study: We have conducted a series of experi-
ments on the validation set of the Aff-Wild2 dataset to analyze
the impact of the proposed DCA model on different variants
of CA model and the results are presented in Table 1. More
specifically, we have considered four baseline models: Cross-
Attention (CA) [2], Joint Cross-Attention (JCA) [12], Re-
cursive Joint Cross-Attention (RJCA) [13], and Transformer-
based Cross-Attention (TCA) [9]. First, we have imple-
mented a simple baseline of the CA model to capture the
complementary relationship between audio and visual modal-
ities. Then we added the proposed DCA model to analyze the

Table 2. CCC Performance of the proposed model with comparison
to state-of-the-art methods on the validation set of RECOLA.

Method Type of Fusion Valence Arousal
Tzirakis et al. [24] LSTM 0.502 0.731
Ortega et al. [25] Feature Concat 0.565 0.749

Schoneveld et al. [23] LSTM 0.630 0.810
Praveen et al [2] CA 0.687 0.831

Praveen et al.[12] JCA 0.728 0.842
Praveen et al.[13] RJCA 0.736 0.855

Ours RJCA + DCA 0.743 0.867

impact on the CA model, which has significantly improved
the performance of the system. Similarly, we have also ana-
lyzed the impact of the proposed DCA model on other base-
line models JCA, RJCA, and TCA. In all of these baselines,
the fused A-V feature representations are influenced by the
cross-modal interactions by using one modality to attend to
the other modality (assuming strong complementary relation-
ships). Since the proposed DCA model addresses the problem
of weak complementary relationships, we can observe that the
proposed model consistently improves the performance over
all baselines. In particular, the proposed DCA model shows a
significant improvement with CA and TCA over that of JCA
and RJCA. This can be due to the fact that CA and TCA mod-
els rely only on cross-modal attention, where audio modality
is used to attend to visual modality and vice-versa. In the case
of JCA and RJCA, the attention weights for each modality
are based on both intra- and inter-modal relationships using
the joint feature representation, thereby reducing the impact
of noisy or restrained modality. We have also observed a sim-
ilar trend of performance improvement for the ablation study
on the RECOLA dataset, which is provided in supplementary
material.
E) Comparison to state-of-the-art: In all these experiments,
we performed multiple runs and took an average of three runs
to have statistically stable results.
RECOLA: Table 2 shows the performance comparison of the
proposed approach with the relevant approaches on the de-
velopment set of the RECOLA dataset. Since the test set is
no longer supported for RECOLA, we have evaluated only
the development set. Although Tzirakis et al. [24] explored
deep features with LSTM-based fusion on the concatenated
features, the fusion performance is not better than that of
individual modalities. The performance has been improved
by Ortega et al. [25] using pre-trained models on FER2013
dataset for visual, and Low-Level Descriptors (LLD) for au-
dio. Schoneveld et al. [23] further improved the fusion
performance using knowledge distillation for visual features,
and a VGG network for audio features. However, these
methods fail to effectively capture the complementary inter-
modal relationships. Unlike these approaches, Praveen et al.
[2, 12, 13] explored CA to capture the complementary rela-
tionship across audio and visual modalities and showed im-
provement over prior methods. Although [2, 12, 13] achieved



Table 3. CCC Performance of the proposed model in comparison to state-of-the-art methods on the Aff-Wild2.
Method Type of Validation Set Test Set

Fusion Valence Arousal Valence Arousal
Zhang et al. [10] Leader Follower Attention 0.469 0.649 0.463 0.492
Karas et al. [6] LSTM + Transformers 0.388 0.551 0.418 0.407
Meng et al. [8] LSTM + Transformers 0.605 0.668 0.606 0.596
Zhou et al. [7] TCN + Transformers 0.550 0.680 0.566 0.500

Zhang et al [11] Transformers 0.648 0.705 0.523 0.545
Praveen et al.[12] JCA 0.657 0.580 0.451 0.389
Praveen et al.[13] RJCA 0.721 0.694 0.467 0.405

Ours RJCA + DCA 0.742 0.718 0.507 0.473

Fig. 3. Visualization of the predictions of valence and arousal
for subjects ”21-24-1920x1080” of the validation set of Aff-Wild2
dataset.

superior performance, they failed to deal with weak com-
plementary relationships. By deploying the proposed DCA
model, we have achieved a further improvement in the fusion
performance for both valence and arousal.
Aff-Wild2: Table 3 shows the performance of the pro-
posed approach against the relevant state-of-the-art A-V fu-
sion models on both development and test set partitions of the
Aff-Wild2 dataset. Most of the related work on this dataset
has been submitted to the ABAW challenges [22]. Therefore
we compare the proposed approach with the relevant state-
of-the-art models of ABAW challenges for A-V fusion in di-
mensional ER. Zhang et al. [10] exploited audio as a supple-
mentary channel to boost the performance of visual modality.
Meng et al. [8] showed significant improvement in both de-
velopment and test sets by leveraging three external datasets
and multiple backbones for audio and visual modalities using
an ensemble of LSTMs and transformers. Similarly, Zhou et
al. [7] and Zhang et al. [11] also explored multiple backbones
to achieve better generalization and improved performance on
the test set. However, both of these methods [7] and [11] rely
on a naive fusion approach based on transformers. Most ap-
proaches [11, 7, 8] explored multiple sophisticated backbones
with ensemble models and external datasets to attain better
generalization ability and improve test set performance.

Unlike these approaches, Praveen et al. [12] focused
on improving the fusion performance by effectively captur-

ing both intra- and inter-modal relationships across the audio
and visual modalities by deploying a joint representation in
the CA framework. They further improved the fusion per-
formance by introducing LSTMs and recursive fusion to ob-
tain robust A-V feature representations [13]. Though [12] and
[13] do not outperform the performance on the test set com-
pared to that of [7, 11, 8], their performance can be solely
attributed by the sophisticated fusion models based on CA as
they use only single backbones for each modality without any
external datasets. Since the primary focus of our work is to
improve the fusion performance by handling weak comple-
mentary relationships, we have evaluated the proposed model
on these sophisticated CA-based fusion models [13]. By de-
ploying the proposed DCA model on the RJCA model [13],
we can observe that the fusion performance has been fur-
ther improved on both development and test sets. The per-
formance improvement is more emphasized in the test set,
which can be attributed to the regularization effect provided
by the variable T in Eq. 3. To have a fair comparison, we also
compared the fusion models (ensemble of transformers and
LSTMs) of other state-of-the-art methods [7, 11, 8] using our
backbones (see supplementary material). Since the Aff-Wild2
dataset is obtained from extremely challenging environments,
the videos are highly vulnerable to exhibiting weak comple-
mentary relationships. Therefore, the improvement in fusion
performance of the proposed DCA model is relatively better
than that of the RECOLA dataset.

F) Qualitative Evaluation: We also provided interpretability
analysis for a better understanding of the proposed model us-
ing the visualization of the predictions of valence and arousal
of proposed model along with the considered baselines (as
shown in Fig. 3). We have chosen the subject named ”21-24-
1920x1080” from the validation set of the Aff-Wild2 dataset
to demonstrate the superiority of the proposed model in han-
dling weak complementary relationships. All the baseline
models can track the ground truth of the dimensional emo-
tions by leveraging the complementary relationships across
the modalities. Since JCA and RJCA exploit both intra- and
inter-modal relationships using joint representation, they are
able to perform relatively better than CA and TCA by closely
tracking the ground truth. However, all these baseline models



do not deal with the problem of weak complementary rela-
tionships between the audio and visual modalities. Since the
proposed DCA model handles the problem of weak comple-
mentary relationships while retaining the potential of strong
complementary relationships, the proposed DCA model is
able to effectively track the ground truth better than all the
baseline models. As we can observe in Fig. 3, even though the
facial expressions of some of the frames (2600 to 3000) are
corrupted due to extreme pose and blur, the proposed DCA
model is still able to closely track the variations of the ground
truth by leveraging the rich vocal expressions without being
contaminated. All the baseline models fail to track the varia-
tions in the ground truth as the rich vocal expressions are con-
taminated by the noisy visual modality, especially for valence
(see more visualizations in supplementary material). Since
we perform smoothening operations on predictions, they do
not follow sudden fluctuations in ground truth.

5. CONCLUSION

In this paper, we investigated the issues with weak comple-
mentary relationships across audio and visual modalities in
the framework of CA for ER. To address this issue, we pro-
posed a simple, yet efficient DCA model to effectively cap-
ture the inter-modal relationships by handling the problem of
weak complementary relationships while retaining the ben-
efit of strong complementary relationships. By adaptively
choosing the most relevant features of the individual modal-
ities based on the gated attention scores, the proposed model
is able to adapt to both strong and weak complementary re-
lationships. Experimental results demonstrate the superiority
of the proposed model on the considered baseline models on
two datasets. By levering advanced backbones for audio and
visual modalities, we can also expect significant improvement
in fusion performance on test sets.
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