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Abstract

We consider a constant-size subset of left and right eigenvectors of an N ×N i.i.d. complex

non-Hermitian matrix associated with the eigenvalues with pairwise distances at least N
−

1
2
+ǫ.

We show that arbitrary constant rank projections of these eigenvectors are Gaussian and jointly

independent.
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1 Introduction

Eigenvector statistics of random matrix ensembles have been extensively studied in random matrix
theory. In the case of Hermitian random matrices, which can be viewed as Hamiltonians of disor-
dered quantum systems, the Quantum Unique Ergodicity (QUE) conjecture [34] asserts that their
eigenvectors tend to be distributed uniformly on a sphere. For Gaussian orthogonal and Gaussian
unitary ensembles this statement is trivially correct due to their invariance under multiplication by
orthogonal and unitary matrices respectively. A great deal of work has been done to show that
the behavior of the eigenvectors of (generalized) Wigner ensemble is consistent with QUE: delocal-
ization of eigenvectors [21], asymptotic normality and independence of finitely many deterministic
projections of eigenvectors [9, 30], the size and normality of other eigenvector statistics [14, 16, 6, 5].
Similar results have been established for other Hermitian ensembles in [10, 8, 1].

In the case of non-Hermitian i.i.d. ensembles, less is known. The delocalization of the eigenvectors
has been established in [32, 33, 3, 4, 27, 28]. Some work has been done on the size and distribution
of the overlaps Oij = 〈uj , ui〉〈vi, vj〉, where ui, uj and vi, vj are the right and left eigenvectors of
a non-Hermitian i.i.d. matrix A, see e.g. [7, 12, 19]. Overlaps Oij are of particular interest for
the non-Hermitian models as they govern [7, 24] the evolution of eigenvalues and eigenvectors of
At under the flow dAt = 1√

N
dBt, where Bt is a Brownian motion. In this work we obtain the

Gaussianity of the deterministic projections of eigenvectors of A.
The standard process for proving Gaussianity of the eigenvector statistics for a Hermitian en-

semble H is the well-known three-step strategy, initially used for the local eigenvalue statistics in
[20]:

1. Local laws for the resolvent of H ;

2. Gaussianity of the eigenvector statistics of a Gaussian divisible ensemble Ht = H+
√
tB, where

B is GOE;

3. Comparison of the eigenvector statistics of the initial ensemble H and Ht.

The key component of this argument is the second step, which is done using the Eigenvector Moment
Flow (EMF), first developed in [9]. EMF is derived from the evolution of eigenvectors under the flow
dHt = 1√

N
dBt, where Bt is a standard Hermitian Brownian motion. The non-Hermitian analogue

of this eigenvector evolution is a lot more complicated, see e.g. [7, 24].
In this paper we take a different approach to the second step of the three-step strategy. Our

method is inspired by the supersymmetric approach recently used to prove the universality of local
eigenvalue statistics of complex i.i.d. non-Hermitian matrices in the bulk in [29] and extended to
the real case in [18, 31]. This method allows us to compute the moment generating functions of
the eigenvector statistics of the Gaussian divisible ensemble A +

√
tB directly through asymptotic

analysis of the exact integral formulas for these functions at the time-scale t = N− 1
3+ǫ0 .

Some of the details behind the third step for non-Hermitian matrices are also different from what
is done the Hermitian case [25]. As in [29], this comparison is done through Girko’s formula, and this
requires translating eigenvector statistics into eigenvalue statistics in some sense. More is explained
towards the end of the introduction.

Now we state the main result of this paper.

Theorem 1. Let A be an N × N complex random matrix with i.i.d. entries satisfying EAij = 0,

E |Aij |2 = N−1 and E |Aij |p ≤ CpN
−p/2. Fix ǫ, τ > 0, mR,mL ∈ Z+, set m = mR + mL.

Consider deterministic points in the complex plane
{
z0j = z0j (N)

}m
j=1

⊂ C such that
∣∣z0j
∣∣ < 1 − τ

for any 1 ≤ j ≤ m and
∣∣z0j − z0k

∣∣ ≥ N−1/2+ǫ for any distinct 1 ≤ j, k ≤ m. Let (λj , uj) denote
an eigenvalue and the corresponding right eigenvector of A for 1 ≤ j ≤ mR and (λj , vj) denote an
eigenvalue and the corresponding left eigenvector of A for mR + 1 ≤ j ≤ m. Let {Tj = Tj(N)}mj=1
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be a family of deterministic bounded rank matrices with bounded norm. Then for any test function
F ∈ C∞

c (Cm × Rm), we have

lim
N→∞

EF
(√

N(λ1 − z01), . . . ,
√
N(λm − z0m), ‖T1u1‖2, . . . , ‖Tmvm‖2

)
(1.1)

= lim
N→∞

EF
(√

N(λ1 − z01), . . . ,
√
N(λm − z0m), Z2

1 , . . . , Z
2
m

)
, (1.2)

where Z = (Z1, . . . , ZN ) consists of independent Gaussian random variables Zj ∼ N (0, ‖Tj‖2F ) which
are independent of A.

Theorem 1 implies convergence in distribution of ‖T1u1‖2, . . . , ‖Tmvm‖2 to squares of independent
Gaussians. The point of including

√
N(λ1−z01), . . . ,

√
N(λm−z0m) is to pin down the corresponding

eigenvalues near z01 , . . . , z
0
m. Based on the universality result for local eigenvalue statistics in Theorem

1.2 of [29] (and its proof), we anticipate that

lim
N→∞

EF
(√

N(λ1 − z01), . . . ,
√
N(λm − z0m), Z2

1 , . . . , Z
2
m

)

=

∫

Cm

EF (w1, . . . , wm, Z2
1 , . . . , Z

2
m)ρ

(m)
GinUE(w1, . . . , wm)dw1 . . .dwm,

where the expectation in the second line is with respect to Z1, . . . , Zm, and

ρ
(m)
GinUE(w1, . . . , wm) = det

[
1

π
e−

1
2 (|wj|2+|wℓ|2)+wjwℓ

]m

j,ℓ=1

.

(We can assume that z0j converge as N → ∞ by taking a subsequence and observe that the limiting

m-point correlation function ρ
(m)
GinUE in Theorem 1.2 of [29] is independent of said limits of z0j .) This

should follow exactly from the proof of Theorem 1.2 in [29], but we have stated Theorem 1 in the
above way since this argument is not written down.

As mentioned above, the proof of Theorem 1 follows the three-step strategy. The first step is
carried out in [3, 17, 15, 12], where the authors establish the local laws for the resolvent of the
Hermitization of A:

Gz(η) =

(
−iη A− z

A∗ − z̄ −iη

)−1

.

In particular, the results we use in our proof are the averaged and isotropic local laws as well as
the two-resolvent averaged local laws with possibly different shifts z1 and z2. The second step is
covered in Sections 2-6. Here we adapt the method of [29] to access left and right eigenvectors.
The first technical aspect of this step is analyzing the resolvents [(A− z)∗(A− z) + η2 + Y ]−1 and
[(A−z)(A−z)∗+η2+Y ]−1, where Y is finite rank, Hermitian, and possibly negative. The method of
[29] depends crucially on various positivity properties and estimates for the resolvents when Y = 0.
We must ensure these properties are stable under perturbation by Y ; this is why we require isotropic
local laws in addition to the estimates used in [29]. Moreover, when studying multiple eigenvalues,
we must also analyze these resolvents after projecting to the orthogonal complement of the span
of finitely many eigenvectors. Isotropic local laws for deterministic vectors alone no longer suffice.
We must also remove the projection using various perturbations and the concentration estimates in
Section 6 of [29] (this is the content of Section 6).

The third step, the comparison between the eigenvector statistics of a general i.i.d. matrix and
a Gaussian divisible matrix, is done in Sections 7 and 8. This argument follows the same framework
as the eigenvector comparison argument of [25] for the Hermitian matrices. The key novelty of our
proof is the approximation of the eigenvector statistics with certain functions of Gz in Lemma 21
and Girko’s formula [23]. This approximation relies on the level repulsion estimate for the singular
values of A− z in Proposition 23 that we derive using Theorem 2.10 of [19] and Theorem 3.2 of [11].
The rest of the argument is a standard Green function comparison, see e.g. [26].

3



1.1 Notation

We denote the standard basis vectors in Cm by ej,m for 1 ≤ j ≤ m. Whenever the dimension of the
space is clear from the context we omit it and write ej = ej,m. We write Ja, bK = Z ∩ [a, b]. Given a
matrix X , normalized trace of X is 〈X〉 = N−1TrX .

1.2 Acknowledgements

K.Y. is supported in part by NSF Grant No. DMS-2203075. H.-T. Y. is supported in part by NSF
grant DMS-2153335. J. Y. is supported in part by the Simons Fellows in Mathematics.

2 Gaussian divisible matrices

In this section we state the main results for Gaussian divisible matrices. For any A ∈ MN(C) we
define its Hermitization by

Hz =

(
0 A− z

A∗ − z̄ 0

)
, z ∈ C.

The resolvent of this Hermitization Gz(η) = (Hz − iη)
−1

can be written as

Gz(η) =

(
iηH̃z(η) H̃z(η)(A − z)

(A∗ − z̄)H̃z(η) iηHz(η)

)
,

where

Hz(η) =
[
(A− z)∗(A− z) + η2

]−1
,

H̃z(η) =
[
(A− z)(A− z)∗ + η2

]−1
.

We will now condition on some assumptions on A; we explain shortly why they hold with probability
1 − O(N−D) for any D > 0. Consider ǫ0 > 0. We assume that for any η, η1, η2,∈ [N− 1

2+ǫ0 , 10],
η∗ = max{η1, η2} and z, z1, z2 ∈ C such that |z|, |z1|, |z2| < 1 − τ for some fixed τ > 0, there exist
constants c = c(ǫ0) > 0 and C = C(ǫ0) > 0 such that

A1: We have

cη−1 ≤ 〈Hz(η)〉 ≤ Cη−1, (A1.1)

cη−2 ≤
〈
Hz(η)H̃z(η)

〉
≤ Cη−2, (A1.2)

∣∣〈Hz(η)2(A− z)
〉∣∣ ≤ Cη−1, (A1.3)

cη−3 ≤
〈
Hz(η)2

〉
≤ Cη−3. (A1.4)

For

Bj =

(
0 1
0 0

)
⊗ IN or

(
0 0
1 0

)
⊗ IN

we have

|〈Gz(η1)B1Gz(η2)B2〉| ≤ C. (A1.5)
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A2: We have

〈Hz1(η1)Hz2(η2)〉 ≥ c (η∗)
−2

, (A2.1)
〈
H̃z1(η1)H̃z2(η2)

〉
≥ c (η∗)−2 , (A2.2)

〈
Hz1(η1)H̃z2(η2)

〉
≥ c

η∗ (η∗ + |z1 − z2|2)
. (A2.3)

We fix m families of finite rank deterministic matrices Tj, where j ∈ J1,mK and m ∈ Z+. Then
matrices TjT

∗
j have spectral decomposition

TjT
∗
j =

lj∑

k=1

qj,kwj,kw
∗
j,k, (2.1)

where qj,k are positive constants and {wj,k}k are deterministic orthonormal vectors for each j. We
make the following assumption on A in relation to matrices Tj .

A3: For any w1,w2 ∈ {wj,k1 ,wj,k1 ±wj,k2 ,wj,k1 ± iwj,k2}j∈J1,mK,k1,k2∈J1,ljK, we have

|w∗
1Hz(η)w2 − 〈Hz(η)〉w∗

1w2| ≤ Cη−
3
2N− 1

2 , (A3.1)
∣∣∣w∗

1H̃z(η)w2 −
〈
H̃z(η)

〉
w∗

1w2

∣∣∣ ≤ Cη−
3
2N− 1

2 . (A3.2)

Let us explain why assumptions A1, A2, A3 hold for i.i.d. matrices A with probability 1 −
O(N−D) for any D > 0 fixed. All of A1 is explained in Section 7 of [29]; see after Lemma 7.1 in
[29]. For A2, see (8.3)-(8.5). For A3, see Proposition 29.

Now, following [29], for any z ∈ C such that |z| < 1 and t > 0, we define ηz,t > 0 such that
t〈Hz(ηz,t)〉 = 1. By (A1.1), we know ct ≤ ηz,t ≤ Ct for finite constants C, c > 0 for all |z| < 1 − τ
and t ≥ N−1/2+ǫ. (The existence and uniqueness of such ηz,t for |z| < 1 and t ≥ N−1/2+ǫ holds by
Theorem 1.1 in [29].)

Theorem 2. Suppose t = N− 1
3+ǫ0 for some ǫ0 > 0 fixed. Let mR,mL ∈ Z+. For any j ∈ J1,mRK

let (λj , uj) denote an eigenvalue-right-eigenvector pair of Mt, and for any j ∈ JmR +1,mR+mLK let
(λj , vj) denote an eigenvalue-left-eigenvector pair of Mt. Assume that there exists υ > 0 such that
|λj − λk| ≥ N−1/2+υ for any distinct j, k ∈ J1,mRK and for any distinct j, k ∈ JmR + 1,mR + mLK.
Let {Tj}j∈J1,mR+mLK be deterministic, finite-rank matrices. There exists κ > 0 and q > 0 depending
only on T1, . . . , TmR+mL such that for all q1, . . . , qmR+mL < q, we have

Eλ

mR∏

j=1

exp[Nqj‖Tjuj‖2]

mR+mL∏

j=mR+1

exp[Nqj‖Tjvj‖2] (2.2)

=

m∏

j=1

det[1 − tqjHλj (ηλj ,t)T
∗
j Tj ]

−1
[
1 + O(N−κ)

]
.

Above, Eλ denotes expectation conditioning on λ1, . . . , λmR+mL .

The choice t = N− 1
3+ǫ can perhaps be improved to t = N− 1

2+ǫ, or even t = N−1+ǫ; see the end
of Section 1 in [29]. For this reason, often in the proof we use only the lower bounds t ≥ N−1/2+ǫ.

Theorem 2 gives joint normality in the large N limit of finitely many components of finitely many
left and right eigenvectors (subject to a separation condition on eigenvalues for eigenvectors on the
same side, right or left). This is the content of the following result.
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Corollary 3. The random vector (N‖Tjuj‖2, N‖Tkvk‖2)j,k converges in distribution to (Z2
j , Z

2
k)j,k,

where Zj ∼ N(0, ‖Tj‖2F) are independent (here, ‖ · ‖F is the Frobenius norm for square matrices).

Proof. By Theorem 2, it suffices to show that for the above choices of Tj , we have

det[1 − tqjHλj (ηλj ,t)T
∗
j Tj ]

−1 = [1 − tqj‖Tj‖2F]−1[1 + O(N−κ)]

for small enough qj > 0 and for some κ > 0. To this end, we claim

det[1 − tqjHλj (ηλj ,t)T
∗
j Tj ]

−1 =

ℓj∏

k=1

[1 − tqjqj,kw
∗
j,kHλj (ηλj ,t)wj,k]−1

[
1 + O(N−κ)

]

=

ℓj∏

k=1

[1 − qjqj,k‖wj,k‖2]−1
[
1 + O(N−κ)

]

= [1 − tqj‖Tj‖2F]−1[1 + O(N−κ)],

where vectors wj,k and scalars qj,k are defined by (2.1). The second line holds by (A3.1) and
t = 〈Hλj (ηλj ,t)〉. It suffices to show the first line. To this end, for any j, define the vectors

xj,k = q
1
2

j,kHλj (ηλj ,t)
1/2wj,k

and let {yj,k} be the collection of orthogonal vectors obtained by Gram-Schmidt applied to {xj,k}k
without dividing by the norm. In particular, we have

det[1 − tqjHλj (ηλj ,t)T
∗
j Tj]

−1 = det


1 − tqj

ℓj∑

k=1

xj,kx
∗
j,k



−1

=

ℓj∏

k=1

[1 − tqjy
∗
j,kyj,k]−1.

By (A1.1) and (A3.1), we know x∗
j,kxj,m = O(N−1/2t−3/2) if k 6= m and C−1t−1 ≤ |xj,k|2 ≤ Ct−1

for some C > 0. It follows by Gram-Schmidt that y∗
j,kyj,k = x∗

j,kxj,k[1 + O(N−1/2t−1/2)]. Thus,

ℓj∏

k=1

[1 − tqjy
∗
j,kyj,k]−1 =

ℓj∏

k=1

[1 − tqjx
∗
j,kxj,k(1 + O(N−1/2t−1/2)]−1

=

ℓj∏

k=1

[1 − tqjqj,kw
∗
j,kHλj (ηλj ,t)wj,k(1 + O(N−1/2t−1/2)]−1.

By (A3.1) and t ≥ N−1/3+ǫ0 and t〈Hλj (ηλj ,t)〉 = 1, we know for some κ > 0 that

tqjqj,kw
∗
j,kHλj (ηλj ,t)wj,k = tqjqj,k

[
〈Hλj (ηλj ,t)〉 + O(N−1/2t−3/2)

]

= qjqj,k

[
1 + O(N−1/2t−1/2)

]
= qjqj,k[1 + O(N−κ)].

In particular, since qj , qj,k 6= 0 and |qj | is small, this implies that

[1 − tqjqj,kw
∗
j,kHλj (ηλj ,t)wj,k(1 + O(N−1/2t−1/2)]−1

= [1 − tqjqj,kw
∗
j,kHλj (ηλj ,t)wj,k]−1(1 + O(N−1/2t−1/2),

which completes the proof.

The first main step to prove Theorem 2 is the case where mR + mL = 1. The second is the case
q1, . . . , qmR+mL ≤ q, where we have a priori bounds of the form exp[Nqj‖Tjuj‖2] ≤ 1.
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Proposition 4. Suppose t = N− 1
3+ǫ0 for some ǫ0 > 0 fixed. Let (λ1, u) denote an eigenvalue-right-

eigenvector pair of Mt, and let T be a fixed deterministic finite rank matrix. There exists κ > 0 and
qT > 0 such that for all q < qT , we have

Eλ1 exp[Nq‖Tu‖2] =
1

det[1 − tqHλ1(ηλ1,t)T
∗T ]

[
1 + O(N−κ)

]
. (2.3)

Let (λ2, v) denote an eigenvalue-left-eigenvector pair of Mt, and let T be a fixed deterministic finite
rank matrix. There exists κ > 0 and qT > 0 such that for all q < qT , we have

Eλ2 exp[Nq‖Tv‖2] =
1

det[1 − tqH̃λ2(ηλ2,t)T
∗T ]

[
1 + O(N−κ)

]
. (2.4)

Proposition 5. Retain the setting of Theorem 2. Then (2.2) holds for all q1, . . . , qmR+mL ≤ 0.

Proof of Theorem 2. Proposition 4 implies the term inside the expectation in (2.2) (for small enough
qj) is tight as N → ∞, and its expectation converges along subsequences to that of its subsequential
limits. Proposition 5 identifies these subsequential limits.

3 Change of variables

In this section, we prepare the necessary change of variables for multiple left/right eigenvectors. For
any positive integer j consider a manifold

Ωj = C× S
N−j × C

N−j.

We define Householder transformations Rj : SN−j → U(N − j + 1) via

Rj(u) = IN−j+1 − 2
(e1 − u)(e1 − u)∗

‖e1 − u‖2 .

Now, define the maps

ΦR
j ,Φ

L
j : Ωj ×MN−j(C) → MN−j+1(C)

given by the data

ΦR
j (λj , u

(j−1), wj ,M
(j)) = Rj(u

(j−1))

(
λj w∗

j

0 M (j)

)
Rj(u

(j−1)),

ΦL
j (λj , v

(j−1), wj ,M
(j)) = Rj(v

(j−1))

(
λj 0

wj M (j)

)
Rj(v

(j−1)).

Finally, consider a map

Φ :

mR+mL∏

j=1

Ωj ×MN−mR−mL(C) → MN (C)

given by the composition of several ΦR
j and ΦL

j maps

Φ = ΦR
1 ◦

(
Id × ΦR

2

)
◦ . . . ◦

(
Id × ΦR

mR

)
◦
(
Id × ΦL

mR+1

)
◦ . . . ◦

(
Id × ΦL

mR+mL

)
.

For brevity we denote the total number of steps by m = mR + mL.
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Lemma 6. The Jacobian of Φ is given by the following:

J(Φ) = |∆(λ)|2
m∏

j=1

| det[λj −M (m)]|2.

Proof. Since Φ is the composition of several ΦR
j and ΦL

j maps, we have the chain rule

J(Φ) =

mR∏

j=1

J(ΦR
j )

m∏

j=mR+1

J(ΦL
j ).

We now claim that

J(ΦR
j ) = J(ΦL

j ) =
∣∣∣det[λj −M (j)]

∣∣∣

for j ∈ J1,mK. For the maps ΦR
j , this holds by Lemma 3.1 of [29]. For the maps ΦL

j , we use Lemma

3.1 in [29] (this lemma holds for left eigenvectors as well, since one can always replace M (j−1), for
which we apply Lemma 3.1 of [29], by its adjoint). It remains to note

∣∣∣det[λj −M (j)]
∣∣∣ =




m∏

k=j+1

|λk − λj |



∣∣∣det[λj −M (m)]

∣∣∣ .

We now apply this transformation to the ensemble Mt = A + t
1
2B. Since B is Gaussian, the

distribution of Mt is given by the following density with respect to flat measure on MN (C), the
space of N ×N complex matrices:

ρ(Mt)dMt =

(
N

πt

)N2

exp

{
−N

t
Tr [(Mt −A)∗(Mt −A)]

}
dMt.

Now, by following the computations in Section 4 of [29] and combining them with Lemma 6, we
have the following formula, which uses notation A(j) and bj that we define afterwards:

ρ(Mt)dMt = |∆(λ)|2
m∏

j=1

| det[λj −M (m)]|2 (3.1)

×
(
N

πt

)N2

exp

{
−N

t
Tr [(M

(m)
t −A(m))∗(M

(m)
t −A(m))]

}

×
mR∏

j=1

exp

{
−N

t
‖(A(j−1) − λj)u

(j−1)‖2
} m∏

j=mR+1

exp

{
−N

t
‖(A(j−1) − λj)

∗v(j−1)‖2
}

×
mR∏

j=1

exp

{
−N

t
‖wj − bj‖2

} m∏

j=mR+1

exp

{
−N

t
‖wj − cj‖2

}

× dλ

mR∏

j=1

du(j−1)
m∏

j=mR+1

dv(j−1)
m∏

j=1

dwjdM
(m)
t

=: ρ̃λ(u, . . . , u(mR−1), v(mR), . . . , v(m−1), w1, . . . , wm,M
(m)
t )

× dλ

mR∏

j=1

du(j−1)
m∏

j=mR+1

dv(j−1)
m∏

j=1

dwjdM
(m)
t

8



Here, M
(m)
t is the same as M (m) from above after applying the change-of-variables procedure to Mt.

The vectors bj ∈ CN−j and the matrices A(j) ∈ MN−j(C) are defined by the identities

Rj(u
(j−1))A(j−1)Rj(u

(j−1)) =

(
aj b∗j
cj A(j)

)
.

We clarify that (3.1) holds with the additional adjoint in the third line because the (mR + 1)-st
through m-th steps are obtained by following Section 4 of [29] but for the adjoint of A(j) instead of
A(j) itself. This is because we perform the change-of-variables with respect to the left eigenvector;
see the proof of Lemma 6. In the rest of the paper we will be computing expectations of functions
of u(j), v(j), wj conditionally on λ. Thus we can integrate out M (m) by following Section 5 of [29]
verbatim. Ultimately, we have the following in which CN,t,λ depends only on N, t,λ1 (and it may
vary from line to line):

∫

MN−2(C)

m∏

j=1

| det[λj −M
(m)
t ]|2 exp

{
−N

t
Tr [(M

(m)
t −A(m))∗(M

(m)
t −A(m))]

}
dM

(m)
t

= CN,t,λ

m∏

j=1

det[Hλj (ηλj ,t)]
−1

m∏

j=1

| det[V ∗
j G

(j−1)
λj

(ηλj ,t)Vj ]|m
[
1 + O(N−δ)

]
.

Here, Vj = I2 ⊗ u(j−1) for j ∈ J1,mRK and Vj = I2 ⊗ v(j−1) for j ∈ JmR + 1,mK, and δ > 0 is fixed.

Also, G
(k)
z (η) is the same as Gz(η) but for the matrix A(k) instead of A. We can also integrate out

wj variables because they are Gaussian. In particular, the marginal of ρ̃λ after integrating out wj

variables and M
(m)
t is

ρ̃λ(u, . . . , u(mR−1), v(mR), . . . , v(m−1)) = CN,t,λ

m∏

j=1

det[Hλj (ηλj ,t)]
−1

m∏

j=1

| det[V ∗
j G

(j−1)
λj

(ηλj ,t)Vj ]|m

×
mR∏

j=1

exp

{
−N

t
‖(A(j−1) − λj)u

(j−1)‖2
}

×
m∏

j=mR+1

exp

{
−N

t
‖(A(j−1) − λj)

∗v(j−1)‖2
}
. (3.2)

Additionally, we introduce the following measures on SN−j .

νj(u
(j−1)) = Kj(λj , A

(j−1))−1 exp

{
−N

t
‖(A(j−1) − λj)u

(j−1)‖2
}

du(j−1), j ∈ J1,mRK,

νj(v
(j−1)) = Kj(λj , A

(j−1))−1 exp

{
−N

t
‖(A(j−1) − λj)

∗v(j−1)‖2
}

dv(j−1), j ∈ JmR + 1,mK,

where

Kj(λj , A
(j−1)) =

∫

SN−j

exp

{
−N

t
‖(A(j−1) − λj)u

(j−1)‖2
}

du(j−1), j ∈ J1,mRK,

Kj(λj , A
(j−1)) =

∫

SN−j

exp

{
−N

t
‖(A(j−1) − λj)

∗v(j−1)‖2
}

dv(j−1), j ∈ JmR + 1,mK.

From Lemma 4.1 of [29], we have

Kj(λj , A
(j−1)) = CN,t,λ

j−1∏

k=1

∣∣∣det[V ∗
j G

(j−1)
λj

(ηλj ,t)Vj ]
∣∣∣
−1

(1 + O(N−δ)).
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The measures of the variables wj are Gaussian on CN−j and given by

dωj(wj) =

(
N

πt

)N−j

exp

{
−N

t
‖wj − bj‖2

}
dwj , j ∈ J1,mRK,

dωj(wj) =

(
N

πt

)N−j

exp

{
−N

t
‖wj − cj‖2

}
dwj , j ∈ JmR + 1,mK.

The the marginal of ρ̃λ after integrating out M
(m)
t (but not wj variables) is

ρ̃λ(u, . . . , u(mR−1), v(mR), . . . , v(m−1), w1, . . . , wm)

mR∏

j=1

du(j−1)
m∏

j=mR+1

dv(j−1)
m∏

j=1

dwj

= CN,t,λ

m∏

j=1

det[Hλj (ηλj ,t)]
−1
∣∣∣det[V ∗

j G
(j−1)
λj

(ηλj ,t)Vj ]
∣∣∣
j

×
mR∏

j=1

dνj(u
(j−1))

m∏

j=mR+1

dνj(v
(j−1))

m∏

j=1

dωj(wj)
[
1 + O(N−δ)

]
.

4 Proof of Proposition 4

We prove (2.3), since (2.4) follows by the same argument (just replace A by A∗ to make left eigen-
vectors into right eigenvectors; in particular, this is why (2.4) has H̃ instead of H). Now, to compute
Eλ exp[Nq‖Tu‖2], we use (3.2) and integrate out everything except u (equivalently, set m = mR = 1
in our application of (3.2)). This gives the formula

Eλ1 exp[Nq‖Tu‖2] ≈ det[Hλ1(ηλ1,t)]
−1

∫

SN−1

eNq‖Tu‖2

e−
N
t ‖(A−λ1)u‖2 | det[V ∗

1 Gλ1(ηλ1,t)V1]|du

= e
N
t η2

λ1,t det[Hλ1(ηλ1,t)]
−1

∫

SN−1

e−
N
t u∗[(A−λ1)

∗(A−λ1)+η2
λ1,t−tqT∗T ]u| det[V ∗

1 Gλ1(ηλ1)V1]|du

=: e
N
t η2

λ1,t det[Hλ1(ηλ1,t)]
−1Kq

∫

SN−1

| det[V ∗
1 Gλ1(ηλ1,t)V1]|dµq(u), (4.1)

where ≈ means true up to a factor of 1 + O(N−δ) for δ > 0, and where

Kq :=

∫

SN−1

e−
N
t u∗[(A−λ1)

∗(A−λ1)+η2
λ1,t−tqT∗T ]udu,

dµq(u) := K−1
q e−

N
t u∗[(A−λ1)

∗(A−λ1)+η2
λ1,t−tqT∗T ]udu.

Before we can further analyze Kq and the other remaining terms, we need a preliminary estimate.
For convenience, let us the use the notation Hλ,q(η) := [(A−λ)∗(A−λ) + η2− tqT ∗T ]−1. Note that
Hλ,0,T (η) := Hλ(η). Let us also use the following more general notation, since it will be important
for the proof of Proposition 5. For any j ≥ 0, recall A(j). Define

H
(j)
λ,q(η) := [(A(j) − λ)∗(A(j) − λ) + η2 − tqT ∗T ]−1,

H̃
(j)
λ,q,T (η) := [(A(j) − λ)(A(j) − λ)∗ + η2 − tqT ∗T ]−1

We also define H
(j)
λ (η) := H

(j)
λ,0,T (η) and H̃

(j)
λ (η) := H

(j)
λ,0,T (η). Here, we always assume that T has

the same dimension as A(j), and that T is finite rank.
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Lemma 7. Fix λ ∈ C. There exists qT > 0 such that if q < qT , then for some finite-rank, positive
semi-definite Hermitian matrix Y with operator norm ‖Y ‖op = O(1), we have

H
(j)
λ,q(ηλ,t) = H

(j)
λ (ηλ,t)

1
2 [I + qY ]H

(j)
λ (ηλ,t)

1
2 .

Moreover, we have 〈H(j)
λ,q(ηλ,t)〉 = 〈H(j)

λ (ηλ,t)〉 + O(N−1). The same is true for H̃ in place of H.

Proof. We prove the claim for H and not H̃; for H̃ , again, the same argument applies (just replace A
by A∗). Also, We first assume j = 0; we comment on general j at the end. Recall C−1t ≤ ηλ,t ≤ Ct
for some C > 0. By the Woodbury matrix identity, we have

Hλ,q(ηλ,t) = Hλ(ηλ,t) + Hλ(ηλ,t)T
∗[t−1q−1 − THλ(ηλ,t)T

∗]−1THλ(ηλ,t).

By (A1.1) and (A3.1), since T ∗T is a finite rank projection with O(1) operator norm, we have
‖THλ(ηλ,t)T

∗‖op = O(t−1). Hence, we can choose qT > 0 such that if q < qT , then the term
in square brackets on the RHS is a Hermitian operator that is bounded below by Cq−1t−1. In
particular, the second term on the RHS of the above identity has the form tqHλ(ηλ,t)T

∗XTHλ(ηλ,t)
with X Hermitian, bounded, and positive, i.e.

Hλ,q(ηλ,t) = Hλ(ηλ,t) + tqHλ(ηλ,t)T
∗XTHλ(ηλ,t)

= Hλ(ηλ,t)
1
2

{
I + tqHλ(ηλ,t)

1
2 T ∗XTHλ(ηλ,t)

1
2

}
Hλ(ηλ,t)

1
2 .

To prove the first estimate, it suffices to show that the second term inside the curly brackets without
the factor q has operator norm O(1). This term is a finite rank, positive operator, so we can bound
its operator norm by its trace. This gives

‖tHλ(ηλ,t)
1
2T ∗XTHλ(ηλ,t)

1
2 ‖op ≤ tTrHλ(ηλ,t)

1
2T ∗XTHλ(ηλ,t)

1
2

= tTrTHλ(ηλ,t)T
∗X

≤ t‖X‖opTrTHλ(ηλ,t)T
∗.

Again, we use (A1.1) and (A3.1) to get tTrTHλ(ηλ,t)T
∗ = O(1). Now use ‖X‖op = O(1) to get the

first estimate. For the comparison of normalized traces, we have

TrHλ(ηλ,t)
1
2T ∗XTHλ(ηλ,t)

1
2 = TrTHλ(ηλ,t)T

∗X

= O(1)TrTHλ(ηλ,t)T
∗ = O(t−1);

the last line holds by ‖X‖op = O(1), by (A1.1), and (A3.1), and by η−1
λ,t = O(t−1). Multiply by

O(N−1t) to conclude. For general j 6= 0, the same argument works. Indeed, all we need are

‖TH(j)
λ (ηλ,t)T

∗‖op = O(t−1) and TrTH
(j)
λ (ηλ,t)T

∗ = O(t−1).

The former follows from the latter. The latter follows by interlacing (and the corresponding estimate
without the (j) superscript).

We proceed to analyze Kq. By Lemma 7, we know C−1Hλ1(ηλ1,t) ≤ Hλ1,q(ηλ1,t) ≤ CHλ1(ηλ1,t)
for a finite, positive constant C. In particular, by Lemma 6.1 in [29], we have

Kq = CN,t det[Hλ1,q(ηλ1,t)]

∫

R

ei
N
t p det[I + ipHλ1,q(ηλ1,t)]

−1dp.

The two-sided bound C−1Hλ1(ηλ1,t) ≤ Hλ1,q(ηλ1,t) ≤ CHλ1(ηλ1,t) is used in the proof of Lemma 6.1
of [29] only to guarantee that Hλ1,q(ηλ1,t) is strictly positive. We now use it to justify the following
approximation (see immediately after the proof of Lemma 6.1 in [29]):
∫

R

ei
N
t p det[I + ipHλ1,q(ηλ1,t)]

−1dp ≈
∫

R

ei
N
t p exp

{
−iNp〈Hλ1,q(ηλ1,t)〉 −

1

2
Np2〈Hλ1,q(ηλ1,t)

2〉
}

dp.
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By the trace estimate in Lemma 7, we can continue as follows (below, κN,t,λ1 = O(1)):

∫

R

ei
N
t p exp

{
−iNp〈Hλ1,q(ηλ1,t)〉 −

1

2
Np2〈Hλ1,q(ηλ1,t)

2〉
}

dp

=

∫

R

ei
N
t p[1−t〈Hλ1,q(ηλ1,t)〉] exp

{
−1

2
Np2〈Hλ1,q(ηλ1,t)

2〉
}

dp

=

∫

R

exp {iκN,t,λ1p} exp

{
−1

2
Np2〈Hλ1,q(ηλ1,t)

2〉
}

dp

=

√
2π

N1/2〈Hλ1,q(ηλ1,t)
2〉1/2 exp

{
−

κ2
N,t,λ1

2N〈Hλ1,q(ηλ1,t)
2〉

}
.

The last line follows by Gaussian Fourier transform. The bounds C−1Hλ1(ηλ1,t) ≤ Hλ1,q(ηλ1,t) and
〈Hλ1(ηλ1,q)

2〉 ≥ C−1η−3
λ1,q

and κN,t,λ1 = O(1) show that the exponential in the last line is ≈ 1. Now,
note that if q ≥ 0, then Hλ1,q(ηλ1,t)−Hλ1(ηλ1,t) ≥ 0, and that if q ≤ 0, the reverse inequality holds.
This follows by Lemma 7. In particular, Hλ1,q(ηλ1,t)−Hλ1(ηλ1,t) is always positive or negative semi-
definite; it cannot have both positive and negative eigenvalues. Using this, we have the following,
where the last line follows by Hλ1,q(ηλ1,t) ≤ CHλ1 (ηλ1,t) and Lemma 7:

|〈Hλ1,q(ηλ1,t)
2〉 1

2 − 〈Hλ1,q(ηλ1,t)
2〉 1

2 | . |〈Hλ1,q(ηλ1,t)
2〉 − 〈Hλ1(ηλ1,t)

2〉| 12
. (‖Hλ1,q(ηλ1,t)‖op + ‖Hλ1(ηλ1,t)‖op)|〈Hλ1,q(ηλ1,t) −Hλ1(ηλ1,t)〉|
. ‖Hλ1(ηλ1,t)‖op||〈Hλ1,q(ηλ1,t) −Hλ1(ηλ1,t)〉| . N−1t−2.

Because C−1Hλ1(ηλ1,t) ≤ Hλ1,q(ηλ1,t), we also have 〈Hλ1,q(ηλ1,t)
2〉1/2 & 〈Hλ1(ηλ1,t)

2〉1/2 & t−3/2.
We deduce from this and the previous display that 〈Hλ1,q(ηλ1,t)

2〉1/2 ≈ 〈Hλ1(ηλ1,t)
2〉1/2 since t ≪ 1.

Ultimately, since 〈Hλ1(ηλ1,t)
2〉 depends only on N, t (recall that λ1 is fixed), we have

Kq = CN,t det[Hλ1,q(ηλ1,t)]

∫

R

ei
N
t p det[I + ipHλ1,q(ηλ1,t)]

−1dp ≈ CN,t det[Hλ1,q(ηλ1,t)]. (4.2)

We now control the dµq(u) integration. First, we record the following from Section 6 of [29]:

| det[V ∗
1 Gλ1(ηλ1,t)V1]| = η2λ1,t(u

∗Hλ1(ηλ1,t)u)(u∗H̃λ1(ηλ1,t)u) + |u∗Hλ1(ηλ1,t)(A− λ1)u|2.

We claim the following concentration estimates:

µq

(
|ηλ1,tu

∗Hλ1(ηλ1,t)u− tη−1
λ1,t

〈H̃λ1(ηλ1,t)Hλ1(ηλ1,t)〉| ≥
logN

N1/2t

)
≤ e−C log2 N , (4.3)

µq

(
|ηλ1,tu

∗H̃λ1(ηλ1,t)u− tη−1
λ1,t

〈H̃λ1(ηλ1,t)
2〉| ≥ logN

N1/2t3/2

)
≤ e−C log2 N , (4.4)

µq

(
|ηλ1,tu

∗Hλ1(ηλ1,t)(A − λ1)u − tη−1
λ1,t

〈H̃λ1(ηλ1,t)(A− λ1)〉| ≥ logN

N1/2t

)
≤ e−C log2 N . (4.5)

For q = 0, these estimates are exactly the content of Lemma 6.2 in [29]. Assuming these estimates
hold, we can finish the proof of Proposition 4 by following the calculation after the proof of Lemma
6.3 in [29] (in said calculation, we set j = 1, so that Lemma 6.3 in [29] is unnecessary). In particular,
this would give

∫

SN−1

| det[V ∗
1 Gλ1(ηλ1,t)V1]|dµq(u) ≈ CN,t,λ1 .

We can combine the previous display with our computation (4.2) of Kq and (4.1) to get

Eλ1 exp[Nq‖Tu‖2] ≈ CN,t,λ1 det[Hλ1(ηλ1,t)]
−1 det[Hλ1,q(ηλ1,t)] = CN,t,λ1 det[1 − tqHλ1(ηλ1,t)T

∗T ]−1,
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where the last identity follows from an elementary resolvent identity. To finish the proof of Proposi-
tion 4, it suffices to note that the constant CN,t,λ1 on the far RHS is equal to 1 + O(N−κ) for some
κ > 0. This can be verified by plugging in q = 0 in the above identity.

We now show (4.3)-(4.5). We give details for (4.3); it amounts to adjustments in the proof of
Lemma 6.2 in [29]. The other two estimates follow by the same adjustments. We first prove

µq

(
ηλ1,tu

∗Hλ1(ηλ1,t)u− tη−1
λ1,t

〈H̃λ1(ηλ1,t)Hλ1(ηλ1,t)〉 ≥
logN

N1/2t

)
≤ e−C log2 N . (4.6)

The bound (4.3) would then follow by proving the same but replacing Hλ1(ηλ1,t) by its negative:

µq

(
−ηλ1,tu

∗Hλ1(ηλ1,t)u + tη−1
λ1,t

〈H̃λ1(ηλ1,t)Hλ1(ηλ1,t)〉 ≥
logN

N1/2t

)
≤ e−C log2 N .

As in Lemma 6.2 in [29], this holds by the same argument as the proof of (4.6), so we focus on (4.6).
By following the proof of Lemma 6.2 in [29], we eventually apply Markov to the LHS of (4.6). In
particular, let Y be a Hermitian, semi-definite matrix. (Any matrix is a linear combination of such
matrices Y .) We must control the following for r > 0:

mY (r) = e−
rt
N Tr [H̃λ1

(ηλ1,t)Y ]

∫

SN−1

eru
∗Y udµq(u)

= e−
rt
N Tr [H̃λ1

(ηλ1,t)Y ]e
N
t η2

λ1,tK−1
q

∫

SN−1

e−
N
t u∗[(A−λ1)

∗(A−λ1)+η2
λ1,t−tqT∗T− rt

N Y ]udu.

For the choice of Y which produces (4.6), as in the proof of Lemma 6.2 in [29], we pick r =
N−1/2 logN . It turns out by inspection of the proof of Lemma 6.2 in [29] that we always have
r ≤ N−1/2t−1/2 logN , so the following argument will use only this. Our choices of Y will also
always satisfy ‖Y ‖op = O(1). As in our computation of Kq from earlier, we use Lemma 2.3 in [29]
to get

∫

SN−1

e−
N
t u∗[(A−λ1)

∗(A−λ1)+η2
λ1,t−tqT∗T− rt

N Y ]udu

= CN,t det[Hλ1,q,r(ηλ1,t)]

∫

R

ei
N
t p det[I + ipHλ1,q,Y (ηλ1,t)]

−1dp,

where Hλ1,q,Y (ηλ1,t) := [(A − λ1)∗(A − λ1) + η2λ1,t
− tqT ∗T −N−1rtY ]−1. (Technically, for this to

apply, we need Hλ1,q,Y (ηλ1,t) > 0 in order to perform a Gaussian integration. This holds by Lemma
7 and the trivial bound N−1t‖Y ‖op = O(N−1t).) In fact, this gives Hλ1,q,r(ηλ1,t) & Hλ1,q(ηλ1,t). In
particular, we can again approximate the determinant in the dp integration by a Gaussian density.
It also allows us to restrict to the region |p| ≤ N−1/2t3/2 logN . Ultimately,

∫

R

ei
N
t p det[I + ipHλ1,q,Y (ηλ1,t)]

−1dp

≈
∫

R

ei
N
t p exp

{
−ipN〈Hλ1,q,Y (ηλ1,t)〉 −

1

2
p2N〈Hλ1,q,Y (ηλ1,t)

2〉
}

dp

≈
∫

R

ei
N
t p exp

{
−ipN〈Hλ1,q(ηλ1,t)〉 −

1

2
p2N〈Hλ1,q(ηλ1,t)

2〉
}

dp.

(The last line follows since 〈Hλ1,q,Y (ηλ1,t)〉 = 〈Hλ1,q(ηλ1,t)〉+O(N−1t−2) by resolvent perturbation,
the bound N−1t‖Y ‖op = O(N−1t), and 〈Hλ1,q(ηλ1,t)〉 . 〈Hλ1 (ηλ1,t)〉 . t−1; see Lemma 7. Multiply
by p = O(N−1/2t3/2 logN) to get an error inside the exponential of O(N−1/2t−1/2). A similar
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perturbation shows p2N〈Hλ1,q,Y (ηλ1,t)
2〉 = p2N〈Hλ1,q(ηλ1,t)

2〉+O(N−δ) for some δ > 0, hence the
last line follows.) On the other hand, we have

det[Hλ1,q,r(ηλ1,t)] = det[Hλ1,q(ηλ1,t)] det[I −N−1rtHλ1,q(ηλ1,t)
1/2Y Hλ1,q(ηλ1,t)

1/2]−1

= det[Hλ1,q(ηλ1,t)] exp
{
−Tr log

[
1 −N−1rtHλ1,q(ηλ1,t)

1/2Y Hλ1,q(ηλ1,t)
1/2
]}

.

Ultimately, we have

mY (r) ≈ CN,t,λ1K
−1
q det[Hλ1,q(ηλ1,t)]

∫

R

ei
N
t p exp

{
−ipN〈Hλ1,q(ηλ1,t) −

1

2
p2N〈Hλ1,q(ηλ1,t)

2〉
}

dp

× exp
{
−Tr [Hλ1,q(ηλ1,t)N

−1rtY ] − Tr log
(

1 −N−1rt[Hλ1,q(ηλ1,t)
1
2 Y [Hλ1,q(ηλ1,t)

− 1
2 ]
)}

.

By our asymptotics for Kq from earlier, we deduce

mY (r) ≈ CN,t,λ1 exp
{
−Tr [Hλ1,q(ηλ1,t)N

−1rtY ] − Tr log
(

1 −N−1rt[Hλ1,q(ηλ1,t)
1
2Y [Hλ1,q(ηλ1,t)

− 1
2 ]
)}

.

The exponential on the RHS is equal to 1 when we set r = 0; this means CN,t,λ1 ≈ 1. At this point,
we can now follow the proof of Lemma 6.2 and use elementary log-inequalities to get

mY (r) . exp

{
Tr [Hλ1,q(ηλ1,t)

1
2Y [Hλ1,q(ηλ1,t)

− 1
2 ]2

1 − ‖N−1rtHλ1,q(ηλ1,t)
1
2 Y [Hλ1,q(ηλ1,t)

− 1
2 ‖op

}
.

We must now control the terms inside the exponential. This is done for q = 0 in the proof of Lemma
6.2. To inherit the estimates for all q < qT (with qT > 0 small enough), it suffices to show that

‖H̃λ1,q(ηλ1,t)
1
2Y H̃λ1,q(ηλ1,t)

1
2 ‖op . ‖H̃λ1(ηλ1,t)

1
2Y H̃λ1(ηλ1,t)

1
2 ‖op

Tr H̃λ1,q(ηλ1,t)
1
2Y H̃λ1,q(ηλ1,t)Y H̃λ1,q(ηλ1,t)

1
2 . Tr H̃λ1(ηλ1,t)

1
2Y H̃λ1(ηλ1,t)Y H̃λ1(ηλ1,t)

1
2

for H̃λ,q(η) := [(A−λ)(A−λ)∗+η2−tqT ∗T ]. Both follow by semi-definiteness of Y and H̃λ1,q(ηλ1,t) ≤
CH̃λ1(ηλ1,t); this can be shown by using the exact same proof of Lemma 7 (but with A−λ replaced
by its adjoint). The bound (4.6) follows, and the proof is finished.

5 Proof of Proposition 5

For any j ∈ J1,mK consider the composition of first j Householder transforms

Uj =

j∏

k=1

(
Ik−1 ⊕Rk(u(k−1))

)
, j ∈ J1,mRK;

Uj =

mR∏

k=1

(
Ik−1 ⊕Rk(u(k−1))

) j∏

k=mR+1

(
Ik−1 ⊕Rk(v(k−1))

)
, j ∈ JmR + 1,mK.

We start by expressing the finite-rank projections of left and right eigenvectors uj, vj through the
integration variables u(j−1), v(j−1). This is the content of the following lemma.

Lemma 8. Set ǫ1 = min{ǫ0, υ}. Then for j ∈ J1,mRK we have

|Tj|uj = |Tj|Uj−1

(
0

u(j−1)

)
+ Oµ

(
N− 1

2−ǫ1
)
.

For j ∈ JmR + 1,mK we have

|Tj|vj = |Tj |Uj−1

(
0

v(j−1)

)
+ Oµ

(
N− 1

2−ǫ1
)
.
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The error terms here are bounded in the sense of stochastic domination, defined below, with
respect to the measure µ, where

dµ =

m∏

j=1

dνj

m∏

j=1

dωj .

Definition 9 (Stochastic domination). Suppose

X = {XN (s) : N ∈ Z+, s ∈ SN} and Y = {YN (s) : N ∈ Z+, s ∈ SN}

are sequences of random variables, possibly parametrized by s. We say that X is stochastically
dominated by Y uniformly in s with respect to measure µ and write X ≺µ Y or X = Oµ(Y ) if for
any ε,D > 0 we have

sup
SN

Pµ (XN(s) > NεYN (s)) < N−D

for large enough N .

We prove Lemma 8 in section 6, where we collect all technical high probability estimates with
respect to the measure µ. In view of Lemma 8, consider the event E := ∩m

j=1Ej, where for some
κ > 0 small,

Ej :=

{
‖Tjuj‖2 =

∥∥∥∥|Tj |Uj−1

(
0

u(j−1)

)∥∥∥∥
2

+ O(N−1−κ)

}
if j ≤ mR,

Ej :=

{
‖Tjvj‖2 =

∥∥∥∥|Tj|Uj−1

(
0

v(j−1)

)∥∥∥∥
2

+ O(N−1−κ)

}
if j ≥ mR + 1.

By Lemma 8 and a union bound, we know that Eλ1EC = O(N−D) for large D > 0. Since qj ≤ 0
for all j by assumption, this gives

Eλ





mR∏

j=1

exp[Nqj‖Tjuj‖2]

mR+mL∏

j=mR+1

exp[Nqj‖Tjvj‖2]



 (5.1)

≈ Eλ





mR∏

j=1

exp

[
Nqj

∥∥∥∥|Tj|Uj−1

(
0

u(j−1)

)∥∥∥∥
2
]

mR+mL∏

j=mR+1

exp

[
Nqj

∥∥∥∥|Tj |Uj−1

(
0

v(j−1)

)∥∥∥∥
2
]
+ O(N−D),

where, as before, ≈ means true up to a factor of 1 + O(N−δ) for some δ > 0. Now use (3.2):

Eλ





mR∏

j=1

exp

[
Nqj

∥∥∥∥|Tj |Uj−1

(
0

u(j−1)

)∥∥∥∥
2
]

mR+mL∏

j=mR+1

exp

[
Nqj

∥∥∥∥|Tj|Uj−1

(
0

v(j−1)

)∥∥∥∥
2
]


≈ CN,t,λ

m∏

j=1

det[Hλj (ηλj ,t)]
−1

∫

SN−1

. . .

∫

SN−m

m∏

j=1

| det[V ∗
j G

(j−1)
λj

(ηλj ,t)Vj ]|m

×
mR∏

j=1

e
−N

t u(j−1),∗
[

(A(j−1)−λj)
∗(A(j−1)−λj)+η2

λj,t
−tqjT

(j−1),∗
j T

(j−1)
j

]

u(j−1)

du(j−1)

×
mR∏

j=1

e
−N

t v(j−1),∗
[

(A(j−1)−λj)(A
(j−1)−λj)

∗+η2
λj,t

−tqjT
(j−1),∗
j T

(j−1)
j

]

v(j−1)

dv(j−1).
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Above, T
(j−1)
j is the restriction of TjUj−1 to the orthogonal complement of e1, . . . , ej−1. For j ≤ mR,

we set

Kj,qj ,Tj :=

∫

SN−j

e
−N

t u(j−1),∗
[

(A(j−1)−λj)
∗(A(j−1)−λj)+η2

λj,t
−tqjT

(j−1),∗
j T

(j−1)
j

]

u(j−1)

du(j−1),

dνj,qj ,Tj (u(j−1)) := K−1
j,qj ,Tj

e
−N

t u(j−1),∗
[

(A(j−1)−λj)
∗(A(j−1)−λj)+η2

λj,t
−tqjT

(j−1),∗
j T

(j−1)
j

]

u(j−1)

du(j−1),

and for j ≥ mR + 1, we define

Kj,qj ,Tj :=

∫

SN−j

e
−N

t v(j−1),∗
[

(A(j−1)−λj)(A
(j−1)−λj)

∗+η2
λj ,t−tqjT

(j−1),∗
j T

(j−1)
j

]

v(j−1)

dv(j−1),

dνj,qj ,Tj (v(j−1)) := K−1
j,qj ,Tj

e
−N

t v(j−1),∗
[

(A(j−1)−λj)(A
(j−1)−λj)

∗+η2
λj,t

−tqjT
(j−1),∗
j T

(j−1)
j

]

v(j−1)

dv(j−1).

With this notation, we can write

Eλ





mR∏

j=1

exp

[
Nqj

∥∥∥∥|Tj|Uj−1

(
0

u(j−1)

)∥∥∥∥
2
]

mR+mL∏

j=mR+1

exp

[
Nqj

∥∥∥∥|Tj|Uj−1

(
0

v(j−1)

)∥∥∥∥
2
]
 (5.2)

≈ CN,t,λ

m∏

j=1

det[Hλj (ηλj ,t)]
−1Kj,qj ,Tj

×
∫

SN−1

. . .

∫

SN−m

m∏

j=1

| det[V ∗
j G

(j−1)
λj

(ηλj ,t)Vj ]|j
mR∏

j=1

dνj,qj ,Tj (u(j−1))

m∏

j=mR+1

dνj,qj ,Tj (v(j−1)).

Similar to the proof of Proposition 4, we now focus on the following two lemmas. The first computes
det[Hλj (ηλj ,t)]

−1Kj,qj ,Tj for all j. The second computes the remaining spherical integrals.

Lemma 10. There exists an event E such that Eλ1E = O(N−D) for any D > 0 fixed and such that
on E, we have the following for all j = 1, . . . ,m:

det[Hλj (ηλj ,t)]
−1Kj,qj ,Tj

≈ det

[
I − tqj

(
0 0

0 H
(j−1)
λj

(ηλj ,t)

)
U∗
j−1T

∗
j TjUj−1

]−1 j−1∏

ℓ=1

| det[V ∗
ℓ G

(ℓ−1)
λℓ

(ηλℓ,t)Vℓ]|−1 (5.3)

≈ det[I − tqjHλj (ηλj ,t)T
∗
j Tj]

−1

j−1∏

ℓ=1

| det[V ∗
ℓ G

(ℓ−1)
λℓ

(ηλℓ,t)Vℓ]|−1. (5.4)

Lemma 11. For all j = 1, . . . ,m, there exists a constant CN,t,j such that

∫

SN−j

| det[V ∗
j G

(j−1)
λj

(ηλj ,t)Vj ]|jdνj,qj ,Tj (u(j−1)) ≈ CN,t,j.

Assuming Lemmas 10 and 11, since qj ≤ 0, we can deduce from (5.2) that

Eλ





mR∏

j=1

exp

[
Nqj

∥∥∥∥|Tj |Uj−1

(
0

u(j−1)

)∥∥∥∥
2
]

mR+mL∏

j=mR+1

exp

[
Nqj

∥∥∥∥|Tj|Uj−1

(
0

v(j−1)

)∥∥∥∥
2
]


≈ CN,t,λ

m∏

j=1

det[I − tqjHλj (ηλj ,t)T
∗
j Tj]

−1 + O(N−D).
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We set q = 0 to get CN,t,λ ≈ 1. Next, we use the finite rank property of T2 to get the trivial bound
det[I − tqjHλj (ηλj ,t)T

∗
j Tj] . ‖Hλj (ηλj ,t))‖Cop . t−C for some C = O(1). This is much bigger than

N−D if D > 0 is large enough, so the second term in the second line of (5.1) is much smaller than
the first term therein. We deduce

Eλ





mR∏

j=1

exp[Nqj‖Tjuj‖2]
mR+mL∏

j=mR+1

exp[Nqj‖Tjvj‖2]





≈ Eλ





mR∏

j=1

exp

[
Nqj

∥∥∥∥|Tj |Uj−1

(
0

u(j−1)

)∥∥∥∥
2
]

mR+mL∏

j=mR+1

exp

[
Nqj

∥∥∥∥|Tj|Uj−1

(
0

v(j−1)

)∥∥∥∥
2
]
 ,

at which point it suffices to combine the previous two displays to conclude the proof of Proposition
5. Thus, the finish the proof of Proposition 5, we must prove Lemmas 10 and 11. We prove the
latter first, since it is short.

Proof of Lemma 11. In Lemmas 6.2 and 6.3 of [29], it is shown that there is a decomposition SN−j =
Gj ∪GC

j such that the following hold.

1. On Gj, we have | det[V ∗
j G

(j−1)
λj

(ηλj ,t)Vj ]|j ≈ CN,t,j for some CN,t,j & N−υ with υ = O(1).

2. We have νj,0,Tj (GC
j ) = O(N−D) for any large, fixed D ≥ 0. This and | det[V ∗

j G
(j−1)
λj

(ηλj ,t)Vj ]| =

O(t−C) for some C = O(1) (along with t ≥ N−1) give the following for any D ≥ 0 fixed:
∫

GC
j

| det[V ∗
j G

(j−1)
λj

(ηλj ,t)Vj ]|jdνj,qj ,Tj (u(j−1)) . N−D

Thus, it suffices to show that for any qj ≤ 0 independent of N , we have the inequality of measures
dνj,qj ,Tj ≤ NCdνj,0,Tj for some C = O(1) (note that νj,0,Tj has no dependence on Tj). To this end,

note that by construction and the assumption qj ≤ 0, we have dνj,qj ,Tj ≤ K−1
j,qj ,Tj

Kj,0,Tjdνj,0,Tj . By
Lemma 10, we have

K−1
j,qj ,Tj

Kj,0,Tj ≈ det[I − tqjHλj (ηλj ,t)T
∗
j Tj ].

Because T ∗
j Tj is finite rank by assumption, the determinant on the RHS is bounded above by a finite

power of the operator norm of tqjHλj (ηλj ,t), which is at most O(t−1). Since t ≥ N−1, we obtain

K−1
j,qj ,Tj

Kj,0,Tj = O(t−C) as desired.

The rest of this section is dedicated towards the proof of Lemma 10. We assume j = 1, . . . ,mR;
for j = mR + 1, . . . ,m, just replace A(j−1) − λj by its adjoint.

5.1 Proof of (5.3)

In this step, there is no need to restrict to an event E . Throughout the proof of (5.3), we will adopt
the notation

H
(j−1)
λj ,qj

(ηλj ,t) := [(A(j−1) − λj)
∗(A(j−1) − λj) + η2λj ,t − tqjT

(j−1),∗
j T

(j−1)
j ];

here T
(j−1)
j is the restriction of TjUj−1 (see Lemma 8) to the orthogonal complement of e1, . . . , ej−1.

In particular, we choose T = T
(j−1)
j in the context of Lemma 7.

The argument is similar to the proof of (4.2). Lemma 7 gives

C−1H
(j−1)
λj

(ηλj ,t) ≤ H
(j−1)
λj ,qj

(ηλj ,t) ≤ CH
(j−1)
λj

(ηλj ,t),
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where C > 0 is a fixed constant. This gives H
(j−1)
λj ,qj

(ηλj ,t) > 0, and we can follow the proof of Lemma

6.1 in [29] verbatim to get

Kj,qj ,Tj = CN,t,j det[H
(j−1)
λj ,qj

(ηλj ,t)]

∫

R

ei
N
t p det[I + ipH

(j−1)
λj ,qj

(ηλj ,t)]
−1dp.

The above two-sided resolvent bound also lets us approximate the last determinant in the previous
display by a Gaussian factor, as in the discussion after Lemma 6.1 of [29]. In particular, with more
explanation after, we have

∫

R

ei
N
t p det[I + ipH

(j−1)
λj ,qj

(ηλj ,t)]
−1dp

=

∫

R

ei
N
t p exp

{
−Tr log

[
I + ipH

(j−1)
λj ,qj

(ηλj ,t)
]}

dp

≈
∫

|p|≤NδN−1/2t3/2
ei

N
t p exp

{
−iNp〈H(j−1)

λj,qj
(ηλj ,t)〉 −

1

2
Np2〈H(j−1)

λj ,qj
(ηλj ,t)

2〉
}

dp.

Indeed, to show that the last line holds, we use the inequality Re log[1 + ix] ≥ Cx2 for a fixed

constant C > 0 along with TrH
(j−1)
λj ,qj

(ηλj ,t)
2 = N〈H(j−1)

λj ,qj
(ηλj ,t)

2〉 & Nt−3. This lets us restrict

dp integration from R to |p| ≤ N δN−1/2t3/2. After this, we Taylor expand and control the third-

order error term by interlacing 〈H(j−1)
λj ,qj

(ηλj ,t)
k〉 = 〈Hλj ,qj (ηλj ,t)

k〉 + O(N−1t−2k) and (A1.4) to get

〈Hλj ,qj (ηλj ,t)
k〉 . t−2k+2〈Hλj ,qj (ηλj ,t)〉 . t−2k+1:

Tr log
[
I + ipH

(j−1)
λj ,qj

(ηλj ,t)
]

= iNp〈H(j−1)
λj ,qj

(ηλj ,t)〉 +
1

2
Np2〈H(j−1)

λj ,qj
(ηλj ,t)

2〉 + O(Np3t−5) + O(p3t−6)

= iNp〈H(j−1)
λj ,qj

(ηλj ,t)〉 +
1

2
Np2〈H(j−1)

λj ,qj
(ηλj ,t)

2〉 + O(N3δN−1/2t−1/2) + O(N3δN−3/2t−3/2).

Now use t ≫ N−1/2. Finally, by the same token, we can again remove the constraint on p in the
R-integration after controlling the Taylor expansion above. In particular, we have

∫

R

ei
N
t p det[I + ipH

(j−1)
λj,qj

(ηλj ,t)]
−1dp

≈
∫

R

ei
N
t p exp

{
−iNp〈H(j−1)

λj ,qj
(ηλj ,t)〉 −

1

2
Np2〈H(j−1)

λj ,qj
(ηλj ,t)

2〉
}

dp

=

∫

R

e
iNt p[1−t〈H(j−1)

λj ,qj
(ηλj,t

)〉]
exp

{
−1

2
Np2〈H(j−1)

λj ,qj
(ηλj ,t)

2〉
}

dp.

By interlacing and Lemma 7, we get t〈H(j−1)
λj ,qj

(ηλj ,t)〉 = t〈Hλj ,qj (ηλj ,t)〉+O(N−1t−1) = t〈Hλj (ηλj ,t)〉+
O(N−1t−1). By definition of ηλj ,t, we also have 1 − t〈Hλj (ηλj ,t)〉 = 0. Hence, for some quantity
κN,t,j = O(N−1t−1)), we have

∫

R

e
iNt p[1−t〈H(j−1)

λj ,qj
(ηλj,t

)〉]
exp

{
−1

2
Np2〈H(j−1)

λj ,qj
(ηλj ,t)

2〉
}

dp

=

∫

R

ei
N
t pκN,t,j exp

{
−1

2
Np2〈H(j−1)

λj ,qj
(ηλj ,t)

2〉
}

dp

=

√
2π

N1/2〈H(j−1)
λj ,qj

(ηλj ,t)
2〉1/2

exp



−

κ2
N,t,j

2N〈H(j−1)
λj ,qj

(ηλj ,t)
2〉



 ,

18



where the last line follows by Gaussian integration. Now, we use 〈H(j−1)
λj ,qj

(ηλj ,t)
2〉 . t−4, so that

exp



−

κ2
N,t,j

2N〈H(j−1)
λj ,qj

(ηλj ,t)
2〉



 = exp

{
O(N−3t−6)

}
≈ 1,

where the last bound follows by t ≫ N−1/2. On the other hand, by interlacing once again, we have

N
1
2 〈H(j−1)

λj ,qj
(ηλj ,t)

2〉 1
2 = N

1
2

{
〈Hλj ,qj (ηλj ,t)

2〉 + O(N−1t−4)
} 1

2 .

By (A1.4), we have 〈Hλj ,qj (ηλj ,t)
2〉 & t−3. Hence, if we now use t ≫ N−1, the RHS of the previous

display is ≈ N1/2〈Hλj ,qj (ηλj ,t)
2〉1/2. At this point, we can follow the display before (4.2) to get

√
2π

N1/2〈H(j−1)
λj ,qj

(ηλj ,t)
2〉1/2

exp



−

κ2
N,t,j

2N〈H(j−1)
λj ,qj

(ηλj ,t)
2〉



 ≈ CN,t.

By combining our computations thus far, we deduce

Kj,qj ,Tj = CN,t,j det[H
(j−1)
λj ,qj

(ηλj ,t)]

∫

R

ei
N
t p det[I + ipH

(j−1)
λj ,qj

(ηλj ,t)]
−1dp

≈ CN,t,j det[H
(j−1)
λj ,qj

(ηλj ,t)].

By the previous display and elementary resolvent identities (see the display after (6.3) in [29] for
the second line below), we have

det[Hλj (ηλj ,t)]
−1Kj,qj ,Tj ≈ CN,t,j det[Hλj (ηλj ,t)]

−1 det[H
(j−1)
λj ,qj

(ηλj ,t)]

≈ CN,t,j

j−1∏

ℓ=1

| det[V ∗
ℓ G

(ℓ−1)
λℓ

(ηλℓ,t)Vℓ]|−1 det[H
(j−1)
λj

(ηλj ,t)]
−1 det[H

(j−1)
λj ,qj

(ηλj ,t)],

as well as

det[H
(j−1)
λj

(ηλj ,t)]
−1 det[H

(j−1)
λj ,qj

(ηλj ,t)] = det[I − tqjH
(j−1)
λj

(ηλj ,t)T
(j−1),∗
j T

(j−1)
j ]−1

= det

[
I − tqj

(
0 0

0 H
(j−1)
λj

(ηλj ,t)

)
U∗
j−1T

∗
j TjUj−1

]
,

where the last line follows from recalling that T
(j−1)
j is the restriction of TjUj−1 to the orthogonal

complement of e1, . . . , ej−1. This completes the proof of (5.3).

5.2 Proof of (5.4)

By the spectral theorem and finite rank property of Tj , we can write T ∗
j Tj =

∑ℓj
k=1 qj,kwj,kw

∗
j,k for

qj,k > 0. If we define

x
(j−1)
j,k :=

(
0 0

0 H
(j−1)
λj

(ηλj ,t)
1
2

)
U∗
j−1wj,k,

then we have

det

[
I − tqj

(
0 0

0 H
(j−1)
λj

(ηλj ,t)

)
U∗
j−1T

∗
j TjUj−1

]
= det


I − t

ℓj∑

k=1

qjqj,kx
(j−1)
j,k x

(j−1),∗
j,k


 .
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Lemma 15 and polarization give x
(j−1),∗
j,k x

(j−1)
j,m = x∗

j,kxj,m + O(N−1t−3), where

xj,k := Hλj (ηλj ,t)
1
2wj,k,

We now argue as in the proof of Corollary 3. By (A1.1) and (A3.1), we have x∗
j,kxj,m = O(N−1/2t−3/2)

if k 6= m and C−1t−1 ≤ |xj,k|2 ≤ Ct−1 for some C > 0. In particular, following the proof of Corollary
3, we have the following on an event E satisfying Eλ1E = O(N−D) for any D > 0 fixed:

det


I − t

ℓj∑

k=1

qjqj,kx
(j−1)
j,k x

(j−1),∗
j,k



−1

=

ℓj∏

k=1

[
1 − tqjqj,k|x(j−1)

j,k |2 + O(N−1t−3)
]−1

≈
ℓj∏

k=1

[
1 − tqjqj,k|x(j−1)

j,k |2
]−1

=

ℓj∏

k=1

[
1 − tqjqj,kw

∗
j,kUj−1

(
0 0

0 H
(j−1)
λj

(ηλj ,t)

)
U∗
j−1wj,k

]−1

=

ℓj∏

k=1

[
1 − tqjqj,kw

∗
j,kHλj (ηλj ,t)wj,k + O(N−1t−3)

]−1
.

The second line follows by tqjqj,k|x(j−1)
j,k |2 & 1 that we justified in the previous paragraph and the

assumption t ≥ N−1/3+ǫ for some ǫ > 0. The last bound follows again by Lemma 15. Again, we
can remove the O-term by using (A1.1) and (A3.1); this gives w∗

j,kHλj (ηλj ,t)wj,k = 〈Hλj (ηλj ,t)〉[1+

O(N−1/2t−3/2)] & t−1. The same reasoning that gave the first line in the above display yields

ℓj∏

k=1

[
1 − tqjqj,kw

∗
j,kHλj (ηλj ,t)wj,k + O(N−1t−2)

]−1 ≈ det[I − tqjHλj (ηλj ,t)T
∗
j Tj]

−1,

which completes the proof.

6 Concentration

In this section we prove the concentration estimates with respect to the measures νj and ωj. First,
we state a master concentration inequality below. This was essentially proved in Lemma 6.2 of [29].
We state it in a more general form.

Lemma 12 (Master concentration inequality). For any j ∈ J1,mRK and any Hermitian matrix
B ∈ MN−j+1(C) such that

∥∥∥∥
√
H

(j−1)
λj

(ηλj ,t)B
√
H

(j−1)
λj

(ηλj ,t)

∥∥∥∥ ≤ K and Tr
(
H

(j−1)
λj

(ηλj ,t)B
)2

≤ S,

we have ∣∣∣∣u
(j−1),∗Bu(j−1) − t

N
TrH

(j−1)
λj

(ηλj ,t)B

∣∣∣∣ ≺νj

t

N
max

{√
S,K

}
. (6.1)

In particular, in case of rank 1 matrix B, we have

u(j−1),∗Bu(j−1) ≺νj

t

N
TrH

(j−1)
λj

(ηλj ,t)B. (6.2)
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For any j ∈ JmR + 1,mK and any Hermitian matrix B ∈ MN−j+1(C) such that
∥∥∥∥
√
H̃

(j−1)
λj

(ηλj ,t)B
√
H̃

(j−1)
λj

(ηλj ,t)

∥∥∥∥ ≤ K and Tr
(
H̃

(j−1)
λj

(ηλj ,t)B
)2

≤ S,

we have ∣∣∣∣v
(j−1),∗Bv(j−1) − t

N
Tr H̃

(j−1)
λj

(ηλj ,t)B

∣∣∣∣ ≺νj

t

N
max

{√
S,K

}
. (6.3)

In particular, in case of rank 1 matrix B, we have

v(j−1),∗Bv(j−1) ≺νj

t

N
Tr H̃

(j−1)
λj

(ηλj ,t)B. (6.4)

Proof. Consider the right eigenvector case of j ∈ J1,mRK. The case of the left eigenvector step
j ∈ JmR + 1,mK is proved similarly after replacing A with its adjoint. In the right eigenvector case
we show that

µ

(
u(j−1),∗Bu(j−1) − t

N
TrH

(j−1)
λj

(ηλj ,t)B > N δ1
t

N
max

{√
S,KN δ1

})
≤ e−CNδ1

.

The proof of the other side of the inequality is analogous. Define the moment generating function

m(r, B) = Eµ exp

{
r

(
u(j−1),∗Bu(j−1) − t

N
TrH

(j−1)
λj

(ηλj ,t)B

)}
.

We take

r =

(
max

{
t
√
S

N
,
tKN δ1

N

})−1

= min

{
N

t
√
S
,

N

N δ1tK

}
,

By Markov’s inequality, we have

µ

(
r

(
u(j−1),∗Bu(j−1) − t

N
TrH

(j−1)
λj

(ηλj ,t)B

)
> N δ1

)
≤ e−Nδ1

m(r, B). (6.5)

In the proof Lemma 6.2 of [29] it is shown that if rt
N ‖B‖ < 1 − c for 0 < c < 1, then

m(r, B) ≤ exp

{
c−1 r

2t2

N2
Tr
(
H

(j−1)
λj

(ηλj ,t)B
)2}

.

In our case, since r ≤ N−δ1 N
tK ,

rt

N
‖B‖ ≤ N−δ1 < 1 − c.

Hence, we have

m(r, B) ≤ exp

{
c−1 r

2t2S

N2

}
≤ exp

{
c−1
}
.

Plugging this into (6.5) and dividing by r on the left, we get the desired bound.

Lemma 13. For any j ∈ J1,m− 1K and k, l ∈ J1,mK, we have

〈
H

(j)
λk

(ηλk,t)H
(j)
λl

(ηλl,t)
〉

= 〈Hλk
(ηλk,t)Hλl

(ηλl,t)〉 + O

(
1

Nt4

)
,

〈
H

(j)
λk

(ηλk,t) H̃
(j)
λl

(ηλl,t)
〉

=
〈
Hλk

(ηλk,t) H̃λl
(ηλl,t)

〉
+ O

(
1

Nt4

)
,

〈
H̃

(j)
λk

(ηλk,t) H̃
(j)
λl

(ηλl,t)
〉

=
〈
H̃λk

(ηλk,t) H̃λl
(ηλl,t)

〉
+ O

(
1

Nt4

)
.
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In particular, these together with A2 imply

〈
H

(j)
λk

(ηλk,t)H
(j)
λl

(ηλl,t)
〉
& t−2,

〈
H

(j)
λk

(ηλk,t) H̃
(j)
λl

(ηλl,t)
〉
& t−1

(
t + |λk − λl|2

)−1
,

〈
H̃

(j)
λk

(ηλk,t) H̃
(j)
λl

(ηλl,t)
〉
& t−2.

Proof. We prove the first estimate, the other two a proved similarly. It is sufficient to show that we
can reduce the index j by 1 with the error O

(
1

Nt4

)
, i.e.

〈
H

(j)
λk

(ηλk,t)H
(j)
λl

(ηλl,t)
〉

=
〈
H

(j−1)
λk

(ηλk,t)H
(j−1)
λl

(ηλl,t)
〉

+ O

(
1

Nt4

)
.

We will consider j ∈ J1,mRK, the other case is proved the same way, the only modification is the
replacement of u(j−1) with v(j−1). For i = k, l consider

Ĥ
(j−1)
λi

(ηλi,t) =
[(

A(j−1) − λi

)∗
(I − u(j−1)u(j−1),∗)

(
A(j−1) − λi

)
+ η2λi,t

]−1

.

By Lemma 2.1 of [29], we have

〈
H

(j)
λk

(ηλk,t)H
(j)
λl

(ηλl,t)
〉

=
〈
Ĥ

(j−1)
λk

(ηλk,t) Ĥ
(j−1)
λl

(ηλl,t)
〉

−
u(j−1),∗Ĥ(j−1)

λk
(ηλk,t)Ĥ

(j−1)
λl

(ηλl,t)Ĥ
(j−1)
λk

(ηλk,t)u
(j−1)

Nu(j−1),∗Ĥ(j−1)
λk

(ηλk,t)u
(j−1)

−
u(j−1),∗Ĥ(j−1)

λl
(ηλl,t)Ĥ

(j−1)
λk

(ηλk,t)Ĥ
(j−1)
λl

(ηλl,t)u
(j−1)

Nu(j−1),∗Ĥ(j−1)
λl

(ηλl,t)u
(j−1)

+

∣∣∣u(j−1),∗Ĥ(j−1)
λk

(ηλk,t)Ĥ
(j−1)
λl

(ηλl,t)u
(j−1)

∣∣∣
2

Nu(j−1),∗Ĥ(j−1)
λk

(ηλk,t)u
(j−1)u(j−1),∗Ĥ(j−1)

λl
(ηλl,t)u

(j−1)
.

To bound the second and the third term we note that

u(j−1),∗Ĥ(j−1)
λk

(ηλk ,t)Ĥ
(j−1)
λl

(ηλl,t)Ĥ
(j−1)
λk

(ηλk,t)u
(j−1) . t−4u(j−1),∗Ĥ(j−1)

λk
(ηλk,t)u

(j−1)

and to bound the last term we note that

∣∣∣u(j−1),∗Ĥ(j−1)
λk

(ηλk,t)Ĥ
(j−1)
λl

(ηλl,t)u
(j−1)

∣∣∣
2

≤
∥∥∥Ĥ(j−1)

λk
(ηλk,t)u

(j−1)
∥∥∥
2 ∥∥∥Ĥ(j−1)

λl
(ηλl,t)u

(j−1)
∥∥∥
2

. t−4u(j−1),∗Ĥ
(j−1)
λk

(ηλk,t)u
(j−1)u(j−1),∗Ĥ

(j−1)
λl

(ηλl,t)u
(j−1).

Then

〈
H

(j)
λk

(ηλk,t)H
(j)
λl

(ηλl,t)
〉

=
〈
Ĥ

(j−1)
λk

(ηλk,t) Ĥ
(j−1)
λl

(ηλl,t)
〉

+ O

(
1

Nt4

)
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Now we use Woodbury’s identity to get

〈
Ĥ

(j−1)
λk

(ηλk,t) Ĥ
(j−1)
λl

(ηλl,t)
〉

=
〈
H

(j−1)
λk

(ηλk,t)H
(j−1)
λl

(ηλl,t)
〉

+
u(j−1),∗(A(j−1) − λk)H

(j−1)
λk

(ηλk,t)H
(j−1)
λl

(ηλl,t)H
(j−1)
λk

(ηλk,t)(A
(j−1) − λk)∗u(j−1)

Nη2λk,t
u(j−1),∗H̃(j−1)

λk
(ηλk,t)u

(j−1)

+
u(j−1),∗(A(j−1) − λl)H

(j−1)
λl

(ηλl,t)H
(j−1)
λk

(ηλk,t)H
(j−1)
λl

(ηλl,t)(A
(j−1) − λl)

∗u(j−1)

Nη2λl,t
u(j−1),∗H̃(j−1)

λl
(ηλl,t) u

(j−1)

+

∣∣∣u(j−1),∗(A(j−1) − λk)H
(j−1)
λk

(ηλk,t)H
(j−1)
λl

(ηλl,t)(A
(j−1) − λl)

∗u(j−1)
∣∣∣
2

Nη2λk,t
η2λl,t

u(j−1),∗H̃
(j−1)
λk

(ηλk,t)u
(j−1)u(j−1),∗H̃

(j−1)
λl

(ηλl,t)u
(j−1)

.

To bound the first two error terms we note that

u(j−1),∗(A(j−1) − λk)H
(j−1)
λk

(ηλk ,t)H
(j−1)
λl

(ηλl,t)H
(j−1)
λk

(ηλk,t)(A
(j−1) − λk)∗u(j−1)

. t−2u(j−1),∗(A(j−1) − λk)H
(j−1)
λk

(ηλk,t)
2(A(j−1) − λk)∗u(j−1)

≤ t−2u(j−1),∗H̃(j−1)
λk

(ηλk,t)u
(j−1).

To bound the final error term we use Cauchy-Schwarz as follows.

∣∣∣u(j−1),∗(A(j−1) − λk)H
(j−1)
λk

(ηλk,t)H
(j−1)
λl

(ηλl,t)(A
(j−1) − λk)∗u(j−1)

∣∣∣
2

≤
∥∥∥H(j−1)

λl
(ηλk ,t)(A

(j−1) − λk)∗u(j−1)
∥∥∥
2 ∥∥∥H(j−1)

λl
(ηλl,t)(A

(j−1) − λl)
∗u(j−1)

∥∥∥
2

≤ u(j−1),∗H̃(j−1)
λk

(ηλk ,t)u
(j−1)u(j−1),∗H̃(j−1)

λl
(ηλl,t)u

(j−1).

This concludes the proof.

Corollary 14. For any j ∈ J1,mRK and any k ∈ J1,mK we have

∣∣∣u(j−1),∗H(j−1)
λk

(ηλk,t)u
(j−1) − t

〈
H

(j−1)
λj

(ηλj ,t)H
(j−1)
λk

(ηλk,t)
〉∣∣∣

≺νj

1√
Nt

〈
H

(j−1)
λj

(ηλj ,t)H
(j−1)
λk

(ηλk,t)
〉 1

2

, (6.6)

∣∣∣u(j−1),∗H̃(j−1)
λk

(ηλk,t)u
(j−1) − t

〈
H

(j−1)
λj

(ηλj ,t)H̃
(j−1)
λk

(ηλk,t)
〉∣∣∣

≺νj

1√
Nt

〈
H

(j−1)
λj

(ηλj ,t)H̃
(j−1)
λk

(ηλk,t)
〉 1

2

. (6.7)

For any j ∈ JmR + 1,mK and any k ∈ J1,mK we have

∣∣∣u(j−1),∗H(j−1)
λk

(ηλk,t)u
(j−1) − t

〈
H̃

(j−1)
λj

(ηλj ,t)H
(j−1)
λk

(ηλk,t)
〉∣∣∣

≺νj

1√
Nt

〈
H̃

(j−1)
λj

(ηλj ,t)H
(j−1)
λk

(ηλk,t)
〉 1

2

,

∣∣∣u(j−1),∗H̃(j−1)
λk

(ηλk,t)u
(j−1) − t

〈
H̃

(j−1)
λj

(ηλj ,t)H̃
(j−1)
λk

(ηλk,t)
〉∣∣∣

≺νj

1√
Nt

〈
H̃

(j−1)
λj

(ηλj ,t)H̃
(j−1)
λk

(ηλk,t)
〉 1

2

.
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As a consequence,

u(j−1),∗H(j−1)
λk

(ηλk,t)u
(j−1) ≻νj t−1, u(j−1),∗H̃(j−1)

λk
(ηλk,t)u

(j−1) ≻νj

(
t + |λk − λl|2

)−1
, (6.8)

v(j−1),∗H̃(j−1)
λk

(ηλk,t)v
(j−1) ≻νj t−1, v(j−1),∗H(j−1)

λk
(ηλk,t)v

(j−1) ≻νj

(
t + |λk − λl|2

)−1
. (6.9)

Additionally, for any deterministic unit vector w ∈ SN−j, we have

∣∣∣w∗H̃(j−1)
λk

(ηλk ,t)(A
(j−1) − λk)u(j−1)

∣∣∣
2

≺νj

1

Nt
w∗H̃(j−1)

λk
(ηλk ,t)w, (6.10)

∣∣∣w∗H(j−1)
λk

(ηλk ,t)(A
(j−1) − λk)u(j−1)

∣∣∣
2

≺νj

1

Nt
w∗H(j−1)

λk
(ηλk ,t)w, (6.11)

∣∣∣w∗H̃(j−1)
λk

(ηλk ,t)u
(j−1)

∣∣∣
2

≺νj

1

Nt3
w∗H̃(j−1)

λk
(ηλk,t)w, (6.12)

∣∣∣w∗H(j−1)
λk

(ηλk ,t)u
(j−1)

∣∣∣
2

≺νj

1

Nt3
w∗H(j−1)

λk
(ηλk,t)w, (6.13)

∣∣∣w∗u(j−1)
∣∣∣
2

≺ t

N
w∗H(j−1)

λj
(ηλj ,t)w (6.14)

for j ∈ J1,mRK uniformly in w and

∣∣∣w∗H(j−1)
λk

(ηλk ,t)(A
(j−1) − λk)∗v(j−1)

∣∣∣
2

≺νj

1

Nt
w∗H(j−1)

λk
(ηλk ,t)w, (6.15)

∣∣∣w∗H̃
(j−1)
λk

(ηλk ,t)(A
(j−1) − λk)∗v(j−1)

∣∣∣
2

≺νj

1

Nt
w∗H̃

(j−1)
λk

(ηλk ,t)w, (6.16)

∣∣∣w∗H(j−1)
λk

(ηλk ,t)v
(j−1)

∣∣∣
2

≺νj

1

Nt3
w∗H(j−1)

λk
(ηλk,t)w, (6.17)

∣∣∣w∗H̃(j−1)
λk

(ηλk ,t)v
(j−1)

∣∣∣
2

≺νj

1

Nt3
w∗H̃(j−1)

λk
(ηλk,t)w, (6.18)

∣∣∣w∗v(j−1)
∣∣∣
2

≺ t

N
w∗H̃(j−1)

λj
(ηλj ,t)w (6.19)

for j ∈ JmR + 1,mK uniformly in w.

Proof. We prove the concentration bounds with respect to the right eigenvector measures νj for
j ∈ J1,mRK. The concentration bounds with respect to the left eigenvectors are proved the same
way after replacing A with A∗. To show (6.6), we note that

∥∥∥∥
√
H

(j−1)
λj

(ηλj ,t)H
(j−1)
λk

(ηλk,t)
√

H
(j−1)
λj

(ηλj ,t)

∥∥∥∥ ≤ η−2
λj ,t

η−2
λk,t

. t−4

and

Tr
(
H

(j−1)
λj

(ηλj ,t)H
(j−1)
λk

(ηλk,t)
)2

.
N

t4

〈
H

(j−1)
λj

(ηλj ,t)H
(j−1)
λk

(ηλk,t)
〉
.

Then (6.6) follows by Lemma 12 and Lemma 13. The proof of (6.7) is analogous. We now need to
address

∣∣∣w∗H̃(j−1)
λk

(ηλk,t)(A
(j−1) − λk)u(j−1)

∣∣∣
2

= u(j−1),∗(A(j−1) − λk)∗H̃(j−1)
λk

(ηλk,t)ww∗H̃(j−1)
λk

(ηλk,t)(A
(j−1) − λk)u(j−1).

We use Lemma 12 for the rank 1 matrix

B = (A− λ2)∗H̃λ2(ηλ2,t)ww∗H̃λ2(ηλ2,t)(A − λ2).
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It remains to compute

t

N
TrH

(j−1)
λj

(ηλj ,t)B

=
t

N
w∗H̃(j−1)

λk
(ηλk,t)(A

(j−1) − λk)H
(j−1)
λj

(ηλj ,t)(A
(j−1) − λk)∗H̃(j−1)

λk
(ηλk,t)w

.
1

Nt
w∗H̃(j−1)

λk
(ηλk,t)(A

(j−1) − λk)(A(j−1) − λk)∗H̃(j−1)
λk

(ηλk ,t)w

=
1

Nt
w∗H̃

(j−1)
λk

(ηλk,t)w − 1

Nt
η2λk,tw

∗H̃
(j−1)
λk

(ηλk,t)
2w ≤ 1

Nt
w∗H̃

(j−1)
λk

(ηλk ,t)w.

Thus, Lemma 12 implies (6.10). Now, we deal with

∣∣∣w∗H̃(j−1)
λk

(ηλk,t)u
(j−1)

∣∣∣
2

= u(j−1),∗H̃(j−1)
λk

(ηλk,t)ww∗H̃(j−1)
λk

(ηλk,t)u
(j−1).

We consider a rank 1 matrix

B = H̃
(j−1)
λk

(ηλk,t)ww∗H̃(j−1)
λk

(ηλk,t).

Then it is easy to check that

t

N
TrH

(j−1)
λj

(ηλj ,t)B =
t

N
w∗H̃(j−1)

λk
(ηλk,t)H

(j−1)
λj

(ηλj ,t)H̃
(j−1)
λk

(ηλk,t)w

.
1

Nt3
w∗H̃(j−1)

λk
(ηλk,t)w

Plugging this into Lemma 12 gives us (6.12). Finally, the bound (6.14) follows directly from Lemma
12 with B = ww∗.

Lemma 15. For any j ∈ J1,m− 1K, any k ∈ J1,mK and any deterministic vector w ∈ CN we have

w∗U∗
j

(
0 0

0 H
(j)
λk

(ηλk,t)

)
Ujw = w∗Hλk

(ηλk ,t)w

(
1 + Oνj→1

(
1

Nt3

))
, (6.20)

w∗U∗
j

(
0 0

0 H̃
(j)
λk

(ηλk,t)

)
Ujw = w∗H̃λk

(ηλk ,t)w

(
1 + Oνj→1

(
1

Nt3

))
. (6.21)

Proof. We show the first estimate by induction over j. The other estimate is proved similarly. It is
sufficient to show that for any w ∈ SN−j we have

w∗Rj

(
u(j−1)

)(0 0

0 H
(j)
λk

(ηλk,t)

)
Rj

(
u(j−1)

)
w = w∗H(j−1)

λk
(ηλk,t)w

(
1 + Oνj

(
1

Nt3

))

uniformly in w. Define

Ĥ
(j−1)
λk

(ηλk,t) =
[(

A(j−1) − λk

)∗
(I − u(j−1)u(j−1),∗)

(
A(j−1) − λk

)
+ η2λk,t

]−1

.

By Lemma 2.1 of [29], we have

w∗Rj

(
u(j−1)

)(0 0

0 H
(j)
λk

(ηλk,t)

)
Rj

(
u(j−1)

)
w

= w∗Ĥ
(j−1)
λk

(ηλk,t)w −

∣∣∣w∗Ĥ(j−1)
λk

(ηλk ,t)u
(j−1)

∣∣∣
2

u(j−1),∗Ĥ(j−1)
λk

(ηλk ,t)u
(j−1)

.
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We can use the Woodbury’s identity to express Ĥ
(j−1)
λk

(ηλk,t) in terms of H
(j−1)
λk

(ηλk ,t) as follows.

Ĥ
(j−1)
λk

(ηλk,t)

= H
(j−1)
λk

(ηλk,t) +
H

(j−1)
λk

(ηλk,t)
(
A(j−1) − λk

)∗
u(j−1)u(j−1),∗ (A(j−1) − λk

)
H

(j−1)
λk

(ηλk,t)

1 − u(j−1),∗ (A(j−1) − λk

)
H

(j−1)
λk

(ηλk ,t)
(
A(j−1) − λk

)∗
u(j−1)

= H
(j−1)
λk

(ηλk,t) +
H

(j−1)
λk

(ηλk,t)
(
A(j−1) − λk

)∗
u(j−1)u(j−1),∗ (A(j−1) − λk

)
H

(j−1)
λk

(ηλk,t)

η2λk,t
u(j−1),∗H̃

(j−1)
λk

(ηλk,t)u
(j−1)

. (6.22)

Using this identity and Corollary 14 we see that

w∗Ĥ(j−1)
λk

(ηλk,t)w −w∗H(j−1)
λk

(ηλk,t)w =

∣∣∣w∗H(j−1)
λk

(ηλk,t)
(
A(j−1) − λk

)∗
u(j−1)

∣∣∣
2

η2λk,t
u(j−1),∗H̃(j−1)

λk
(ηλk,t)u

(j−1)

≺νj

1

Nt3
w∗H

(j−1)
λk

(ηλk,t)w.

Using (6.22) again we get
∣∣∣w∗Ĥ(j−1)

λk
(ηλk ,t)u

(j−1)
∣∣∣
2

.
∣∣∣w∗H(j−1)

λk
(ηλk,t)u

(j−1)
∣∣∣
2

+

∣∣∣w∗H(j−1)
λk

(ηλk,t)
(
A(j−1) − λk

)∗
u(j−1)

∣∣∣
2 ∣∣∣u(j−1),∗H(j−1)

λk
(ηλk,t)

(
A(j−1) − λk

)∗
u(j−1)

∣∣∣
2

η4λk,t

(
u(j−1),∗H̃

(j−1)
λk

(ηλk ,t)u
(j−1)

)2

and

u(j−1),∗Ĥ(j−1)
λk

(ηλk ,t)u
(j−1)

≥ max




u(j−1),∗H

(j−1)
λk

(ηλk,t)u
(j−1);

∣∣∣u(j−1),∗H(j−1)
λk

(ηλk,t)
(
A(j−1) − λk

)∗
u(j−1)

∣∣∣
2

η2λk,t
u(j−1),∗H̃(j−1)

λk
(ηλk,t)u

(j−1)





.

Thus, combining these two bounds with Corollary 14, we get
∣∣∣w∗Ĥ(j−1)

λk
(ηλk,t)u

(j−1)
∣∣∣
2

u(j−1),∗Ĥ
(j−1)
λk

(ηλk,t)u
(j−1)

.

∣∣∣w∗H(j−1)
λk

(ηλk ,t)u
(j−1)

∣∣∣
2

u(j−1),∗H
(j−1)
λk

(ηλk,t)u
(j−1)

+

∣∣∣w∗H(j−1)
λk

(ηλk,t)
(
A(j−1) − λk

)∗
u(j−1)

∣∣∣
2

η2λk,t
u(j−1),∗H̃(j−1)

λk
(ηλk ,t)u

(j−1)

≺νj

1

Nt3
w∗H(j−1)

λk
(ηλk,t)w,

which completes the proof.

Corollary 16. Suppose w ∈ CN is a deterministic unit vector. Then for any j ∈ J1,mRK we have
∣∣∣∣w

∗Uj−1

(
0

u(j−1)

)∣∣∣∣
2

≺ t

N
w∗Hλj (ηλj ,t)w.

For any j ∈ JmR + 1,mK we have
∣∣∣∣w

∗Uj−1

(
0

v(j−1)

)∣∣∣∣
2

≺ t

N
w∗H̃λj (ηλj ,t)w.

Proof. Follows directly from the bounds (6.14) and (6.19) from Corollary 14 and Lemma 15.
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6.1 Proof of Lemma 8

First, we get the high probability bounds on some quantities involved in the proof of Lemma 8.

Lemma 17. For any k, j ∈ J1,mRK such that k ≤ j we have

∣∣∣∣∣w
∗
k

j−1∏

l=k+1

(
Il−k−1 ⊕Rl

(
u(l−1)

))( 0
u(j−1)

)∣∣∣∣∣

2

≺ωk,νj

t + |λk − λj |2
Nt

.

For any k, j ∈ JmR + 1,mK such that k ≤ j we have

∣∣∣∣∣w
∗
k

j−1∏

l=k+1

(
Il−k−1 ⊕Rl

(
v(l−1)

))( 0

v(j−1)

)∣∣∣∣∣

2

≺ωk,νj

t + |λk − λj |2
Nt

.

Proof. We prove the first right eigenvector bound. The other bound is proved similarly. Since the
measure ωk(wk) is Gaussian with mean bk and variance t

N , we have ‖wk − bk‖ ≺ t
1
2N− 1

2 . Thus

∣∣∣∣∣w
∗
k

j−1∏

l=k+1

(
Il−k−1 ⊕Rl

(
u(l−1)

))( 0
u(j−1)

)∣∣∣∣∣

=

∣∣∣∣∣b
∗
k

j−1∏

l=k+1

(
Il−k−1 ⊕Rl

(
u(l−1)

))( 0
u(j−1)

)∣∣∣∣∣+ Oωk
(t

1
2N− 1

2 )

=

∣∣∣∣∣u
(k−1),∗A(k−1)Rk(u(k−1))

j−1∏

l=k+1

(
Il−k ⊕Rl

(
u(l−1)

))( 0

u(j−1)

)∣∣∣∣∣+ Oωk
(t

1
2N− 1

2 )

=

∣∣∣∣∣u
(k−1),∗

(
A(k−1) − λj

) j−1∏

l=k

(
Il−k ⊕Rl

(
u(l−1)

))( 0

u(j−1)

)∣∣∣∣∣+ Oωk
(t

1
2N− 1

2 ).

For brevity we denote

Uk,j−1 =

j−1∏

l=k

(
Il−k ⊕Rl

(
u(l−1)

))
.

Now we use Lemma 12 with

B = U∗
k,j−1

(
A(k−1) − λj

)∗
u(k−1)u(k−1),∗

(
A(k−1) − λj

)
Uk,j−1.

Since this is a rank 1 matrix, by Lemma 12 we have

∣∣∣∣u
(k−1),∗

(
A(k−1) − λj

)
Uk,j−1

(
0

u(j−1)

)∣∣∣∣
2

≺νj

t

N
TrB

(
0 0

0 H
(j−1)
λj

(
ηλj ,t

)
)

=
t

N
u(k−1),∗

(
A(k−1) − λj

)
Uk,j−1

(
0 0

0 H
(j−1)
λj

(
ηλj ,t

)
)
U∗
k,j−1

(
A(k−1) − λj

)∗
u(k−1)

≤ t

N
u(k−1),∗

(
A(k−1) − λj

)
Uk,j−2

(
0 0

0 H
(j−2)
λj

(
ηλj ,t

)
)
U∗
k,j−2

(
A(k−1) − λj

)∗
u(k−1)

+

t

∣∣∣∣∣u
(k−1),∗ (A(k−1) − λj

)
Uk,j−2

(
0 0

0 H
(j−2)
λj

(
ηλj ,t

) (
A(j−2) − λj

)∗
u(j−2)

)∣∣∣∣∣

2

Nη2λj ,t
u(j−2),∗H̃

(j−2)
λj

(
ηλj ,t

)
u(j−2)

.
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where in the last step we used Lemma 2.1 of [29] and Woodbury’s identity. As long as j ≥ k + 2,
we can use concentration in u(j−2) to bound the numerator of the final term by

t

N
u(k−1),∗

(
A(k−1) − λj

)
Uk,j−2

×
(

0 0

0 H
(j−2)
λj

(
ηλj ,t

) (
A(j−2) − λj

)∗
H

(j−2)
λj−1

(
ηλj−1,t

) (
A(j−2) − λj

)
H

(j−2)
λj

(
ηλj ,t

)
)

× U∗
k,j−2

(
A(k−1) − λj

)∗
u(k−1)

in the sense of stochastic domination with respect to νj−1. We deal with the resolvent product in
the middle by bounding the middle H with a trivial norm bound as follows.

H
(j−2)
λj

(
ηλj ,t

) (
A(j−2) − λj

)∗
H

(j−2)
λj−1

(
ηλj−1,t

) (
A(j−2) − λj

)
H

(j−2)
λj

(
ηλj ,t

)

≤ η−2
λj−1,t

H
(j−2)
λj

(
ηλj ,t

) (
A(j−2) − λj

)∗ (
A(j−2) − λj

)
H

(j−2)
λj

(
ηλj ,t

)

≤ η−2
λj−1,t

H
(j−2)
λj

(
ηλj ,t

)
.

Then putting the previous three displays together we get
∣∣∣∣u

(k−1),∗
(
A(k−1) − λj

)
Uk,j−1

(
0

u(j−1)

)∣∣∣∣
2

≺νj ,νj−1

t

N
u(k−1),∗

(
A(k−1) − λj

)
Uk,j−2

(
0 0

0 H
(j−2)
λj

(
ηλj ,t

)
)
U∗
k,j−2

(
A(k−1) − λj

)∗
u(k−1)

×
(

1 + N−1t−3
(
u(j−2),∗H̃(j−2)

λj

(
ηλj ,t

)
u(j−2)

)−1
)
.

Now using the concentration lower bound (6.8), we get
∣∣∣∣u

(k−1),∗
(
A(k−1) − λj

)
Uk,j−1

(
0

u(j−1)

)∣∣∣∣
2

≺νj ,νj−1

t

N
u(k−1),∗

(
A(k−1) − λj

)
Uk,j−2

(
0 0

0 H
(j−2)
λj

(
ηλj ,t

)
)
U∗
k,j−2

(
A(k−1) − λj

)∗
u(k−1).

Now we repeat these steps until we get
∣∣∣∣u

(k−1),∗
(
A(k−1) − λj

)
Uk,j−1

(
0

u(j−1)

)∣∣∣∣
2

≺νj→k+1

t

N
u(k−1),∗

(
A(k−1) − λj

)
Rk

(
u(k−1)

)(0 0

0 H
(k)
λj

(
ηλj ,t

)
)
Rk

(
u(k−1)

)(
A(k−1) − λj

)∗
u(k−1).

We use Lemma 2.1 of [29] and Woodbury’s identity again to get
∣∣∣∣u

(k−1),∗
(
A(k−1) − λj

)
Uk,j−1

(
0

u(j−1)

)∣∣∣∣
2

≺νj→k+1

t

N
u(k−1),∗

(
A(k−1) − λj

)
H

(k−1)
λj

(
ηλj ,t

) (
A(k−1) − λj

)∗
u(k−1)

+
t
(
u(k−1),∗ (A(k−1) − λj

)
H

(k−1)
λj

(
ηλj ,t

) (
A(k−1) − λj

)∗
u(k−1)

)2

Nη2λj ,t
u(k−1),∗H̃(k−1)

λj

(
ηλj ,t

)
u(k−1)

≺νj→k

t + |λk − λj |2
Nt

.
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This concludes the proof.

Now we are ready to prove Lemma 8.

Proof of Lemma 8. First, we note that if M (j) has eigenvalue λ with right eigenvector ũj and left
eigenvector ṽj , then M (j−1) also has eigenvalue λ with right and left eigenvectors given by

ũj−1 = Rj

(
u(j−1)

)(w∗

j ũj

λ−λj

ũj

)
, ṽj−1 = Rj

(
u(j−1)

)( 0
ṽj

)
, j ∈ J1,mRK; (6.23)

ũj−1 = Rj

(
v(j−1)

)( 0
ũj

)
, ṽj−1 = Rj

(
v(j−1)

)( w∗

j ṽj
λ−λj

ṽj

)
, j ∈ JmR + 1,mK. (6.24)

Using this observation, we can express the left and right eigenvectors of M denoted by u1, . . . , umR ,
vmR+1, . . . , vm through u, . . . , u(mR−1), v(mR), . . . , v(m−1). For instance, take j ∈ J1,mRK. We con-
secutively apply the identities (6.23) to compute the right eigenvectors of M (j−2), . . . ,M (1),M cor-
responding to the eigenvalue λj . In the end, we get

uj = Uj−1

(
0

u(j−1)

)
+

j−1∑

s=1

j−s∑

k=1

∑

s=i1<i2<...<ik+1=j

a(i1, . . . , ik+1)Us−1

(
0

u(s−1)

)
, (6.25)

where the scalar coefficients are given by

a(i1, . . . , ik+1) =

k∏

n=1

(λin − λik+1
)−1w∗

inUin,in+1−1

(
0

u(in+1−1)

)
.

Using Lemma 17 to bound the coefficients a(i1, . . . , ik+1), we get

|a(i1, . . . , ik+1)|2 ≺ (Nt)−k
k∏

n=1

(t + |λin − λin+1 |2)|λin − λj |−2,

where ik+1 = j. We split the set of indices I = {i1, . . . , ik} into two disjoint subsets I = I1 ∪ I2 such
that

I1 = {i ∈ I : |λi − λj | > t1/2};

I2 = {i ∈ I : N−1/2+υ ≤ |λi − λj | ≤ t1/2}.

Then
k∏

n=1

|λin − λj |−2 ≤ t−|I1|N |I2|(1−2υ).

If |I1| ≥ |I2|, we bound each term (t + |λin − λin+1 |2) in the product above by a constant and write

(Nt)−k = (Nt)−|I1|−|I2|. Then

|a(i1, . . . , ik+1)|2 ≺ N−|I1|−2υ|I2|t−2|I1|−|I2| ≤
(

1

Nt3

)|I1|
= N−3|I1|ǫ0 ≤ N−ǫ0 .

If |I1| < |I2|, we note that for the distance between to eigenvalues to be larger that 2t1/2, at least
one of them has to be outside of the set I2, thus

∣∣∣
{
n ∈ J1, kK : |λin − λin+1 | > 2t1/2

}∣∣∣ ≤ 2|I1|.
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Then for any n outside of this set we can bound t + |λin − λin+1 |2 ≤ 5t, and for any n in this set
t + |λin − λin+1 |2 ≤ C. Then the product is bounded by

k∏

n=1

(t + |λin − λin+1 |2) . tk−2|I1| = t|I2|−|I1|.

Hence,

|a(i1, . . . , ik+1)|2 ≺ N−|I1|−2υ|I2|t−3|I1| ≤ N−υ.

Plugging these coefficient bounds into (6.25), we get

|Tj|uj = |Tj|Uj−1

(
0

u(j−1)

)
+

j−1∑

s=1

O(N−ǫ1)|Tj |Us−1

(
0

u(s−1)

)
.

Here ǫ1 = min{ǫ0, υ}. Now we recall that

|Tj| =

lj∑

s=1

q
1
2

j,swj,kw
∗
j,k.

Thus it remains to show that ∣∣∣∣w
∗
j,kUs−1

(
0

u(s−1)

)∣∣∣∣ ≺ N− 1
2 .

This follows by Corollary 16 and the assumption A3. The proof in the left eigenvector case is
similar.

7 Proof of Theorem 1

Given Theorem 2, the first step is the following moment matching, which is Lemma 3.4 in [22].

Lemma 18. Fix β > 0 and t = N−β. There exists a matrix Ã such that the following hold.

1. The entries of Ã satisfy EÃij = 0 and E|Ãij |2 = N−1 and E|Ãij |p ≤ CpN
−p/2.

2. Consider A and M̃t = (1+t)−1/2(Ã+t1/2B), where B is sampled from an independent Gaussian
ensemble. Set mk(i, j) = EAk

ij and m̃k(i, j) = E(M̃t)
k
ij. Then for all i, j and k = 1, 2, 3 and

for some δt > 0, we have

mk(i, j) = m̃k(i, j) and m4(i, j) = m̃4(i, j) + O(N−δt)

3. The matrices A and M̃t are independent.

(Condition 2 is sometimes referred to as “matching up to three-and-a-half moments”.) Theorem
1 follows by Theorem 2 and the comparison result below for matrices which match up to three-and-
a-half moments.

Theorem 19. Take Ã and M̃t from Lemma 18. Fix positive integers mR,mL. Fix deterministic{
z0j = z0j (N)

}mR+mL

j=1
⊂ C such that |z0j | < 1 − τ for each j and for some τ > 0 independent of N .

Next:

• For any j ∈ J1,mRK let (λj , uj) denote an eigenvalue-right-eigenvector pair of A, and for any
j ∈ JmR + 1,mR + mLK let (λj , vj) denote an eigenvalue-left-eigenvector pair of A.
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• Similarly, let (λj(t), uj(t)) denote an eigenvalue-right-eigenvector pair of M̃t for j ∈ J1,mRK,

and (λj(t), vj(t)) denote an eigenvalue-left-eigenvector pair of M̃t for j ∈ JmR + 1,mR +mLK.

• For any j, let Tj be a deterministic, finite-rank matrix.

• For any j, write λj = z0j + N−1/2zj and λj(t) = z0j + N−1/2zj(t).

• Set z = (zj)
mR+mL

j=1 and T := (N‖Tjuj‖2, N‖Tkvk‖2)j,k. Similarly, set z(t) = (zj(t))
mR+mL

j=1

and T(t) := (N‖Tjuj(t)‖2, N‖Tkvk(t)‖2)j,k.

For any test function F ∈ C∞
c (CmR+mL × R

mR+mL), we have

lim
N→∞

EF (z,T) = lim
N→∞

EF (z(t),T(t)),

where the expectation is over all the randomness in A and M̃t, respectively.

The rest of this section is dedicated to the proof of Theorem 19. The strategy is based on Girko’s
formula, and for this reason, we must express eigenvector statistics in terms of eigenvalues. We start
with the following construction.

Definition 20. Fix δV > 0 small, and set ηV := N−1−δV . Fix any finite-rank matrix T ∈ M2N (C),
and define

V (z, T ) := NηV Tr [T ∗T ImGz(ηV )] =
∑

k

Nη2V
(ξzk)2 + η2V

‖Tuz
k‖2.

Above, ξzk are eigenvalues of the Hermitization Hz, and uz
k are the corresponding eigenvalues. We

adopt the convention ξzk ≥ 0 for all k ∈ J1, NK, and ξzk = −ξz−k for any k ∈ J−N,−1K. We also impose
ξzk ≤ ξzℓ for k ≤ ℓ. The sum on the far RHS of the previous display is over all k ∈ J−N, 1K∪ J1, NK.

Fix any right eigenvalue-eigenvector pairs (λ1, u1), . . . , (λmR , umR) and left eigenvalue-eigenvector
pairs (λmR+1, vmR+1), . . . , (λmR+mL , vmR+mL). Now, fix j = 1, . . . ,mR. Since (A − λj)uj = 0, we
have

Hλj

(
0
uj

)
= 0.

Similarly, for any j = mR + 1, . . . ,mR + mL, since u∗
j (A− λj) = λju

∗
j , we have

Hλj

(
vj
0

)
= 0.

We now provide the following, which essentially compares V (λj , T ) to the corresponding eigenvector
information we are interested in. We explain its utility afterwards.

Lemma 21. We have

V (z, T ) =
∑

k=±1

Nη2V
(ξzk)2 + η2V

‖Tuz
k‖2 + 1

(
ξz2 ≤ N−1−δV /2

)
O(1) + O(N−δV /2).

Above, O is with respect to the randomness of the matrix A. Now, fix any j = 1, . . . ,mR +mL. We
have

V (λj , T ) =
∑

k=±1

N‖Tuλj

k ‖2 + 1
(
ξ
λj

2 ≤ N−1−δV /2
)
O(1) + O(N−δV /2).
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Proof. To prove the second claim, we set z = λj and use ξ
λj

±1 = 0. To prove the first claim, it suffices
to show

∑

k 6=±1

Nη2V
(ξzk)2 + η2V

‖Tuz
k‖2 = 1

(
ξz2 ≤ N−1−δV /2

)
O(1) + O(N−δV /2).

We first write, for some c > 0 small and independent of N ,

∑

k 6=±1

Nη2V
(ξzk)2 + η2V

‖Tuz
k‖2 =

∑

k 6=±1
|ξzk|≤c

Nη2V
(ξzk)2 + η2V

‖Tuz
k‖2 +

∑

k 6=±1
|ξzk|>c

Nη2V
(ξzk)2 + η2V

‖Tuz
k‖2.

Using the trivial bound ‖Tuz
k‖ = O(1) and η2V = N−2−2δV , we have

∑

k 6=±1
|ξzk|>c

Nη2V
(ξzk)2 + η2V

‖Tuz
k‖2 . N−1−2δV

∑

k 6=±1
|ξzk|>c

1

(ξzk)2 + η2V
. N−2δV .

Next, for |ξzk | < c, we can use delocalization (see Proposition 30) and the finite-rank property of T
to get N‖Tuz

k‖2 = O(1); note that delocalization only holds for bulk singular values in Proposition
30. Now, we write

∑

k 6=±1
|ξzk|≤c

η2V
(ξzk)2 + η2V

=
∑

k 6=±1
|ξzk|≤c
|k|≤Nǫ

η2V
(ξzk)2 + η2V

+
∑

k 6=±1
|ξzk|≤c
|k|>Nǫ

η2V
(ξzk)2 + η2V

. (7.1)

The first term on the RHS is bounded deterministically by N ǫ. For the second term on the RHS,
we use rigidity (Proposition 30) to bound it by O(N−ǫ). In particular, this gives |ξzk| ≥ N−1|k| +
O(N−1) ≥ 1

2N
−1|k| since |k| > N ǫ, with which we can bound the second term on the RHS. Since

ǫ > 0 is arbitrary, we get the a priori bound

∑

k 6=±1

Nη2V
(ξzk)2 + η2V

‖Tuz
k‖2 = O(1).

It remains to show that

1
(
ξz2 ≥ N−1−δV /2

) ∑

k 6=±1
|ξzk|≤c

Nη2V
(ξzk)2 + η2V

‖Tuz
k‖2 = O(N−δV /2).

We again use N‖Tuz
k‖2 = O(1) and (7.1). By the assumption ξz2 ≥ N−1−δV /2, we have

∑

k 6=±1
|k|≤Nǫ

η2V
(ξzk)2 + η2V

≤
∑

k 6=±1
|k|≤Nǫ

η2V
(ξzk)2

≤ N−δV +ǫ.

Also, we can again use rigidity to show the second term on the RHS of (7.1) is O(N−ǫ). Now choose
ǫ = δV /2 to conclude.

If we choose T appropriately, then our computations before Lemma 21 show that N‖Tuλj

±1‖2 =

N‖Tjuj‖2 for j ≤ mR, and N‖Tuλj

±1‖2 = N‖Tjvj‖2 for j ≥ mR + 1. We expand on this more later
when it is more relevant. First, we present the following technical result, which is important to
various estimates in the proof of Theorem 19.
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Lemma 22. Fix Hermitian T ∈ M2N(C), and assume ‖T ‖op = O(1). Fix η ≤ N−1. We have

sup
|z|≤1−τ

|∇zTrTGz(η)| = O(N− 3
2 η−2Tr

√
T ∗T ), (7.2)

sup
|z|≤1−τ

|∇2
zTrTGz(η)| = O(N−2η−3Tr

√
T ∗T ). (7.3)

The O is with respect to randomness of A. In particular, we have

∇m
z V (z, T ) = O(N−1−m/2η−1−m

V ), m = 1, 2. (7.4)

Proof. By union bound over a very fine net and elementary resolvent bounds for Gz(η), it is enough
to prove the proposed bounds for a fixed deterministic |z| ≤ 1 − τ . We first write (for some c > 0
small and independent of N)

Gz(η) := G + Ĝ :=
∑

α:|ξzα|≤c

uαu
∗
α

ξzα − iη
+

∑

α:|ξzα|>c

uαu
∗
α

ξzα − iη

Bounds for |∇zTrT Ĝ| and |∇2
zTrT Ĝ| are simple to establish since ‖Ĝ‖op = O(1). Thus, we prove

bounds for |∇zTrTG| and |∇2
zTrTG|. The advantage of this decomposition is the use of delocaliza-

tion estimates (Proposition 30) for all relevant eigenvectors.
Fix any Y, Y1, Y2 ∈ {E12, E21}, where E12 and E21 are the 2N × 2N block matrices

E12 :=

(
0 IN
0 0

)
, E21 :=

(
0 0
IN 0

)
.

By resolvent perturbation identities, it suffices to prove

TrGTGY = O(N−3/2η−2Tr
√
T ∗T ), , (7.5)

TrGTGY1GY2 = O(N−2η−3Tr
√
T ∗T ). (7.6)

Now, for any vectors u,v and any matrix X , we write Xuv := u∗Xv. We have

TrGTGY =
∑

α,β

Tuz
αu

z
β
Yuz

β
uz

α

(ξzα − iη)(ξzβ − iη)
.

By Proposition 30 applied to uz
α, because T is deterministic and Hermitian, we have |Tuz

αu
z
β
| =

O(N−1Tr
√
T ∗T ). By Proposition 31, we also have |Yu

z
βu

z
α
| = O(N−1/2 +δ|α|=|β|N

−1|α|). If we plug
these bounds into the previous display and use rigidity of ξzα, we have

|TrGTGY | = N−1Tr
√
T ∗TO



∑

α,β

N− 1
2 + |ξzα|δ|α|=|β|

(ξzα − iη)(ξzβ − iη)


 = O(N−3/2η−2Tr

√
T ∗T ).

(The last estimate also uses rigidity of ξzα.) This proves (7.5). To show (7.6), we similarly have

TrGTGY1GY2 =
∑

α,β,γ

Tuz
αuz

β
(Y1)uz

β
uz

γ
(Y2)uz

γu
z
α

(ξzα − iη)(ξzβ − iη)(ξzγ − iη)

= N−1Tr
√
T ∗TO



∑

α,β,γ

(N− 1
2 + |ξzα|δ|α|=|β|)(N

− 1
2 + |ξzβ |δ|β|=|γ|)

(ξzα − iη)(ξzβ − iη)(ξzγ − iη)


 ,

at which point we again use rigidity of ξzα to conclude (7.6).
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We now reduce comparison of N‖Tuλj

±1‖2 to that of V (λj , T ) via level repulsion.

Proposition 23. Fix any |z| ≤ 1 − τ with τ > 0 fixed. If δ > 0 is small enough, then we have

P
(
ξz2 ≤ N−1−δ

)
≤ N−2.1δ.

We defer the proof of this to the end of this entire section. The coefficient 2.1 in the exponent is
not important; it just needs to be strictly bigger than 2.

Note that Proposition 23 is for fixed |z| < 1, whereas we will need it for random z. To this end,
we use a net argument; we ultimately conclude the following.

Lemma 24. Fix any z0 ∈ C such that |z0| ≤ 1− τ with τ > 0 independent of N . Choose any R > 0
independent of N , and let Bz0(RN−1/2) ⊆ C be the ball of radius RN−1/2 around z0. If δ > 0 is
small enough, then there exists c = c(δ) > 0 such that

P

(
∃λ ∈ Spec(A) ∩Bz0(RN−1/2) : ξλ2 ≤ N−1−δ

)
= O(N−c).

Proof. Throughout this argument, we set η = N−1−δ1 , where 0 < δ1 < δ (and δ > 0 will be a small
parameter chosen shortly). Let φ : R → R≥0 be a smooth test function such that

φ(x) =

{
1, x ≥ 1.9

0, x ≤ 1.1
(7.7)

For convenience, set B := Bz0(RN−1/2). We claim that for some c > 0, we have

E

[
φ

(
max
z∈B

η

2
ImTrGz(η)

)]
≤ N−c, (7.8)

where the expectation is over randomness of the matrix A. To see that this is enough, we first note

η

2
ImTrGz(η) =

N∑

k=1

η2

(ξzk)2 + η2
≥ 2η2

(ξz2 )2 + η2
+

N∑

k=3

η2

(ξzk)2 + η2
. (7.9)

Thus, if there is z ∈ B for which ξz2 ≤ N−1−δ ≪ η, then on this event, we have

ηImTrGz(η) ≥ 2
η2

(ξz2 )2 + η2
≥ 1.9.

In particular, since this statement is deterministic in z, we have the bounds

P

(
∃λ ∈ Spec(A) ∩Bz0(RN−1/2) : ξλ2 ≤ N−1−δ

)
≤ P

(
max
z∈B

η

2
ImTrGz(η) ≥ 1.9

)

≤ E

[
φ

(
max
z∈B

η

2
ImTrGz(η)

)]
,

at which point we conclude. To prove the remaining estimate (7.8), Let E ⊆ B be such that the
distance between any point in B to E is at most N1/2−ǫη, and |E| = O(N2ǫ+2δ1). Here, ǫ > 0 is
small. Fix 0 < δ2 < δ1 such that 2ǫ + 2δ1 − 2.1δ2 < 0. We claim

E

[
φ

(
max

z∈B∩E

η

2
ImTrGz(η)

)]
≤

∑

z∈B∩E
P

(η
2

ImTrGz(η) ≥ 1.1
)

≤
∑

z∈B∩E
P
(
ξz2 ≤ N−1−δ2

)

≤ |E|N−2.1δ2 . N2ǫ+2δ1−2.1δ2 .
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The first bound follows by union bound and definition of φ. To show the second bound, we first use
the identity in (7.9) to get the upper bound

η

2
ImTrGz(η) ≤ 1 +

N∑

k=2

η2

(ξzk)2 + η2
.

If the LHS of the previous display is ≥ 1.1, then ξz2 ≤ N−1−δ2 (for N large enough). Indeed, if not,
then the k = 2 term in the sum is O(N−κ). The same is true for the first N τ many terms, where
τ < κ. Now we use rigidity to handle the remaining terms; see the proof of Lemma 21, for example.
The last line follows by Proposition 23. By construction of δ2, we deduce

E

[
φ

(
max

z∈B∩E

η

2
ImTrGz(η)

)]
≤ N−c.

To extend from B ∩ E to B, take any z1 ∈ B and z2 ∈ E . By (7.2) for T = I, we have

|ηTrGz1(η) − ηTrGz2(η)| = O(N−1/2η−1|z1 − z2|).

Now use |z1 − z2| ≤ N1/2−ǫη to conclude.

Now, by Lemmas 21 and 24, to conclude the proof of Theorem 19, it suffices to show the following.

Proposition 25. Retain the setting of Theorem 19. Define

V := (V (λj , F12 ⊗ Tj), V (λk, F21 ⊗ Tk))j,k

V(t) := (V (λj(t), F12 ⊗ Tj), V (λk(t), F21 ⊗ Tk))j,k,

where j ∈ J1,mRK and k ∈ JmR + 1,mR + mLK, and where F12, F21 are the 2 × 2 matrices

F12 =

(
0 1
0 0

)
and F21 =

(
0 0
1 0

)
.

For any test function F ∈ C∞
c (CmR+mL × RmR+mL), we have

lim
N→∞

EF (z,V) = lim
N→∞

EF (z(t),V(t)),

where the expectation is over all the randomness in A and M̃t, respectively.

Let us now prove Theorem 19 assuming that Proposition 25 holds.

Proof of Theorem 19. By Lemmas 21 and 24, we get EF (z,T) = EF (z,V) +O(‖F‖C1N−κ), where
κ > 0. But M̃t has the same structure as A, so EF (z(t),T(t)) = EF (z(t),V(t)) + O(‖F‖C1N−κ).
Theorem 19 follows immediately by these two estimates and Proposition 25.

7.1 Proof of Proposition 25

We approximate general F ∈ C∞
c (CmR+mL ×R

mR+mL) by products of functions F (j) ∈ C∞
c (C×R)

and provide estimates uniform with respect to some norm on F (j) (this can be done by taking cutoffs
of the Fourier transform). In particular, we consider

F (z,V) =

mR+mL∏

j=1

1

N

N∑

k=1

f (j)(λk),

f (j)(z) =

{
NF (j)

(
N1/2(z − z0j ), V (z, F12 ⊗ Tj)

)
1 ≤ j ≤ mR

NF (j)
(
N1/2(z − z0j ), V (z, F21 ⊗ Tj)

)
mR + 1 ≤ j ≤ mR + mL
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and likewise for F (z(t),V(t)). Fix 1 ≤ j ≤ mR; the following analysis holds similarly for mR + 1 ≤
ℓ ≤ mR +mL. For convenience, we define the function f̃ (j)(z) := F (j)(z, V (z0j +N−1/2z, F12⊗Tj)),

so that f (j)(z) = Nf̃ (j)(N1/2(z − z0j )). We claim that the quantity

E :=
1

N

N∑

k=1

f (j)(λk) − 1

π

∫

D

f (j)(z)d2z − IδV (A, f (j)),

satisfies the bound E|E| = O(N−κ) for some κ > 0. Above, D = {z ∈ C : |z| ≤ 1} is the unit disc.
Moreover, we introduced

IδV (A, f (j)) :=
1

2π

∫

C

∆f (j)(z)

∫ N−1+10δV

N−1−10δV

〈ImGz(η) − Immz(iη)〉dηd2z,

and mz(iη) is defined via the self-consistent equation

− 1

mz(w)
= w + mz(w) − |z|2

w + mz(w)
, Im[mz(w)]Im[w] > 0.

Let us briefly sketch the proof; it is the same argument as Theorem 2.4 in [13]. We start with a priori
bounds. Let ∇1 and ∆1 mean gradient and Laplacian, respectively, with respect to the z-variable
in the first input into F (j), and let ∂2 mean derivative with respect to the second input into f̃ (j).
Finally, let ∆ be the total Laplacian. We first compute

∆f̃ (j)(z, V (z, F12 ⊗ Tj)) = ∆1f̃
(j) + 2N− 1

2∇1f̃
(j) · (∂2f̃

(j)∇zV (z, F12 ⊗ Tj))

+ N−1(∂2f̃
(j))2‖∇zV (z, F12 ⊗ Tj)‖2 + N−1∂2f̃

(j)∆V (z, F12 ⊗ Tj).

Since F (j) ∈ C∞
c (C× R), its derivatives are O(1) deterministically. Using this and (7.4), we have

|∆f̃ (j)(z)| = O(1 + N−2η−2
V + N−4η−4

V + N−3η−3
V ) = O(N4δV ),

where we recall ηV = N−1−δV with δV > 0 small. On the other hand, since δV > 0 is small, resolvent
perturbation also gives the bound |∆f̃ (j)(z)| = O(N4). This last deterministic bound, for example,
shows that |E| = O(N10). Next, by (3.2) in [13], which is a deterministic identity that holds even
for our random test function f (j) in place of g therein, we must first prove the following estimates:

∫

C

∆f (j)(z) log | det[Hz − iT ]|d2z = O(N−98‖∆f̃ (j)‖L1(C)) = O(N−94),

∫

C

∆f (j)(z)

∫ +∞

N100

(
Immz(iη) − 1

η + 1

)
dηd2z = O(N−98‖∆f̃ (j)‖L1(C)) = O(N−94),

The first estimate in each line is by Lemma 3.1 in [13]. To prove the second estimate in each line,
we use the compact support property of f (j) along with ‖∆f (j)‖L∞(C) = O(N4). Next, we define
the quantities

Iη0

0 :=
1

2π

∫

C

∆f (j)(z)

∫ η0

0

〈ImGz(η) − Immz(iη)〉dηd2z,

IN
100

η1
:=

1

2π

∫

C

∆f (j)(z)

∫ N100

η1

〈ImGz(η) − Immz(iη)〉dηd2z,

where η0 = N−1−10δV and η1 = N−1+10δV . To conclude E|E| = O(N−κ) for some κ > 0, according
to proof of Theorem 2.4 in [13], it suffices to prove

|Iη0

0 | + |IN100

η1
| = O(‖∆f̃ (j)‖L1(C)) = O(N4δV ) and E|Iη0

0 | + E|IN100

η1
| = O(N−κ).
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The first estimate follows from Lemma 3.1 in [13], by ‖∆f̃ (j)‖L1(C) . ‖∆f̃ (j)‖L∞(C) (because f̃ (j))

is compactly supported) and by our earlier estimate ‖∆f̃ (j)‖L∞(C) = O(N4δV ). To prove the second
estimate, we write the following with L > 0 large but fixed:

Iη0

0 =
1

2π

∫

C

∆f (j)(z) × 1

N

∑

λk<N−L

log

(
1 +

η20
λ2
k

)
d2z

+
1

2π

∫

C

∆f (j)(z) × 1

N

∑

λk≥N−L

log

(
1 +

η20
λ2
k

)
d2z

− 1

2π

∫

C

∆f (j)(z) ×
∫ η0

0

Immz(iη)d2z

= I + II + III.

Using the deterministic bound |∆f (j)(z)| = O(N2|∆f̃ (j)(z)|) = O(N6), follow (3.5) and use (2.15),
all in [13], to show that if L > 0 is large enough, then E|I| = O(N4N−L) = O(N−1). For II, we use
the earlier bound ‖∆f̃ (j)‖L1(C) = O(N4δV ) to get the following for ǫ > 0 small and D > 0 large:

E|II| ≤ N4δV +ǫ
E

[
|II|

‖∆f̃ (j)‖L1(C)

]
+ O(N−D).

The calculation (3.7) in [13] shows that the expectation on the RHS of the previous estimate is
O(N−2κ) for some κ > 0 fixed depending only on L > 0. Thus, we can choose δV , ǫ > 0 small
enough so that E|II| = O(N−κ). Finally, bounding E|III| = O(N−κ) uses the same argument as for
II, except we only need the bound Immz(iη) = O(1), which can be deduced from (2.12) in [13]. We

have shown E|Iη0

0 | = O(N−κ). The proof of E|IN100

η1
| = O(N−κ) follows by the same argument. In

particular, note the deterministic bound |IN100

η1
| = O(N200); this and |∆f̃ (j)(z)| = O(N4δV ) give

E|IN100

η1
| ≤ N4δV +ǫ

E

[
|IN100

η1
|

‖∆f̃ (j)‖L1(C)

]
+ O(N−D).

By the proof of Proposition 3.3 in [13], the expectation on the RHS is O(N−2κ). So, if we take δ, ǫ > 0

small, we get E|IN100

η1
| = O(N−κ). The proof of Theorem 2.4 in [13] now gives E|E| = O(N−κ). In

particular, the comparison in Proposition 25 amounts to comparison of IδV (A, f (j)) and

IδV (M̃t, f
(j)) :=

1

2π

∫

C

∆f (j)(z)

∫ N−1+10δV

N−1−10δV

〈ImGz,t(η) − Immz(iη)〉dηd2z,

where Gz,t is Gz but with M̃t instead of A. Precisely, by the proof of Proposition 2.5 in [13], we
have the following.

Lemma 26. Suppose there exists a constant c > 0 such that

E



mR+mL∏

j=1

IδV (A, f (j))


− E



mR+mL∏

j=1

IδV (M̃t, f
(j))


 = O(N−c). (7.10)

Then Proposition 25 follows.

7.2 Proof of (7.10)

We start with the following construction.
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Definition 27. Take A and M̃t as in Lemma 18. Define the matrices

H0 := H̃ =

(
0 M̃t

M̃∗
t 0

)
, H1 := H =

(
0 A
A∗ 0

)
.

Let ρ0ij and ρ1ij denote laws of H0
ij and H1

ij, respectively, and for any θ ∈ [0, 1], define the interpolated

law ρθij = (1− θ)ρ0ij + θρ1ij. Now, for any θ ∈ [0, 1], let Hθ be a matrix of size 2N × 2N that satisfies

the following properties. First, the triple (H0,Hθ,H1) is jointly independent. Second, the marginal
distribution of Hθ is given by the product measure

∏

i,j

ρθij(dHθ
ij).

Next, for any indices (i, j) and any λ ∈ C, define the matrix Hθ,λ
(ij) as

(Hθ,λ
(ij))kℓ :=

{
Hθ

(ij) (i, j) 6= (k, ℓ)

λ (i, j) = (k, ℓ)

Finally, for any η > 0 and z ∈ C, define the resolvents

Gθ
z(η) :=

[
Hθ −

(
0 z
z∗ 0

)
− iη

]−1

, Gθ,λ
z,(ij)(η) :=

[
Hθ,λ

(ij) −
(

0 z
z∗ 0

)
− iη

]−1

.

We note that we do not require Hθ1 to be independent from Hθ2 for θ1 6= θ2. By calculus, we
have the following for any smooth F : C2N×2N → C, provided all expectations exist:

d

dθ
EF (Hθ) =

2N∑

i,j=1

E

[
F

(
Hθ,H1

(ij)

(ij)

)
− F

(
Hθ,H0

(ij)

(ij)

)]
. (7.11)

Now, we combine (7.11) with equations (1.7)-(1.8) in [26]. This gives

d

dθ
EF (Hθ) =

ℓ∑

n=1

N∑

i,j=1

Kθ
n,(ij)E

[(
d

dHθ
ij

)n

F (Hθ)

]
+ Eℓ,

where the coefficients are defined by

∞∑

n=1

Kθ
n,(ij)t

n =
EetH

1
ij − EetH

0
ij

EetH
θ
ij

.

Because A and M̃t match up to three and a half moments, one can easily check that

Kθ
n,(ij) =





0 n = 1, 2, 3

O(N−2−δt) n = 4

O(N−n/2) 5 ≤ n ≤ ℓ

where δt is from Lemma 18. Next, Eℓ satisfies the usual Taylor series estimate below, where N−ℓ/2

comes from bounding the tℓ+1 coefficient in EetH
τ
ij −EetH

0
ij uniformly in τ as in the Kθ

n,(ij) estimate
above:

|Eℓ| = O




N∑

i,j=1

N− ℓ
2E


 sup
θ∈[0,1]

∣∣∣∣∣∣

(
d

dHθ
ij

)ℓ+1

F (Hθ)

∣∣∣∣∣∣
(
1 + |Hθ

ij −H0
ij |ℓ+1

)





= O




N∑

i,j=1

N− ℓ
2




E


 sup
θ∈[0,1]

∣∣∣∣∣∣

(
d

dHθ
ij

)ℓ+1

F (Hθ)

∣∣∣∣∣∣

2







1/2

 .
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The second bound uses Cauchy-Schwarz and moment bounds on Hθ
ij uniformly in θ ∈ [0, 1] and i, j.

So, we have the following.

Lemma 28. Suppose F : C2N×2N → C is smooth and satisfies the following for any ℓ > 0 fixed:

sup
i,j=1,...,N

sup
4≤n≤ℓ

E

[(
d

dHθ
ij

)n

F (Hθ)

]
= O(N

δt
3 NCδV ), (7.12)

sup
i,j=1,...,N




E


 sup
θ∈[0,1]

∣∣∣∣∣∣

(
d

dHθ
ij

)ℓ+1

F (Hθ)

∣∣∣∣∣∣

2







1/2

= O(NCδV ). (7.13)

Then for δV > 0 small, we have EF (H1) = EF (H0) + O(N− δt
2 ).

Now, define the function

IδV (θ, f (j)) :=
1

2π

∫

C

∆f (j)(z)

∫ N−1+10δV

N−1−10δV

〈ImGθ
z(η) − Immz(iη)〉dηd2z,

where we recall f (j)(z) = Nf̃ (j)(N1/2(z − z0j )) with f̃ (j) ∈ C∞
c (C). Let I := [N−1−10δV , N−1+10δV ]

and m := mR + mL for convenience. We compute

E




m∏

j=1

IδV (θ, f (j))


 =

∫

Cm

∫

Im

E




m∏

j=1

∆f (j)(zj)〈ImGθ
zj (ηj) − Immzj (iηj)〉




m∏

j=1

dηjd
2zj

=

∫

Cm

Nm

∫

Im

E




m∏

j=1

∆f̃ (j)(wj)〈ImGθ
z0
j+N−1/2wj

(ηj) − Immz0
j+N−1/2wj

(iηj)〉




m∏

j=1

dηjd
2wj ,

where the second line holds by change-of-variables wj = N1/2(z−z0j ) and the observation ∆f (j)(z) =

N∆f̃ (j)(N1/2(z − z0j )). Thus, by Lemmas 26 and 28, we are interested in the function

F (Hθ) :=

m∏

j=1

∆f̃ (j)(wj)〈ImGθ
z0
j+N−1/2wj

(ηj) − Immz0
j+N−1/2wj

(iηj)〉.

In particular, by Lemmas 26 and 28, to complete the proof of Theorem 1, it suffices to prove (7.12)-
(7.13) for this choice of F . Indeed, this would give

E



mR+mL∏

j=1

IδV (A, f (j))


− E



mR+mL∏

j=1

IδV (M̃t, f
(j))




= E




m∏

j=1

IδV (1, f (j))


− E




m∏

j=1

IδV (0, f (j))




=

∫

Cm

Nm

∫

Im

[
EF (H1) − EF (H0)

] m∏

j=1

dηjd
2wj

= O


N− δt

2

∫

Km

Nm

∫

Im

m∏

j=1

dηjd
2wj


 = O(N− δt

2 NCmδV ).
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The last line follows by Lemma 28 and the fact that f̃ (j) is compactly supported in C (here, K ⊆ C

is a compact subset). Then, we use the fact that |I| ≤ 2N−1+10δV . Now, by the Leibniz rule, to
show (7.12)-(7.13) with the above choice of F , it suffices to show that for any n ≥ 0 and locally
uniformly in wj ∈ C and ηj ∈ I, we have

(
d

dHθ
ij

)n

Aj(Hθ, wj , ηj) = O
(
NCnδV

)
, (7.14)

where Aj(Hθ, wj , ηj) either has the form g(V (z0j + N−1/2wj , T )) with T finite-rank and Hermitian

and g ∈ C∞
c (C) or the form 〈ImGθ

z0
j+N−1/2wj

(ηj)− Immz0
j+N−1/2wj

(iηj)〉. (Such Aj(Hθ, wj , ηj) have

m-th order derivatives that are deterministically O(NCm) if ηj ≥ N−1−10δV and δV > 0 is small;
this can be checked by elementary resolvent perturbation identities. Thus, an O-estimate is enough.
We also note that straightforward regularity bounds in θ of Aj(Hθ, wj , ηj) let us use a net argument
to extend (7.14) to the same estimate but with a supremum over θ ∈ [0, 1], upon possibly changing
the constant Cn > 0.)

We are left to prove (7.14). First, the assumption g ∈ C∞
c (C) and the local law (see Theorem

2.6 in [12]) imply (7.14) for n = 0, so we focus on n ≥ 1. By definition of V (z, T ), it suffices to show
that locally uniformly in z ∈ C and uniformly in η ∈ [N−1−10δV , N−1+10δV ], for any finite-rank,
Hermitian T , we have

(
d

dHθ
ij

)n

TrTGθ
z(η) = O(NCnδV ) (7.15)

(
d

dHθ
ij

)n

Tr ImGθ
z(η) = O(N1+CnδV ). (7.16)

For this, we record the following consequence of resolvent perturbation identities:

(
d

dHθ
ij

)n

Gθ
z(η) = CnG

θ
z(η)

[
∆ijG

θ
z(η)

]n
, (∆ij)kℓ = δikδℓj + δiℓδjk.

Using this identity and a spectral decomposition T =
∑ℓ

a=1 τawaw
∗
a we have

(
d

dHθ
ij

)n

TrTGη
z(η) = CnTrTGθ

z(η)[∆ijG
θ
z(η)]nGθ

z(η)

=

ℓ∑

a=1

Cnτaw
∗
aG

θ
z(η)eie

∗
jG

θ
z(η)ei . . . e

∗
jG

θ
z(η)wa,

where the product has at most n + 2 many factors of the form x∗Gθ
z(η)y with x,y deterministic

unit vectors. By rigidity and delocalization, i.e. Proposition 30, for eigenvalues ξk and eigenvectors
uk of Gθ

z(η), we have the following for some c > 0 independent of N :

x∗Gθ
z(η)y =

∑

k

x∗uku
∗
ky

ξk − iη
= O

(
1

N

∑

k

1

ξk − iη

)
+

∑

k:|ξk|≥c

x∗uku
∗
ky

ξk − iη

= O(N−1η−1) + O(1) = O(N10δV ).

The last term in the first line has the form x∗Y y, where ‖Y ‖op = O(1), hence it is O(1).

40



Combining the previous two displays gives (7.15). To prove (7.16), we write ImGθ
z(η) = Gθ

z(η)−
Gθ

z(η)∗. In particular, it suffices to prove (7.16) but with ImGθ
z(η) replaced by Gθ

z(η) and Gθ
z(η)∗.

We prove (7.16) with ImGθ
z(η) replaced by Gθ

z(η); for Gθ
z(η)∗, the same argument works. Note that

(
d

dHθ
ij

)n

TrGθ
z(η) =

2N∑

k=1

(
d

dHθ
ij

)n

Tr eke
∗
kG

θ
z(η).

The estimate (7.15) with T = eke
∗
k implies that the RHS of the previous display is O(N1+CnδV ).

This proves (7.16), so as mentioned right before (7.15), this shows (7.14) and thus completes the
proof of Theorem 1.

7.3 Proof of Proposition 23

This argument has three steps. First, we reduce to proving the estimate for ξz2 (t), the second-smallest
singular value of the matching matrix M̃t from Lemma 18. Then, we further reduce to proving the
estimate for the second-smallest singular value of a Ginibre matrix. Finally, we cite known estimates
for the Ginibre case. As argued in the proof of Lemma 24, we have

P(ξz2 ≤ N−1−δ) . E

[
φ
(η

2
ImTrGz(η)

)]
.

Now, define Gt,z(η) := [Ht,z − iη]−1, where Ht,z is defined by

Ht,z :=

(
0 M̃t − z

(M̃t − z)∗ 0

)
.

Since φ : R → R is smooth and compactly supported, we can use (7.16) and η ≤ N−1 and Lemma
28 to deduce

E

[
φ
(η

2
ImTrGz(η)

)]
− E

[
φ
(η

2
ImTrGt,z(η)

)]
= O(N−δt/2).

(The input (7.13) to use Lemma 28 can be shown, again, by (7.16) and a standard net argument.)
As argued in the proof of Lemma 24, we have

E

[
φ
(η

2
ImTrGt,z(η)

)]
. P(ξz2(t) ≤ N−1−δ2),

where ξz2 (t) is the second-smallest (positive) singular value of M̃t, and δ2 is any fixed number strictly
smaller than δ1. Summarizing so far, we have proven

P(ξz2 ≤ N−1−δ) . P(ξz2 (t) ≤ N−1−δ2) + N−δt/2.

We now use Theorem 3.2 in [11]. This gives the following. There exists a matrix W (t) whose entries
are i.i.d. standard complex Gaussians mutiplied by (1 + t)1/2 such that if {µk(t)}k are the singular
values of W (t) with µk(t) ≤ µk+1(t) for k ≥ 1 and µ−k(t) = µk(t), then

P
(
|ξz2 (t) − µz

2(t)| ≤ N−1−κ
)
. N−D

for any fixed D > 0, where κ > 0 is fixed. (This requires that 〈ImGt,z(η)〉 = O(1) for all η ≥ N−1+ǫ

for some ǫ > 0 fixed. Such an estimate follows by the local law in (3.6) in [17] combined with (3.7)
in [17].) Since κ > 0 is fixed, for small enough δ, we deduce

P(ξz2 ≤ N−1−δ) . P(µ2(t) ≤ N−1−δ2) + N−δt/2 = P((1 + t)1/2µ2(0) ≤ N−1−δ2) + N−δt/2.

We now use Theorem 2.10 in [19]; this shows that the first term on the far RHS of the previous
display is O(N ǫN−8δ2) with ǫ > 0 fixed but otherwise arbitrary. If we choose ǫ > 0 small enough
and δ2 sufficiently close to δ1, then the far RHS of the previous display becomes O(N−2.1δ) for δ > 0
small enough. This completes the proof.
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8 Green’s function estimates

The purpose of this section is to record various auxiliary bounds for Green’s functions. These bounds
are mostly standard. First, recall the Hermitization Hz of A and Green’s function:

Hz :=

(
0 A− z

(A− z)∗ 0

)
and Gz(η) := [Hz − iη]−1

for η > 0. Green’s function can be written as

Gz(η) =

(
iηH̃z(η) H̃z(η)(A − z)

(A∗ − z̄)H̃z(η) iηHz(η)

)
,

where

Hz(η) =
[
(A− z)∗(A− z) + η2

]−1
,

H̃z(η) =
[
(A− z)(A− z)∗ + η2

]−1
.

We assume A has entries that satisfy EAij = 0 and EA2
ij = N−1 and E|Aij |p ≤ CpN

−p/2 for all
p ≥ 2. As in Definition 20, we let ξzk be eigenvalues of the Hermitization Hz, and we let uz

k be the
corresponding eigenvalues. We adopt the convention ξzk ≥ 0 for all k ∈ J1, NK, and ξzk = −ξz−k for
any k ∈ J−N,−1K. We also impose ξzk ≤ ξzℓ for k ≤ ℓ.

We now introduce a deterministic local law approximation for Gz . Define

Mz(w) :=

(
mz(w) −zuz(w)
−zuz(w) mz(w)

)
, uz(w) :=

mz(w)

w + mz(w)
,

where mz(w) satisfies the self-consistent equation

− 1

mz(w)
= w + mz(w) − |z|2

w + mz(w)
, Im[mz(w)]Im[w] > 0. (8.1)

Proposition 29. Fix any deterministic matrix Y ∈ M2N (C) with ‖Y ‖op = O(1) and any determin-
istic unit vectors x,y ∈ C2N . Fix any τ > 0. Fix any η ≥ N−1+ǫ for any ǫ > 0, and fix |z| ≤ 1− τ .
We have

〈Y (Gz(η) −Mz(iη))〉 = O
(
N−1η−1

)

x∗(Gz(η) −Mz(iη))y = O
(
N−1/2η−1/2

)
.

In particular, we have (A3.1)-(A3.2).

Proof. The first two bounds are (3.6) in [17]. We now show (A3.1); the proof of (A3.2) is similar.

We use the first two bounds with Y =

(
0 0
0 IN

)
and x∗ =

(
0 w∗

1

)
and y∗ =

(
0 w∗

2

)
, so

iηw∗
1Hz(η)w2 −mz(iη)w∗

1w2 = O(N−1/2η−1/2)

〈iηHz(η)〉 −mz(iη) = O(N−1η−1).

This gives (A3.1).

Define the following limiting empirical spectral density of Hz for E ∈ R:

ρz(E) := lim
η→0+

1

π
|Immz(E + iη)|.
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With this, we define two objects. The first is the quantile γj,z for any |j| ≤ N via the equation

j + N

2N
=

∫ γj,z

−∞
ρz(E)dE.

Note that γj,z = −γ−j,z. The second is the κ-bulk Bκ,z := {E ∈ R : ρz(E) ≥ κ1/3}, where κ > 0.
These notations are taken from Section 2 of [12]. By Example 2.5 in [12], if |z| ≤ 1 − τ with τ > 0
fixed, then we can take κ > 0 small enough depending only on τ such that Bκ,z contains an interval
around 0.

Proposition 30 (Rigidity and delocalization, Corollaries 2.8 and 2.9 in [2]). Suppose |z| ≤ 1−τ for
some τ > 0. Fix any κ > 0 small enough, and suppose γk,z ∈ Bκ,z. We have |ξzk − γk,z | = O(N−1).
Moreover, we have ‖uz

k‖∞ = O(N−1/2).

Next, we note that

Im[Mz(E)] = Im[mz(E)] − E + o(E)

Im[mz(0)]

(
0 −z
−z 0

)
, Im[mz(0)] =

√
1 − |z|2. (8.2)

Proposition 31 (Eigenstate thermalization hypothesis, Theorem 2.7 in [12]). Fix any deterministic
matrix Y ∈ M2N(C) such that ‖Y ‖op = O(1). We have

max
|i|,|j|≤N

∣∣∣∣u
z,∗
i Y uz

j − δij
〈ImMz(γj)Y 〉
〈ImMz(γj)〉

− δ−ij
〈ImMz(γj)(E11 − E22)Y 〉

〈ImMz(γj)〉

∣∣∣∣ = O(N− 1
2 ),

where O is with respect to randomness of A, while E11, E22 are the 2N × 2N block matrices

E11 :=

(
IN 0
0 0

)
and E22 :=

(
0 0
0 IN

)
.

Thus, by (8.2), if 〈Y E11〉, 〈Y E22〉 = 0, then

u
z,∗
i Y uz

j = δ|i|=|j|O(N−1i) + O(N−1/2).

Proposition 32. Suppose |z1|, |z2| ≤ 1 − τ for some τ > 0 and η1, η2 ∈ [N− 1
3+ǫ0 , 10]. Define

η∗ = max{η1, η2}. Then there exists a constant c > 0 such that for any D > 0 we have

P

(
〈Hz1(η1)Hz2(η2)〉 ≤ c (η∗)

−2
)
≤ N−D (8.3)

P

(〈
H̃z1(η1)H̃z2(η2)

〉
≤ c (η∗)

−2
)
≤ N−D (8.4)

P

(〈
Hz1(η1)H̃z2(η2)

〉
≤ c

η∗ (η∗ + |z1 − z2|2)

)
≤ N−D (8.5)

for large enough N uniformly in z1, z2, η1, η2.

Proof. Define η∗ = min{η1, η2}. To show (8.3), we note that

〈Hz1(η1)Hz2(η2)〉 = − 1

η1η2
〈Gz1(η1)E22Gz2(η2)E22〉 .

Now we use Theorem 3.5 of [15] to approximate this trace by a deterministic quantity

〈Hz1(η1)Hz2(η2)〉 = − 1

η1η2

〈
B−1[Mz1(η1)E22Mz2(η2)]E22

〉
+ O

(
N−3ǫ0

η1η2

)
.
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Here B : M2N (C) → M2N(C) is a linear operator given by

B(·) = Id−Mz1(η1)S(·)Mz2(η2).

By a straightforward computation we see that

−
〈
B−1[Mz1(η1)E22Mz2(η2)]E22

〉
=

|mz1(η1)mz2(η2)|
|1 − z1z̄2uz1(η1)uz2(η2)|2 −mz1(η1)2mz2(η2)2

≥ c

for some constant c. Here we used that |mzj (ηj)| is bounded below by a constant; for η ≥ c0 for any
fixed c0 > 0, this follows by continuity of solutions to (8.1), and for η ≤ c0, this follows by Lemma
3.2 in [17] if c0 > 0 is small enough. We also used that the denominator is bounded above by a
constant, which can be readily checked using properties of mzj (ηj), and positive since we know that
〈Hz1(η1)Hz2(η2)〉 > 0. This concludes the proof of (8.3). The bound (8.4) is proved the same way.

Now we prove (8.5). If |z1 − z2| < N− ǫ0
2 , we use Theorem 3.3 of [17] and if |z1 − z2| ≥ N− ǫ0

2 , we
use Theorem 3.5 of [15] to get

〈
Hz1(η1)H̃z2(η2)

〉
= − 1

η1η2
〈Gz1(η1)E12Gz2(η2)E21〉

= − 1

η1η2

〈
B−1[Mz1(η1)E12Mz2(η2)]E21

〉
+ O

(
N ǫ0

Nη2∗

1

η1η2

)
.

(The quantity β̂∗ in Theorem 3.5 of [15] is bounded below uniformly by Lemma 6.1 in [15].) Since
η∗ ≥ N−1/3+ǫ0 , the error term O(N ǫ0N−1η−4

∗ ) is much smaller than η−1
∗ . Thus, we can drop the

O-term in the second line. Again, we can directly compute

−
〈
B−1[Mz1(η1)E12Mz2(η2)]E21

〉

=
|mz1(η1)mz2(η2)|

(
1 − (|z1|2uz1(η1)2 −mz1(η1)2)(|z2|2uz2(η2)2 −mz2(η2)2)

)

|1 − z1z̄2uz1(η1)uz2(η2)|2 −mz1(η1)2mz2(η2)2
. (8.6)

Now from the self-consistent equation (8.1) for mz(η), we see that

0 ≤ |z|2uz(η)2 −mz(η)2 ≤ 1 − η|mz(η)| ≤ 1 − cη.

Thus
−
〈
B−1[Mz1(η1)E12Mz2(η2)]E21

〉
≥ c(η1 + η2)

for some constant c. The denominator of (8.6) is the determinant of B. From the calculations in
Appendix B of [17] we see that

detB . η1 + η2 + |z1 − z2|2.

This concludes the proof of (8.5).
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