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#### Abstract

The Mathieu equation occurs naturally in the description of non linear vibrations or by considering the propagation of a wave in an infinite medium with time-periodic refractive index. It is known to lead to parametric instability since it supports unstable solutions in some regions of the parameter space. However, even in the stable region the matrix that propagates the initial conditions forward in time is non-normal and therefore it can result in transient amplification. By optimizing over initial conditions as well as initial time we show that significant transient amplifications can be obtained, going beyond the one simply stemming from adiabatic invariance. Moreover, we explore the monodromy matrix in more depth, by studying its $\epsilon$-pseudospectra and Petermann factors, demonstrating that is the degree of non-normality of this matrix that determines the global amplifying features.


## I. INTRODUCTION

Over the last years, the modulation of the properties of materials in time has attracted great interest [1-3]. Time-varying metamaterials exhibit rich phenomenology, ranging from time-reflection and time-refraction [4] to non-trivial topological features [5]. When these modulations are periodic in time, the prism of Floquet analysis can be used, leading to the development of Floquet metamaterials $[6,7]$. Meanwhile, Floquet theory captures the stability properties of the solutions in terms of the Floquet exponents and is known that unstable solutions are related with parametric resonances. These are appearing in a wide range of time-varying systems as for instance in photonic time crystals [8] and in elastic metamaterials [9, 10].

Amplification in time varying media is closely related with the concept of parametric instability, but there are other ways to amplify a system as well. For example, a new mechanism for gain was recently found in timedependent photonic metamaterials [11], resulting from the compression of the lines of the electric and magnetic fields. Furthermore, it is known, especially in hydrodynamics [12, 13], that stable solutions of a system can be transiently amplified when the matrix that propagates the initial conditions forward in time is non-normal, having thus non orthogonal eigenvectors [14, 15]. Along this line, the pseudospectrum tool was developed in order to describe these transient amplifying phenomena [16]. Let us remark that non-normality and pseudospectrum appear to play an important role in the emerging field of non-Hermitian topology, either for time-transient [17, 18] or non-Hermitian skin effect spectrum [18-20].

Following the previous considerations, a prototype equation that: (i) is of particular interest in the context of wave propagation in time varying media [21, 22] and (ii) has been reported to possess stable solutions that can be transiently amplified [23], is the venerable Mathieu equation [24]. It is among the well studied equations in physics and up to this day has been found to govern the dynamics of many systems [25]. Typical examples are
an inverted pendulum whose pivot point vibrates vertically [26], a charged particle in a Paul trap [27], a liquid layer that is vertically oscillated [28], etc. Properties of the Mathieu equation have been investigated in numerous classical textbooks [29-32] and it is known that both stable and unstable solutions are supported [33, 34]. Several experiments have demonstrated the possibility of parametric amplification in platforms that are described by the Mathieu equation, see for instance ref. [35] and the references within. It has been shown that stable solutions of the Mathieu equation are good candidates to be transiently amplified because the matrix that propagates the initial conditions forward in time is non-normal [23], yet, open questions remain.

In this paper we make a comprehensive investigation of the transient amplification exhibited by a wave that propagates in an infinite harmonically modulated medium. We consider wave dynamics governed by the Mathieu equation and we explore in detail the transient amplification of its stable solutions. By appropriate change of variables, we focus on growths supplementary to evident adiabatic invariance. Owing to the $\epsilon$-pseudospectrum of the monodromy matrix - the matrix that propagates the initial conditions over one period - we reveal that the initial time $t_{0}$ has a strong impact to the maximum transient amplification. In addition, we provide numerical evidence that the global maximum amplification is captured merely by the monodromy matrix.

Our work is organized as follows: In Section II we consider the propagation of a wave in an infinite onedimensional medium that is periodically modulated in time, so that the Mathieu equation emerges. In Section III we briefly remind the basic properties of the Mathieu equation and we derive its stability chart. In Section IV we give a few examples of stable solutions that are transiently amplified and we introduce a measure for the quantification of the transient amplification that filters the one that stems from adiabatic invariance. In Section V we explore the impact of the initial time in these amplifying features and we explain the underlying physics in terms of the non-normality of the monodromy matrix, while in Section VI we calculate the overall maxi-
mum amplification of the stable solutions of the Mathieu equation. Then, in Section VII we present the evolution of a wave that propagates in a Mathieu medium and experiences the biggest possible transient amplification. Finally, in Section VIII we summarize our findings.

## II. WAVE PROPAGATION IN A TIME-VARYING MEDIUM

We follow ref. [22] and we study wave propagation in an infinite harmonically modulated medium that is governed by the following wave equation

$$
\begin{equation*}
\frac{\partial^{2} \psi(x, \tau)}{\partial \tau^{2}}=[\tilde{\delta}-2 \tilde{q} \cos (\Omega \tau)] \frac{\partial^{2} \psi(x, \tau)}{\partial x^{2}} \tag{1}
\end{equation*}
$$

where $\tilde{\delta}, \tilde{q}$ and $\Omega$ are constants. Such a wave equation describes the propagation of an electromagnetic wave in a medium with electric permittivity $\epsilon(t)=\epsilon_{0} /[\tilde{\delta}-$ $2 \tilde{q} \cos (\Omega \tau)$ ] (the speed of light is $c=1$ and $\epsilon_{0}$ is the vacuum permittivity) [21]. It could also correspond to the propagation of an elastic wave in a medium with timedependent stiffness [9]. By separation of variables, one class of solutions of Eq. (1) are $\psi(x, \tau)=f(\tau) h(x)$ and by substituting this form into Eq. (1) we arrive at the following set of ODE's that $f$ and $h$ satisfy

$$
\begin{gather*}
\frac{d^{2} h(x)}{d x^{2}}+k^{2} h(x)=0  \tag{2}\\
\frac{d^{2} f(\tau)}{d \tau^{2}}+k^{2}[\tilde{\delta}-2 \tilde{q} \cos (\Omega \tau)] f(\tau)=0 \tag{3}
\end{gather*}
$$

where $k$ is the real wave number of the wave. From Eq. (2) we get that $h(x)$ has the form $h(x) \sim e^{ \pm i k x}$, while Eq. (3) after time rescaling $t=\Omega \tau / 2$ and setting $\delta=4 k^{2} \tilde{\delta} / \Omega^{2}, q=4 k^{2} \tilde{q} / \Omega^{2}$ drops to the usual form of the Mathieu equation, that is

$$
\begin{equation*}
\ddot{f}+\omega^{2}(t) f=0 \tag{4}
\end{equation*}
$$

with $\omega^{2}(t)=\delta-2 q \cos (2 t)$. Notice that dot represents differentiation with respect to the time $t$. The Mathieu equation contains both stable and unstable - exponentially growing - solutions, according to the values of the parameters $(\delta, q)$. The amplification is usually related with the exponentially growing solutions, namely with the parametric instability. However, a wave can experience amplification even with asymptotic stability [16]. In this case the amplification is a transient phenomenon characterizing the stable solutions of the Mathieu equation. We will perform a detailed analysis of this transient amplification employing suitable tools for its quantitative description. Before proceeding to this analysis we give a brief review of Mathieu equation.

## III. REVIEW OF MATHIEU EQUATION

The Mathieu equation written as a system of two linear first order differential equations gets the form

$$
\begin{equation*}
\dot{\boldsymbol{\eta}}(t)=\mathbf{A}(t) \boldsymbol{\eta}(t), \tag{5}
\end{equation*}
$$

with $\boldsymbol{\eta}(t)=\binom{f(t)}{\dot{f}(t)}$ and $\mathbf{A}(t)=\left(\begin{array}{cc}0 & 1 \\ -\omega^{2}(t) & 0\end{array}\right)$. The general solution of Eq. (5) can be written in the form

$$
\begin{equation*}
\boldsymbol{\eta}(t)=\boldsymbol{\Psi}\left(t, t_{0}\right) \boldsymbol{\eta}\left(t_{0}\right) \tag{6}
\end{equation*}
$$

with initial condition $\boldsymbol{\eta}\left(t_{0}\right)$. The matrix $\boldsymbol{\Psi}\left(t, t_{0}\right)$ which evolves the initial vector in time, will be called the principal matrix solution [33].

The matrix $\mathbf{A}(t)$ that contains the parameters of the Mathieu equation is $\pi$ periodic, i.e., $\mathbf{A}(t)=\mathbf{A}(t+\pi)$. Therefore, Floquet theory applies and states that the stability properties of the solutions can be deduced by the eigenvalues of the matrix $\boldsymbol{\Psi}\left(t_{0}+\pi, t_{0}\right)$, termed the monodromy matrix. These eigenvalues, which we denote as $\lambda_{ \pm}$and which are commonly called Floquet multipliers, do not depend on the choice of the initial time $t_{0}$ since two matrices $\boldsymbol{\Psi}\left(\pi+t_{1}, t_{1}\right)$ and $\boldsymbol{\Psi}\left(\pi+t_{2}, t_{2}\right)$ are similar [33].

From Liouville's formula, $\operatorname{det}\left[\mathbf{\Psi}\left(t_{0}+\pi, t_{0}\right)\right]=$ $\exp \left[\int_{t_{0}}^{t_{0}+\pi} \operatorname{Tr} \mathbf{A}(s) d s\right]$, it follows that the determinant of the monodromy matrix $\boldsymbol{\Psi}\left(t_{0}+\pi, t_{0}\right)$ is 1 and therefore its two eigenvalues $\lambda_{ \pm}$satisfy the relation $\lambda_{+} \lambda_{-}=1$. When $\left|\lambda_{ \pm}\right|=1$, they are complex conjugates and are restricted to lie in the unit circle in the complex plane: the solutions are stable. When $\left|\lambda_{ \pm}\right| \neq 1$ the typical solutions are unstable and grow exponentially with time. Figure 1(a) illustrates the norm of these eigenvalues for each pair of the only parameters of equation (4) ( $\delta$ and $q$ ). The gray region of this chart (apart from the boundaries)


FIG. 1. Stability diagrams of Mathieu equation (4). (a) Shown here is the norm of the eigenvalues $\lambda_{ \pm}$of the monodromy matrix as a function of the parameters $\delta$ and $q$. Stable regions are in grey color. Also shown are two cuts of the form $\delta=c|q|$ with $c=2,3$. (b) Floquet exponent $\gamma$ as the line $\delta=3|q|$ is scanned. The circles correspond to the four cases that will be displayed in Fig. 2.
corresponds to stable solutions, while in the white region $\left|\lambda_{ \pm}\right| \neq 1$. The boundary between these two regions corresponds to exceptional points where the typical solutions grow linearly with time. This plot is widely known as the stability chart of the Mathieu equation [24].

The stability properties of periodic systems are usually studied in terms of the Floquet exponent $\gamma$, which is related with the Floquet multipliers by $\lambda_{ \pm}=e^{ \pm i \gamma \pi}$. In Fig. 1(b) we present the exponent $\gamma$ along the cut $\delta=3 q(\delta / q$ is constant for constant $\tilde{\delta}, \tilde{q}$ and $\Omega)$. This is a Floquet spectrum, with the bands corresponding to the stable regions and the gaps to the unstable ones [36].

## IV. TRANSIENT AMPLIFICATION

In this section and in the remaining of this work, we will elaborate on the transient amplification that is displayed by the stable solutions of the Mathieu equation (Fig. 1). To illustrate this, in Fig. 2(a)-(d) we plot $f(t)$ and $\dot{f}(t)$ for the four cases that are shown in Fig. 1(b). In Fig. 2(a) and (b) the initial conditions are $f(0)=1$ and $\dot{f}(0)=0$ while in Fig. 2(c) and (d) the corresponding initial conditions are $f(0)=0$ and $\dot{f}(0)=1$. Notice that in all cases the closer to the edges of the bands, the stronger the amplification is. This transient amplification cannot be captured by the stability analysis since the Floquet exponents are purely imaginary in all these examples. It is due to the non-normality of the principal matrix $\boldsymbol{\Psi}\left(t, t_{0}\right)[16,37]$.


FIG. 2. Typical solutions of Mathieu equation (4) in the stable regime. In all cases the sets of parameters $(\delta, q)$ lie in the line $\delta=3 q$. (a) Evolution of the initial conditions $f(0)=1$ and $\dot{f}(0)=0$ when $q=1.285 / \gamma=0.02$. This set of parameters is indicated with the blue circle in Fig. 1(b). (b) Same as (a) but $q=1.239 / \gamma=0.1$ - yellow circle in Fig. 1(b). (c) Same as (a) but $q=0.507 / \gamma=0.9$ - green circle in Fig. 1(b). Also the initial conditions are $f(0)=0$ and $\dot{f}(0)=1$ in this case. (d) Same as (c) but $q=0.4855 /$ $\gamma=0.98$ - purple circle in Fig. 1(b).

## A. Choice of variables

We choose to change variables to the following ones

$$
\begin{equation*}
X=f \sqrt{\omega(t)} \quad, \quad Y=\dot{f} / \sqrt{\omega(t)} \tag{7}
\end{equation*}
$$

To illuminate the utility of this transformation one should consider the WKB limit of Eq. (4), that is when $\omega(t)$ varies slowly with time, i.e., $\Omega \ll \omega$. We can show then that in the WKB limit the norm of the vector $\boldsymbol{\xi}(t)=\binom{X(t)}{Y(t)}$, i.e., $\|\boldsymbol{\xi}(t)\|=\sqrt{|X(t)|^{2}+|Y(t)|^{2}}$, is constant and equal to $\sqrt{|X(0)|^{2}+|Y(0)|^{2}}$ (it is the adiabatic invariant of Eq. (4) [38]). This WKB adiabatic invariant is already predicting amplification with the WKB solution given by $f(t)=e^{ \pm i \int_{0}^{t} \omega(s) d s} / \sqrt{\omega(t)}$, but in this paper we will try to go beyond this adiabatic effect and we filter this by choosing these new variables [39]. Away from the WKB limit the norm of the vector $\boldsymbol{\xi}(t)$ is not constant: non-trivial amplification is captured, non-trivial in the sense that it is not predicted by WKB. In Appendix A we present some examples showing the convergence to WKB limit for large parameters $\delta$ and $q$.

Using Eq. (5) and Eq. (7), we get that

$$
\begin{equation*}
\dot{\boldsymbol{\xi}}(t)=\mathbf{C}(t) \boldsymbol{\xi}(t) \tag{8}
\end{equation*}
$$

where $\mathbf{C}(t)$ is the $\pi$-periodic matrix $\left(\begin{array}{cc}\dot{\omega} / 2 \omega & \omega \\ -\omega & -\dot{\omega} / 2 \omega\end{array}\right)$. Moreover, the vector $\boldsymbol{\xi}(t)$ is given in terms of the initial state vector $\boldsymbol{\xi}\left(t_{0}\right)$ as

$$
\begin{equation*}
\boldsymbol{\xi}(t)=\boldsymbol{\Phi}\left(t, t_{0}\right) \boldsymbol{\xi}\left(t_{0}\right) \tag{9}
\end{equation*}
$$

where the matrix $\boldsymbol{\Phi}\left(t, t_{0}\right)$ is expressed in terms of the principal matrix $\boldsymbol{\Psi}\left(t, t_{0}\right)$ through the relation
$\boldsymbol{\Phi}\left(t, t_{0}\right)=\left(\begin{array}{cc}\frac{\sqrt{\omega(t)}}{\sqrt{\omega\left(t_{0}\right)}} \Psi_{11}\left(t, t_{0}\right) & \sqrt{\omega(t) \omega\left(t_{0}\right)} \Psi_{12}\left(t, t_{0}\right) \\ \frac{1}{\sqrt{\omega(t) \omega\left(t_{0}\right)}} \Psi_{21}\left(t, t_{0}\right) & \frac{\sqrt{\omega\left(t_{0}\right)}}{\sqrt{\omega(t)}} \Psi_{22}\left(t, t_{0}\right)\end{array}\right)$.
Since $\omega\left(t_{0}+\pi\right)=\omega\left(t_{0}\right)$ the monodromy matrices $\boldsymbol{\Phi}\left(t_{0}+\right.$ $\left.\pi, t_{0}\right)$ and $\boldsymbol{\Psi}\left(t_{0}+\pi, t_{0}\right)$ share the same eigenvalues, namely the Floquet multipliers $\lambda_{ \pm}$.

## B. Choice of measure

As we noted before, to avoid amplification simply obtained by adiabatic invariance, it is the norm of $\boldsymbol{\xi}(t)$ that we will use as a measure for the amplification. In particular, the maximum possible amplification is given by the maximum of the norm of $\boldsymbol{\xi}(t)$ at a given $t$ over all the initial conditions $\boldsymbol{\xi}\left(t_{0}\right)$ at a given $t_{0}$. This is equivalent with the 2 -norm of the matrix $\mathbf{\Phi}\left(t, t_{0}\right)$ since by definition this matrix norm is given by

$$
\begin{equation*}
\left\|\boldsymbol{\Phi}\left(t, t_{0}\right)\right\|=\max _{\boldsymbol{\xi}\left(t_{0}\right),\left\|\boldsymbol{\xi}\left(t_{0}\right)\right\|=1}\left\|\boldsymbol{\Phi}\left(t, t_{0}\right) \boldsymbol{\xi}\left(t_{0}\right)\right\| \tag{11}
\end{equation*}
$$

Therefore, the quantity $\left\|\mathbf{\Phi}\left(t, t_{0}\right)\right\|$ reveals the maximum possible amplification of the vector $\boldsymbol{\xi}(t)$ at time $t$, out of all the initial conditions at $t_{0}$.

The norm of $\boldsymbol{\Phi}\left(t, t_{0}\right)$ and the corresponding maximizing initial condition $\boldsymbol{\xi}\left(t_{0}\right)$ are provided by the singular value decomposition (SVD) [40]. The SVD of a real matrix is the decomposition $\boldsymbol{\Phi}\left(t, t_{0}\right)=$ $\mathbf{U}\left(t, t_{0}\right) \boldsymbol{\Sigma}\left(t, t_{0}\right) \mathbf{V}^{T}\left(t, t_{0}\right)$, where $\boldsymbol{\Sigma}\left(t, t_{0}\right)$ is a diagonal matrix with real and nonnegative entries that are arranged in descending order. Also, $\mathbf{U}\left(t, t_{0}\right)$ and $\mathbf{V}\left(t, t_{0}\right)$ are orthogonal matrices and ${ }^{T}$ denotes the transpose. The largest singular value $\sigma_{\max }\left(t, t_{0}\right)$ (that is the first element of $\left.\boldsymbol{\Sigma}\left(t, t_{0}\right)\right)$ is the norm $\left\|\boldsymbol{\Phi}\left(t, t_{0}\right)\right\|$. Furthermore, the SVD provides also the most amplified initial condition $\boldsymbol{\xi}\left(t_{0}\right)$ : the first column of the matrix $\mathbf{V}\left(t, t_{0}\right)$.

Figure 3(a) illustrates the norm of the propagator $\boldsymbol{\Phi}(t, 0)$ as a function of the time $t$, for the set of parameters $(\delta, q)$ that is used in Fig. 2(c). The norm clearly exceeds 1, showing the existence of transient amplification in the stable regime. Moreover, the norm of the propagator is periodic when the exponent $\gamma=m_{1} / m_{2}$ and is of period at most $m_{2} \pi$ [29]. Therefore, in this example where $\gamma=0.9$, the norm of the propagator oscillates with a period of $10 \pi$. Besides, the norm of $\boldsymbol{\Phi}(t, 0)$ at time $t=5.32 \pi$ is the maximum possible amplification that we can get for this set of parameters with $t_{0}=0$. In Fig. 3(b) and (c) we present the evolution with time of the variables $X$ and $Y$ when 2 different initial conditions are considered. Both of these initial conditions yield the maximum value of $\|\boldsymbol{\xi}(t)\|$, but at 2 different "final" time $t$, at $t=0.8 \pi$ in (b) and at $t=5.32 \pi$ in (c). We present in Fig. 3(b) and (c) the corresponding norms of $\boldsymbol{\xi}$. Also shown are the quantities $\pm \sqrt{|X(0)|^{2}+|Y(0)|^{2}}= \pm 1$ (adiabatic prediction) in order to clearly see the non-trivial amplification non predicted by simple adiabatic invariace. We note here that similar transient amplifying phenomena occur for other time-dependent systems as well (see Appendix B for the Meissner equation - piecewise constant frequency $\omega(t)$ ).

## C. Floquet representation and pseudospectrum

In this part, to describe the amplification the focus will be put on the monodromy matrix. The Floquet theory states that the propagator $\boldsymbol{\Phi}\left(t, t_{0}\right)$ is written in the form [33]

$$
\begin{equation*}
\mathbf{\Phi}\left(t, t_{0}\right)=\mathbf{P}\left(t, t_{0}\right) e^{\mathbf{B}\left(t_{0}\right)\left(t-t_{0}\right)} \tag{12}
\end{equation*}
$$

where the matrix $\mathbf{P}\left(t, t_{0}\right)$ is $\pi$-periodic on both times $t$ and $t_{0}$ while the matrix $\mathbf{B}\left(t_{0}\right)$ depends only on the initial time $t_{0}$. The monodromy matrix will be denoted by $\mathbf{M}\left(t_{0}\right)$ as

$$
\begin{equation*}
\mathbf{M}\left(t_{0}\right)=e^{\mathbf{B}\left(t_{0}\right) \pi} \tag{13}
\end{equation*}
$$

Iterated powers $\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\|$ equal to $\left\|\boldsymbol{\Phi}\left(t_{0}+n \pi, t_{0}\right)\right\|$ provide the maximum possible amplification at each multiple


FIG. 3. Evolution of the norm of the propagator. The set of parameters $(\delta, q)$ that is used in this figure is the one that is also used in Fig. 2(c), namely $q=0.507$ and $\delta=3 q$, which result in a Floquet exponent $\gamma=0.9$. (a) Shown here is the norm of the propagator matrix $\boldsymbol{\Phi}(t, 0)$. (b) Evolution of the initial conditions $X(0)=0.7469$ and $Y(0)=0.6649$ which yield the maximum norm of the vector $\boldsymbol{\xi}(t)$ at time $t=0.8 \pi$. The solid curve is the norm of $\boldsymbol{\xi}(t)$. (c) Same as (b) with initial conditions $X(0)=-0.0449$ and $Y(0)=0.999$ which yield the maximum norm of the vector $\boldsymbol{\xi}(t)$ at time $t=5.32 \pi$. Also shown with black solid curve is the norm of $\boldsymbol{\xi}(t)$. In (b) and (c), the dotted lines represent the quantities $\pm \sqrt{|X(0)|^{2}+|Y(0)|^{2}}= \pm 1$.
of $\pi$ and a stroboscopic view of the amplification. It is illustrated in Fig. 4(a) where we present $\left\|\mathbf{M}^{n}(0)\right\|$ and the associated norm of the propagator $\|\boldsymbol{\Phi}(t, 0)\|$ for the same set of parameters as in Fig. 3. We already see that this stroboscopic point of view gives useful hints on the amplification. We now concentrate on finding lower bound for $\max _{n}\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\|$ using the concept of pseudospectrum.

The $\epsilon$-pseudospectrum [16] of the matrix $\mathbf{M}\left(t_{0}\right)$ is defined as the set of all the complex numbers $z$ such that

$$
\begin{equation*}
\left\|\left(z-\mathbf{M}\left(t_{0}\right)\right)^{-1}\right\|>\epsilon^{-1} \tag{14}
\end{equation*}
$$

with $\epsilon>0$. Note that the eigenvalues are points corresponding to $\epsilon \rightarrow 0$. In Fig. 4(b) are shown the boundaries of the $\epsilon$-pseudospectrum of $\mathbf{M}(0)$ for different values of $\epsilon$ where the eigenvalues of $\mathbf{M}(0)$ appear as singularities; the behavior of the pseudospectrum around these singularities gives directly lower bound for amplification. Indeed, the pseudospectrum provides several useful bounds. For instance, the maximum value of $\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\|$ can be estimated by

$$
\begin{equation*}
\max _{n}\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\| \geq \max _{\epsilon} \frac{\rho_{\epsilon}\left(\mathbf{M}\left(t_{0}\right)\right)-1}{\epsilon} \tag{15}
\end{equation*}
$$

where $\rho_{\epsilon}\left(\mathbf{M}\left(t_{0}\right)\right)$ is the so called $\epsilon$-pseudospectrum radius, given by

$$
\begin{align*}
& \rho_{\epsilon}\left(\mathbf{M}\left(t_{0}\right)\right)= \\
& \quad \max \left\{|z|: z \in \mathbb{C},\left\|\left(z-\mathbf{M}\left(t_{0}\right)\right)^{-1}\right\|>\epsilon^{-1}\right\} . \tag{16}
\end{align*}
$$

The quantity at the r.h.s of Eq. (15) is the Kreiss constant [41]. If the Kreiss constant is more than 1, then non trivial amplification is captured. At the inset of Fig. 4(b) we present the quantity $\left[\rho_{\epsilon}(\mathbf{M}(0))-1\right] / \epsilon$ as a function


FIG. 4. Amplification in terms of the monodromy matrix and its $\epsilon$-pseudospectrum. We use the same set of parameters $(\delta, q)$ as in Fig. 3. (a) The black dots denote the quantity $\left\|\mathbf{M}^{n}(0)\right\|$ and the magenta line the norm $\|\boldsymbol{\Phi}(t, 0)\|$. The cyan line corresponds to the Kreiss constant which provides a bound for $\max _{n}\left\|\mathbf{M}^{n}(0)\right\|$. (b) With crosses are shown the eigenvalues of $\mathbf{M}(0)$ which lie in the unit circle (shown with solid gray line). The black solid lines are the boundaries of the $\epsilon$-pseudospectrum for $\epsilon=0.08,0.14,0.2,0.26$. In the inset is shown the quantity at the right hand side in Eq. (15) which is a bound for the amplification. The shown plateau corresponds to the Kreiss constant, displayed also in (a) with the cyan line.
of $\epsilon$. The plateau that is shown determines the Kreiss constant which exceeds 1 indicating amplification (see also Fig. 4(a)).

## V. IMPACT OF THE INITIAL TIME

Until now, $t_{0}$ was assumed to be zero. A priori, there is no reason that it is giving the best amplification; thus we are now going to investigate other values of the initial time. At the top three panels in Fig. 5(a)-(c) we show the norm $\left\|\boldsymbol{\Phi}\left(t, t_{0}\right)\right\|$ as a function of $t$ for three different choices of $t_{0}$. At the same panels we also show the stroboscopic monodromy norm $\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\|$ as a function of $n$. These panels indicate that the initial time $t_{0}$ has an influence that should be taken into account. Going into the evaluation of the amplification lower bound we face an interesting situation: varying $t_{0}$ the pseudospectrum of $\mathbf{M}\left(t_{0}\right)$ is evolving but its eigenvalues are pinned at fixed positions (due to the similarity of two matrices $\mathbf{M}\left(t_{1}\right)$ and $\mathbf{M}\left(t_{2}\right)$ - see Section III). This is illustrated in Fig. 5 (bottom panels), where is reported the evolution of the pseudospectrum (as well as the non-normality) of $\mathbf{M}\left(t_{0}\right)$. This evolution with $t_{0}$ is also reflected by the change of the lower bound given by the Kreiss constant.

A closer look in Fig. 5 reveals that for $t_{0}=0.32 \pi$, the maximum amplification is provided merely by the monodromy matrix. This observation drive us to investigate whether something special happens for this particular initial time. To that end, in Fig. 6(a) we illustrate the quantities $\max _{t}\left\|\mathbf{\Phi}\left(t, t_{0}\right)\right\|[42]$ and $\max _{n}\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\|$ as a function of $t_{0}$ and we observe that their maxima coincide for $t_{0}=0.32 \pi$. The overall maximum ampli-


FIG. 5. Influence of the initial time $t_{0}$. In all cases we use the same set of parameters $(\delta, q)$ as in Fig. 3. Top figures (a)-(c): Shown here are the quantities $\left\|\boldsymbol{\Phi}\left(t, t_{0}\right)\right\|$ as a function of $t$ (magenta lines) and $\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\|$ as a function of $n=0,1, \ldots, 10$ (black dots), for three initial times (a) $t_{0}=0.2$. (b) $t_{0}=$ 0.32 . (c) $t_{0}=0.5$. Also shown with cyan lines are the Kreiss constants. Bottom figures (a)-(c): Corresponding boundaries of the pseudospectra for $\epsilon=0.08,0.14,0.2$ and 0.26 . Also shown with crosses are the Floquet multipliers which lie in the unit circle and do not change as $t_{0}$ changes.
fication is captured merely by the monodromy matrix. More insight into this last result is provided by studying the Kreiss constant for all $t_{0}$. It displays the same pattern as previously with its maximum for $t_{0}=0.32 \pi$ (see Fig. 6(b)).

Another measure that examines non-normality of a matrix is its Petermann factors [16, 43, 44] (or conditioning number). The two Petermann factors of the monodromy matrix are given by

$$
\begin{equation*}
K_{ \pm}=\frac{\left\|u_{ \pm}\right\|\left\|v_{ \pm}\right\|}{\left|v_{ \pm}^{\dagger} u_{ \pm}\right|} \tag{17}
\end{equation*}
$$

where $\boldsymbol{u}_{ \pm}\left(t_{0}\right), \boldsymbol{v}_{ \pm}\left(t_{0}\right)$ correspond respectively to right and left eigenvectors associated to eigenvalues $\lambda_{ \pm}$. For a normal matrix the Petermann factors are equal to 1 . In the case of the monodromy matrix in our problem its two Petermann factors $K_{ \pm}$are equal because its eigenvalues are complex conjugates in the stable region and therefore the two right and left eigenvectors are also complex conjugates, namely $\boldsymbol{u}_{+}=\overline{\boldsymbol{u}}_{-}$and $\boldsymbol{v}_{+}=\overline{\boldsymbol{v}}_{-}$. In Fig. 6(c) we present the Petermann factor $K=K_{+}=K_{-}$of the monodromy matrix as a function of the initial time, for the same set of parameters $\delta$ and $q$ used in Fig. 6(a), (b). It confirms that non-normality is maximum for $t_{0}=0.32 \pi$.

From the analysis of this part, it appears that the monodromy matrix is capable to determine the overall maxi-


FIG. 6. Evolution with $t_{0}$ of the nonnormality of the propagator. We use the same set of parameters $(\delta, q)$ as in Fig. 3. (a) Shown here is the $\max _{t}\left\|\boldsymbol{\Phi}\left(t, t_{0}\right)\right\|$ and the quantity $\max _{n}\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\|$ where $n$ is an integer number. (b) Kreiss constant, i.e., $\max _{\epsilon}\left\{\left[\rho_{\epsilon}\left(\mathbf{M}\left(t_{0}\right)\right)-1\right] / \epsilon\right\}$ as a function of the initial time $t_{0}$. (c) Shown here are the Petermann factors $K=K_{+}=K_{-}$of the monodromy matrix as the initial time $t_{0}$ changes. The Petermann factors measure the parallelism of its right and left eigenvectors.
mum amplification for the Mathieu equation. This latter occurs when the non-normality of the monodromy matrix is maximal. This property seems to be general as verified through numerical investigations for a dense set of parameters $\delta$ and $q$.

## VI. MAXIMUM TRANSIENT AMPLIFICATION: MONODROMY MATRIX DESCRIPTION

The goal of this part is to calculate the maximum possible amplification of all the stable solutions. In this section we study the quantity

$$
\begin{equation*}
\max _{t_{0}}\left[\max _{t}\left\|\mathbf{\Phi}\left(t, t_{0}\right)\right\|\right] \tag{18}
\end{equation*}
$$

at the stable region of the stability chart [45]. Figure 7(a) displays the global maximum (Eq. (18)) in the parameter plane $(\delta, q)$. Note that we consider exclusively the case of positive $\omega^{2}$ or positive permitivity, restricting our analysis within the parameter domain inside the cone $\delta=2|q|$. It is clear that the solutions close to the unstable region are intensively amplified. In fact, this maximum amplification diverges as the boundary with the unstable region is approached. Obviously along the line $\delta=0$ no amplification is captured, since the Mathieu equation drops to the equation of the harmonic oscillator. The comparison with the stroboscopic monodromy norm is dis-


FIG. 7. Global maximum amplification over all initial conditions and all initial times. (a) Shown here is the quantity $\log _{10}\left\{\max _{t_{0}}\left[\max _{t}\left\|\boldsymbol{\Phi}\left(t, t_{0}\right)\right\|\right]\right\}$ and (b) $\log _{10}\left\{\max _{t_{0}}\left[\max _{n}\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\|\right]\right\}$. These quantities are calculated at the stable regime inside the cone that is formed by the line $\delta=2|q|$.
played in Fig. 7(b) with $\max _{t_{0}}\left[\max _{n}\left\|\mathbf{M}^{n}\left(t_{0}\right)\right\|\right]$. Comparing Fig. 7(a) and (b) confirms that the monodromy matrix is able to predict the amplification. These results support our conjecture that the monodromy matrix determines the overall maximum amplification exhibited by the stable solutions of the Mathieu equation.

## VII. BACK TO THE WAVE PROPAGATION

In this last section we give an example of wave evolution governed by Eq. (1). The solution is given by $\psi(x, t)=h(x) f(t)$ with $h(x)=e^{i k x}$ and $f$ is a solution of Mathieu equation (4). We use the same set of parameters $(\delta, q)$ and $t_{0}$ as in Fig. 5(b); this $t_{0}$ resulting in the maximization of the chosen norm.

In Fig. 8(a) we present the real part of the solution $\psi(x, t)$ with initial conditions given by SVD providing the best amplification for $t=5.32 \pi$ and $t_{0}=0.32 \pi$. The result is a standing wave that is transiently amplified in time. If, instead, we simply take initial conditions that correspond to one Floquet mode (one eigenvector of the monodromy matrix) transient amplification is suppressed (Fig. 8(b)).

## VIII. CONCLUSIONS AND DISCUSSION

We have shown that a standing wave in an infinite medium that is periodically modulated in time, experiences transient amplification even with asymptotic stability. To explore this effect, we studied the transient amplifying features of the stable solutions of the Mathieu equation, which are known to be due to the nonnormality of the propagator matrix. We applied several methods (the $\epsilon$-pseudospectrum, the Kreiss constant etc)


FIG. 8. Space-time evolution of $\psi(x, t)$ satisfying Eq. (1). (a) We use as initial conditions the ones that the SVD yields and which result in the maximization of the norm that we have chosen. (b) We project the initial conditions that the SVD yields in the two Floquet modes and we cancel the contribution from one of these Floquet modes.
classically used in problems of non-normal nature. Moreover, we have taken into account the impact of the initial time and we have shown that the monodromy matrix produces the overall maximum transient amplification.

Our work has led to many questions which could be the basis of new studies. First of all, the addition of a loss factor would be of importance in view of experimental realization; then, it is expected that even with asymptotic decay a wave could still experience transient amplification for small times. Furthermore, it would be of interest to investigate the possible transient amplification experienced by a wave that is scattered through a slab with time-varying permittivity.
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## Appendix A: Norm of the vector $\xi$

We present in Fig. 9 the norm of the vector $\boldsymbol{\xi}(t)$ for four different sets $(\delta, q)$. In all cases, the parameters lie in the line $\delta=3 q$, the exponent $\gamma$ is approximately equal to 0.5 and the initial conditions are $X(0)=Y(0)=1 / \sqrt{2}$. As the parameters of the Mathieu equation increase, the norm of the vector $\boldsymbol{\xi}$ tends to the constant value $\sqrt{X^{2}(0)+Y^{2}(0)}=1$.


FIG. 9. Shown are the variables $X(t)$ and $Y(t)$ as well as the quantity $\sqrt{|X(t)|^{2}+|Y(t)|^{2}}$ as a function of time. In all cases $\delta=3 q$ and in (a) $q=0.82$, (b) $q=4.4$, (c) $q=10.79$ and (d) $q=20.03$. All these choices result in an exponent $\gamma$ that is approximately equal to 0.5 .

## Appendix B: Meissner equation

We consider here the case of a harmonic oscillator with piecewise constant time-dependent frequency $\omega(t)$ (Meissner equation [36]), i.e. $\ddot{f}+\omega^{2}(t) f=0$, varying periodically between the values $\omega_{1}=\sqrt{\kappa_{1}-2 \kappa_{2}}$ and $\omega_{2}=\sqrt{\kappa_{1}+2 \kappa_{2}}$ with $\kappa_{1,2}$ constants (see Fig. 10(a)). The parameter $\delta \tau$ in Fig. 10(a) controls the time intervals $\Delta t_{1,2}$ spend in the frequency values $\omega_{1,2}$, where $\Delta t_{1,2}=\pi / 2 \pm \delta \tau$. When $\delta \tau \neq 0$, the symmetry $\kappa_{2} \rightarrow-\kappa_{2}$ is broken, leading to a deformation in the shape of the stability chart. This is shown in Fig. 10(b) and (c) where two different values of $\delta \tau$ are chosen, $\delta \tau=0$ in (b) and $\delta \tau=4 \pi / 29$ in (c).

In order to quantify the amplification of the stable solutions, following the same transformation as in Eq. (7), we find that the monodromy matrix

$$
\Phi(\pi, 0)=\left(\begin{array}{ll}
\Phi_{11} & \Phi_{12}  \tag{B1}\\
\Phi_{21} & \Phi_{22}
\end{array}\right)
$$

in the transformed variables is given by

$$
\begin{gather*}
\Phi_{11}=\cos \left(\omega_{1} \Delta t_{1}\right) \cos \left(\omega_{2} \Delta t_{2}\right)-\frac{1}{2}\left(\frac{\omega_{1}}{\omega_{2}}+\frac{\omega_{2}}{\omega_{1}}\right) \sin \left(\omega_{1} \Delta t_{1}\right) \sin \left(\omega_{2} \Delta t_{2}\right)  \tag{B2}\\
\Phi_{12}=\sin \left(\omega_{1} \Delta t_{1}\right) \cos \left(\omega_{2} \Delta t_{2}\right)+\left(\frac{\omega_{1}}{\omega_{2}} \cos ^{2}\left(\omega_{1} \Delta t_{1} / 2\right)-\frac{\omega_{2}}{\omega_{1}} \sin ^{2}\left(\omega_{1} \Delta t_{1} / 2\right)\right) \sin \left(\omega_{2} \Delta t_{2}\right) \tag{B3}
\end{gather*}
$$

$$
\begin{gather*}
\Phi_{21}=-\sin \left(\omega_{1} \Delta t_{1}\right) \cos \left(\omega_{2} \Delta t_{2}\right)+\left(-\frac{\omega_{2}}{\omega_{1}} \cos ^{2}\left(\omega_{1} \Delta t_{1} / 2\right)+\frac{\omega_{1}}{\omega_{2}} \sin ^{2}\left(\omega_{1} \Delta t_{1} / 2\right)\right) \sin \left(\omega_{2} \Delta t_{2}\right)  \tag{B4}\\
\Phi_{22}=\Phi_{11} \tag{B5}
\end{gather*}
$$



FIG. 10. (a) Piecewise constant frequency $\omega(t)$ of the Meissner oscillator. (b), (c) Stability diagrams for $\delta \tau=0$ in (b) and $\delta \tau=4 \pi / 29$ in (c). (d), (e) Evolution of the norm of the propagator for $\delta \tau=0$ in (d) and $\delta \tau=4 \pi / 29$ in (e). In both panels (d) and (e) we set $\kappa_{2}=0.7585$ and $\kappa_{1}=3 \kappa_{2}$.

In Fig. 10(d) and (e) we present the norm of the propagator matrix $\boldsymbol{\Phi}(t, 0)$ for the same point in the stability chart (green cross) but for the two different $\delta \tau$ used in Fig. 10(b) and (c). In both cases we are in the stable region but transient amplification is observed.
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