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Detecting quasiparticle tunneling events in superconducting circuits provides information about the popula-
tion and dynamics of non-equilibrium quasiparticles. Such events can be detected by monitoring changes in the
frequency of an offset-charge-sensitive superconducting qubit. This monitoring has so far been performed by
Ramsey interferometry assisted by a readout resonator. Here, we demonstrate a quasiparticle detector based on
a superconducting qubit directly coupled to a waveguide. We directly measure quasiparticle number parity on
the qubit island by probing the coherent scattering of a microwave tone, offering simplicity of operation, fast
detection speed, and a large signal-to-noise ratio. We observe tunneling rates between 0.8 and 7 s−1, depend-
ing on the average occupation of the detector qubit, and achieve a temporal resolution below 10 µs without a
quantum-limited amplifier. Our simple and efficient detector lowers the barrier to perform studies of quasipar-
ticle population and dynamics, facilitating progress in fundamental science, quantum information processing,
and sensing.

Introduction – In superconductors, quasiparticles (QPs) [1]
are fundamental excitations emerging from the ground state of
the Cooper-pair condensate. The fraction of broken Cooper
pairs, xqp, in a superconducting island at temperature T is ex-
ponentially suppressed by ∆/kBT , where ∆ is the supercon-
ducting energy gap. However, a wide range of experiments
have consistently observed much larger values for xqp [2–6],
for example, xqp ≃ 10−9−10−5 at T ≤ 20 mK in aluminium,
while thermal equilibrium predicts xqp ≃ 10−50. This dis-
crepancy remains a fundamental puzzle. The generation of
QPs can occur through various direct or mediated Cooper-pair
breaking mechanisms, including absorption of high-energy
photons [7], interaction with phonons [8–10], and impact of
ionizing radiation [11, 12]. The processes of QP generation,
energy-relaxation [13], diffusion, and recombination collec-
tively contribute to determining the observed value of xqp.

In superconducting quantum devices, nonequilibrium QPs
can contribute to energy relaxation [5, 14, 15], decoher-
ence [14, 16, 17], temporary interruption in the flow of
persistent supercurrents [18], and nonthermal population of
quantum states [19]. Phonon-mediated QP generation can
cause correlated errors in distant qubits [11], undermining
the efficiency of error correction protocols. At the same
time, unwanted QP generation limits the ultimate performance
of quantum capacitance detectors [20], microwave kinetic-
inductance detectors [21], and superconducting nanowire sin-
gle photon detectors[22]. Understanding the energetics of QP
dynamics and suppressing their unwanted generation are thus
extremely important from both a fundamental and a practical
point of view.

Time-domain measurements of quasiparticle tunneling
rates were first performed in superconducting single-electron
transistors by monitoring the parity of the superconducting is-
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land using rf reflectometry [23, 24], with microsecond res-
olution. More recently, such measurements have been per-
formed using offset-charge-sensitive transmon-type supercon-
ducting circuits [25], exploiting the sensitivity of the funda-
mental frequency of the transmon to changes in the charge
parity of the island [26–28]. The change in frequency was
detected by performing a Ramsey sequence on the qubit, fol-
lowed by dispersive qubit readout. A variation of this scheme
was also employed, in which a change in parity imparts a
shift to the resonator frequency, and can therefore be directly
detected, jointly with the qubit state, in a single-shot mea-
surement [28]. These dispersive detection schemes have en-
abled a number of studies [10, 29–32] demonstrating statistics
of QP tunneling [27], impact of high-energy photon on QP
generation [32], phonon-induced Cooper-pair breaking [10],
signatures of thermal-equilibrium distribution of QPs [29],
effect of suppressing environmental radiation flux [31], and
superconducting-gap engineering to suppress QP tunneling
rates [33]. However, their implementation requires either cal-
ibrated time-domain pulses ( i.e. to perform a Ramsey mea-
surement) or a careful alignment of qubit and resonator tran-
sition frequencies (for direct dispersive readout). In addition,
real-time detection requires the ability to perform high-fidelity
single-shot readout, and the detection bandwidth is ultimately
limited by the resonator linewidth, which is limited to about
1 MHz if not at the expense of additional complexity in the
design (e.g. using Purcell filters [34]). These complications
hinder the widespread diffusion of studies of QP tunneling
rates, in spite of their interest and potential benefits.

In this Letter, we couple a moderately charge-sensitive
transmon-type superconducting circuit directly to a waveg-
uide, and demonstrate real-time detection of QP tunneling
events using a simple, continuous-wave measurement of the
coherent scattering of the transmon into the waveguide. The
direct coupling between transmon and waveguide [35–37] re-
sults in fast detection speed. Even without a quantum-limited
amplifier, we achieve a signal-to-noise ratio (SNR) of 2 for
an integration time of 10 µs. We observe that the measured
QP tunneling rate depends on the strength of the drive used
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FIG. 1. (a) Schematic of a transmon (approximated as a two-level
system) [in blue] coupled to a waveguide [in green], with coupling
strength Γ. One end of the waveguide is terminated with an open, and
the device is probed in reflection. (b) A false-colored image of the
device where the charge-sensitive transmon is colored in blue, and
the waveguide is colored in green. The device includes another trans-
mon, capacitively coupled to the end of the waveguide, which is far
detuned in frequency from the charge-sensitive transmon and is not
engaged in the present experiment. (c) Magnitude of reflection pa-
rameter |r(ω)| measured as a coherent tone is swept across the |0⟩ →
|1⟩ transition of the transmon, acting as the quasiparticle detector.
Destructive interference between reflected and coherently scattered
radiation results in a dip at |r(ω01)| → 0, when the drive power
Pin equates to a Rabi drive rate of Ω = 2

√
ΓPin/ℏω01 = Γ/

√
2.

The blue solid line is a fit to the data-points (blue open circles). To
avoid parity switch because of QP tunneling during acquisition of a
single trace, measurements are carried out with smaller number of
point in the frequency span and reduced averaging, sufficient enough
to resolve the resonance. (d) A total of 11 traces of |r(ω)|, such as
in (b), reveals resonances at either of two charge-parity states. The
|0⟩ → |1⟩ transition frequencies for even (odd) parity states at ω+

01

(ω−
01) are marked by vertical orange (blue) dashed lines.

to perform the measurements. We ascribe this dependence
to transmon-state-dependent quasiparticle rates, which have
been reported recently [29]. With its simplicity of opera-
tion, fast detection speed, and high SNR, the device presented
here can be conveniently employed to study the energetics of
QPs, to benchmark the efficiency of QP-poisoning mitigation
strategies, and to develop high-energy radiation sensors [38].

Real-time detection of QP tunneling events – In the transmon
design, the ratio between Josephson energy, EJ and charg-
ing energy, EC determines the sensitivity of its fundamental
transition frequency, ω01, to variations in the offset charge ng ,
expressed in units of Cooper pairs. Tunneling of a QP causes
an instantaneous jump of the electron charge parity on the is-

FIG. 2. (a) A 1 s segment time trace of reflection coefficients r+

(top panel) and r− (bottom panel), measured while simultaneously
driving the even and odd parity states [see Fig. 1(c)]. The traces
are anti-correlated random telegraph signal, where a switch between
high and low states indicate a QP tunneling event. (b) Two dimen-
sional histogram of 15000 recorded pairs (r+, r−), plotted in the
I+-I− plane. (c) Power spectral density (in blue) and fit to the data
(orange solid line) using a Lorentzian [26, 27, 40]. QP tunneling rate
Γp events are obtained from the corner-frequency of the Lorentzian.

land, P = ±1, shifting the offset charge by 1/2. For a moder-
ately charge-sensitive transmon, such a jump results in a mea-
surable frequency shift, depending on the offset charge ng .
We deonte the transition frequencies corresponding to parity
states P = ±1 as ω±

01. Here we design a single-island trans-
mon with EJ/EC =14.5, corresponding to a charge sensitiv-
ity maxng

|ω+
01 − ω−

01|/2π = 20 MHz, and average transi-
tion frequency ω̄01/2π = 4.724 GHz. We capacitively cou-
ple the transmon to an open-ended coplanar waveguide (see
schematics in Fig. 1(a) and micrograph in Fig. 1(b)) with rate
Γ/2π = 13 MHz.

To characterize our device, we send a coherent tone of vary-
ing frequency, ωd, and power, Pin, to the waveguide, driv-
ing the fundamental transition of the transmon with a rate
Ω = 2

√
ΓPin/ℏω01, and measure the coherently reflected

signal to determine the reflection coefficient r(ω). For sim-
plicity, we perform most of the measurements close to the
magic power, Pm, corresponding to a drive rate Ω = Γ/

√
2, at

which the reflected field from the open waveguide and the co-
herently scattered field by the transmon destructively interfere
at resonance, giving |r(0)| ≈ 0.

In Fig. 1(b), we show a representative trace of |r(ω)| of our
device, measured using a vector network analyzer with a total
acquisition time of 1 s. A single resonant dip is observed, to
which we fit the theoretical expression for a two-level-system
coupled to a waveguide [37, 39] to extract the resonant fre-
quency (in this case, ω−

01) and the decay rate, Γ.
To detect QP tunneling events, we perform the following

sequence of measurements, using a microwave transceiver
with both continuous-wave and time-domain capabilities.
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First, we perform 11 repeated measurements of |r(ω)| over
a frequency span 4Γ, measured with a drive power Pm. We
measure the traces with fast acquisition time (∼100 ms) while
optimizing the number of points and the averaging time to
achieve large enough SNR to clearly resolve the resonances.
As shown in Fig. 1(c), we clearly distinguish two classes of
traces (colored by blue and orange), with resonant dips at ei-
ther of two frequencies. We interpret the stochastic switching
between two types of traces as due to QP tunneling events
in-between subsequent acquisitions, and identify the two res-
onant frequencies as ω±

01. To detect the events in real time, we
simultaneously apply two continuous drives at ω±

01, record the
reflected field in time, and demodulate it at each frequency to
extract time traces of the reflection coefficients r±(t). Rep-
resentative traces are shown in Fig. 2(a) over a duration of
1 s and with a time binning of 1 ms. Switching events are
clearly resolved and manifest themselves as abrupt, perfectly
correlated switching of r+ from high to low (low to high) and
r− from low to high (high to low). We confirm the correla-
tion by constructing a 2-dimensional histogram of recorded
pairs (r−(t), r+(t)) [Fig. 2(b)]. Most of the data are clustered
around two blobs at opposite ends of the chart. The distance
between the blobs far exceeds their broadening due to noise in
the measurement, indicating a good signal-to-noise ratio. At
the same time, a small fraction of the data lie on an arch con-
necting the two blobs. These data are consistent with one or
more switching events happening during the signal integration
window, resulting in a weighted average of the signals associ-
ated with the two states. Finally, we take the power spectral
density (PSD) of one of the recorded traces (say, r+(t)), con-
tinuously recorded over 2 minutes, and observe that it is well
described by a Lorentzian.

These measurements are consistent with the direct observa-
tion of QP tunneling events, which are Poissonian in nature,
resulting in a random telegraphic signal in r+(t) and r−(t).
Since at a given moment in time, the transmon can only have
a single P , the measured pairs are anticorrelated. By simul-
taneously measuring both r+ and r−, we confirm that the
transmon stochastically jumps between the two P states, and
we conclude that these jumps originate from of QP tunneling.
From a Lorentzian fit to the data in Fig. 2(c), we extract the
QP tunneling rate, Γp [26, 27, 40].

Fluctuations in offset charge and QP tunneling rates – We in-
vestigate fluctuations by interleaving a measurement of ω±

01

[as in Fig. 1(c)] with a 5-min-long record of QP tunneling
events [as in Fig. 2(a)], from which we compute Γp [as in
Ref. Fig. 2(c)]. By repeating this sequence, we track varia-
tions in ω±

01 and Γp over a long period of time [34 hours in
Fig. 3(a,b)].

The two resonant frequencies ω+
01(t) and ω−

01(t) exhibit
slow, perfectly anticorrelated drifts [Fig. 3(a)]. Due to these
drifts, the frequency difference |ω+

01 − ω−
01|/2π [Fig. 3(b),

left axis, teal] occasionally takes value smaller than the trans-
mon linewidth Γ, preventing a clear detection of QP tunneling
event. Based on a SNR analysis, we define |ω+

01 − ω−
01|/2π ≤

10 MHz as a rejection threshold, below which we do not an-
alyze r−(t) and r+(t) traces to extract Γp. The measurement

FIG. 3. (a) Time evolution of |0⟩ → |1⟩ transition frequencies
ω+
01/2π (in orange) and ω−

01/2π (in blue) of the two charge-parity
states of the QP detector device. Fluctuations in ω+

01 and ω−
01 signi-

fies fluctuations in the background charge landscape in the vicinity
of the device. (b) |ω+

01 −ω−
01|/2π (left axis, teal solid line) extracted

from the data in (a), and Γp (right axis, black circles) versus time. (c)
Power spectral density of |ω+

01−ω−
01|/2π (teal squares) and Γp (black

circles). The teal solid line shows a Lorentzian fit to the power spec-
tral density of |ω+

01 − ω−
01|/2π versus time, with a corner frequency

of ∼ 0.2 mHz.

record of Γp shows fluctuations around the mean value of 3
Hz, but appears to be uncorrelated with the large drifts in
|ω+

01 − ω−
01| [Fig. 3(b), right axis, circles]. We find that the

power spectrum of fluctuations of |ω+
01 − ω−

01| is Lorentzian,
while fluctuations in Γp are much smaller and exhibit no char-
acteristic time scale [Fig. 3(c), teal open squares and black
open circles, respectively].

The frequency gap |ω+
01 − ω−

01| can be directly mapped to
the offset charge ng , to which we relate the observed drifts [7].
These drifts, with characteristic Lorentzian corner frequency
of ∼ 0.2 mHz have been observed previously and were as-
cribed to modifications in the charge landscape determined by
fluctuations between metastable configurations of one or few
two-level systems [41–43]. We note that it is possible to ac-
tively compensate for these drifts by using the measurement
of ω±

01 to determine the current value of ng , and then readjust
ng to its target value by applying a calibrated dc voltage to a
neighboring electrode. This technique is commonly used in
single-electron transistors and has been applied also in a con-
text similar to this work [29]. The lack of correlations between
fluctuations in Γp and ng suggests that these fluctuations (over
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the time scales considered) have a completely different origin.
In particular, the measured QP tunneling rates are independent
of the offset charge and are not affected by slow changes in the
electrostatic potential landscape.

In addition to the device presented, we have measured two
more devices, fabricated on two different wafers, and consis-
tently measured QP tunneling rates Γp ∼2-4 s−1 (measured
at the “magic power” Ω = Γ/

√
2) over multiple cooldowns.

Effect of drive amplitude – We further investigate the de-
pendence of the QP tunneling rates on the amplitude of the
drive tone used to probe the resonance. We always maintain
Ω ≪ |α|, where α/2π ≈ −450 MHz is the anharmonicity
of the transmon (design value), to ensure that transitions to
energy levels higher than |1⟩ are not driven. When driving
the ω+

01 transition with a varying rate Ω, we observe signifi-
cant variations in the measured Γp [Fig. 4(a)]. Γp monoton-
ically increases with Ω, with the steepest change observed at
low drives (Ω/Γ ≲ 1) and hints of saturation at large drives
(Ω/Γ ≈ 4). The change in Γp spans an order of magnitude
and the lowest measured rate is Γp = 1 s−1. We further
measure the average parity of the transmon, ⟨P⟩, by using the
time traces to determine how much time the transmon spends
in each parity state. We find that ⟨P⟩ also depends on Ω/Γ
[Fig. 4(b)]. At low drives, the transmon is equally likely to
occupy each of the parity states (⟨P⟩ ≈ 0). With increasing
drive, ⟨P⟩ first decreases, then drops to a value of -0.45, then
slowly increases back to 0.

We explain both trends as due to the combination of
transmon-state-dependent quasiparticle tunneling rates [29,
30, 44] and varying steady-state qubit population depending
on the drive rate [Fig. 4(c)]. In fact, apart from enabling
readout of the charge-parity states, the drive tone also in-
duces Rabi oscillations between the ground and the first ex-
cited state of the transmon. At low drive strengths, the oscil-
lations are selective to the driven parity state. With increas-
ing drive strength, the steady-state population of the excited
state increases until the transition is saturated, and the selec-
tivity decreases. The observed increase in Γp with increasing
Ω suggests a larger QP tunneling rate for the excited state of
the transmon compared to the ground state. We account for
this increase by introducing a tunneling rate Γ1, correspond-
ing to a parity switch assisted by qubit decay [29, 44, 45].
The combination of parity-selective drive and qubit state-
dependent QP rates preferentially pumps the transmon into
the undriven parity state, as observed in Fig. 4(b). When the
drive strength far exceeds the frequency splitting between par-
ity states, Ω ≫ δω, the selectivity of the drive is lost and we
recover unbiased parity occupation, ⟨P⟩ = 0.

Based on the model in Fig. 4(c), we calculate the steady-
state occupations of the four states [see Supplementary sec-
tion S6], from which we determine the average QP tunneling
rate Γp and the average parity ⟨P⟩ (see Supplementary materi-
als). By fitting the model to the data in Fig. 4(a), we reproduce
the functional dependence of the data and extract the values
Γ0 = 0.85 s−1 and Γ1 = 13 s−1. In addition, we find that the
same model quantitatively predicts the measured dependence
of ⟨P⟩ on Ω [Fig. 4(b)], without free parameters.

FIG. 4. (a) QP tunneling rate Γp (blue circles) vs amplitude of
readout tone, normalized in units of Ω/Γ. The vertical dotted line
indicates the magic power Ω/Γ = 1/

√
2. The solid line is a fit to

the data points using the model illustrated in (c), with Γ0 and Γ1

as fit parameters. (b) Expectation value of transmon parity, ⟨P⟩ vs
Ω/Γ. The solid line is the corresponding theoretical estimate, using
Γ0 and Γ1 from the fit in (a). (c) Schematic representation of the
charge-parity states of the transmon, where the arrows mark allowed
transitions: direct transmon drive, with rate Ω, transmon-state inde-
pendent parity switch, with rate Γ0, and parity switch assisted by
transmon decay, with rate Γ1. At large drive strengths, due to finite
detuning, the non-resonant transition is also effectively driven with a
smaller rate, indicated as Ω′.

Our observations of state-dependent QP tunneling rates are
compatible with Arrhenius-type activated tunneling of quasi-
particles trapped in low-superconducting-gap electrodes [29,
30]. Using the expression Γ1/Γ0 = exp(ℏωq/kBT ), we esti-
mate an effective temperature of ∼ 83 mK for the trapped QP
bath.

Discussion – We have demonstrated a QP detector based
on an offset-charge-sensitive transmon directly coupled to a
waveguide. The detection only requires simple, continuous-
wave, coherent scattering measurements. We have measured
stable QP tunneling rates between 2 and 4 s−1, uncorrelated to
slow fluctuations in the charge offset. By increasing the am-
plitude of the measurement tone, we observe an increase in
the QP tunneling rates, which we attribute to a higher average
excited-state population of the transmon. We also observe a
biased occupation of the two parity states, which we explain
as a combination of parity-state-selective driving and a higher
QP tunneling rate when the transmon is excited. Comparing
our theory model to the data, we conclude that the QP tun-
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neling rate of the excited state of the transmon, Γ1 is about
15 times larger than transmon-state independent QP tunnel-
ing rate, Γ0. According to recent literature, tunneling of the
QPs trapped in low-superconducting-gap electrodes can be
assisted by the energy of the excited state of the transmon,
which possibly explains the increase in Γ1 as compared to
Γ0 [29, 30].

The transmon-state-independent QP tunneling rate, Γ0, sets
a lower limit to the measured QP tunneling rates. It may re-
sult from photon-assisted parity switching [45] or phonon-
induced Cooper pair breaking [10]. It is also known to be
affected by several factors, including shielding of the pack-
age hosting the device [29, 31, 46], filtering of the microwave
lines used to access it [29], superconducting gap engineering
at the junction electrodes [30, 47, 48], geometry of the trans-
mon pads [32], and presence of normal-metal electrodes act-
ing as phonon traps on the chip [10]. In Supplementary Ta-
ble 1, we compare our Γp with reported values measured with
similar devices over the past 6 years, in the range between 104

and 10−2 s−1. Based on these works, it seems like reducing
QP tunneling rate from the ms−1 to the s−1 range is a pre-
requisite to observe transmon-state-dependent QP tunneling
rates. In our work, to enter this low-tunneling-rate regime, we
protect the device from high-energy photon radiation by us-
ing multiple, nested radiation shields at base temperature, and
a microwave package designed to minimize radiation leak-
age [49] [see Supplementary Fig. S1]. However, in the pre-
sented measurements, we have not employed any indium gas-
kets (to make the device enclosure light-tight), implementing
which in our setup may lead to a further reduction in Γp.

The quantum efficiency for the measurement chain in our
setup was η = 0.04 (corresponding to an added noise of
12 photons), limited by the high-mobility electron transistor
(HEMT) use as the first amplifier. This efficiency can be im-
proved by using a near-quantum-limited amplification chain,
reaching (or even surpassing, in the phase-sensitive mode)
η = 0.5 [50–52]. This improvement would directly translate
in an order of magnitude improvement in the temporal reso-
lution, from 10 µs down to below 1 µs. Such high speed and
large SNR will be specifically useful for time-resolved detec-
tion of correlated parity jumps in distant detectors [48, 53].

The QP detector transmon presented here can be straight-
forwardly integrated with other detectors, such as a radia-
tion field thermometer [39], measuring in-band thermal pho-
ton occupation, and standard transmon qubits coupled to res-
onators, as probes of various decoherence and dephasing
channels [54]. In fact, these devices can all be coupled to the
same waveguide [see Supplementary Fig. S2]. We envision
using such a multi-sensor device to benchmark performances
of cryogenic components for quantum technologies [55–57],
with the aim to improve the electromagnetic environment used
in quantum measurements. Furthermore, the direct coupling
to the waveguide drastically reduces the footprint of our QP
detector compared to conventional readout schemes based on
a dispersively coupled resonator. We foresee coupling arrays
of these detectors to a common feedline, using frequency mul-
tiplexing, and interrogating them with a comb of microwave
tones to realize detectors of high-energy radiation [38] with

100 µm spatial and 10 µs temporal resolution.
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S1. EXPERIMENTAL SETUP

We measure the devices in a dilution refrigerator with a base temperature Tmix ≤ 10 mK. In order to achieve a low quasi-
particle (QP) tunneling rate (Γp), suppressing the flux of high-energy radiation to to sample is important [31]. We use radiation
shields anchored to 50 K, 3 K, still (760 mK), and mixing chamber (10 mK) stages of the dilution refrigerator. We further use
a cryoperm shield and Cu shield, anchored to themixing chamber (10 mK) stage to enclose the sample holder [49] containing
the device. Furthermore, a magnetic shield is anchored to the outer vacuum can of the cryostat. We attenuate the input lines by
using attenuators thermalized at different stages of the cryostat [Fig. S1].

300 K

50 K

3 K

760 mK

100 mK

10 mK

-1
0

-10

-2
0

-2
0

-20

-1
-6

-3

-3

-1

HPF 

3.3 GHz

LPF

8 GHz

HEMT

+42 dB

X
3

Cryoperm

Cu shield

Quasiparticle 

detector transmon

Radiation field thermometer

transmon

X2

+26 dB

PRESTO 16

DAC

ADC

DC Block Band-pass Filter

Attenuator, -3 dB

Attenuator, -1 dB Attenuator, -10 dB

Attenuator, -20 dB

Low-pass filter

High-pass filter

Circulator

Isolator
HERD Infra-red

blocking filter

Amplifier

-10 -20

Waveguide

Cryogenic switch

FIG. S1. Measurement setup. Schematic diagram of the measurement setup, showing the measurement circuitry both inside and outside of the
cryostat. A picture of the chip shown in the inset, marks the quasiparticle detector transmon coupled to the waveguide, and the rafiation-field
thermometer [39] coupled to the open end of the waveguide.

In the cooldown during which the data in Figs. 1-3 where taken, we mounted an additional high-energy radiation drain (HERD)
filter [58] providing an attenuation in excess of 60 dB above 70 GHz, inside the cryoperm shield. However, the data presented
in Fig. 4 were taken during a different cooldown, in which we did not use the filter. In both cases, we measured a QP tunneling
rate Γp between 2 and 4 s−1, measured at the magic power. (Based on the data at hand, we cannot determine whether using the
filter improves transmon-state-independent QP tunneling rate Γ0 in our setup.)

From the fact that the addition of an IR-blocking filter did not improve Γp, we speculate that, in the present setup, Γp is not
limited by high-energy photons in the microwave lines. Indeed, in Ref. [29], it was found that the QP tunneling rate was sensitive
to IR attenuation (provided by Eccosorb filters of various lengths), only after an indium seal was added to the sample package.
We note that the sensor presented here facilitates a detailed study of the impact of IR blocking filters on QP tunneling rates; such
a study is, however, beyond the scope of this paper.

To generate the microwave tones and measurement, we use a microwave transceiver, Presto [59], which performs direct digital
synthesis of microwave signals using multiple Nyquist bands. We band-pass filter the generated signals to reject spurious signals
at other Nyquist bands. We use the continuous-wave firmware (lock-in module) of Presto to perform the time-series measurement
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detecting QP tunneling events. To reduce the data rate, the signal is integrated over time bins of 1 µs. We amplify the output
signal by using a high electron mobility transistor (HEMT) amplifier at the 3 K stage, followed by two low-noise amplifiers at
room temperature, before digitizing using the analog-to-digital converter of Presto.

S2. DEVICE FABRICATION

We fabricate the devices on 330 µm thick C-axis sapphire substrate. To fabricate the ground plane, we first deposit 150 nm Al
by electron-beam evaporation. We use optical lithography and wet etching to pattern the ground plane, coplanar waveguide, and
transmon pads. We subsequently fabricate Josephson junctions using electron-beam lithography, double-angle Al electron-beam
evaporation (nominal thicknesses 50 nm and 110 nm, deposited at an angle of 45◦), in-situ oxidation, and liftoff. The junction
design follows the Manhattan technique.

S3. MICROGRAPH OF THE FULL DEVICE

FIG. S2. Picture of the measured device.
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S4. QP TUNNELING RATE OF MULTIPLE DEVICES

In Fig. S3, we show a histogram of Γp, measured for three devices. “Device 1” corresponds to the device for which the data
is presented in the manuscript. The other two devices were fabricated in a different fabrication round and were measured in a
separate cooldown, using the same measurement setup. The red lines are the Gaussian fit to the data. For all devices, the average
rate is between 2.5 and 3 s−1.

FIG. S3. Histogram of Γp, for three devices, from data collected following a protocol described in Fig. 3(b) of the main text.

S5. COMPARISON OF MEASURED QUASIPARTICLE TUNNELING RATES

In Table S1, we list quasiparticle tunneling rate Γp reported over the past 6 years, measured using Al-based charge-sensitive
transmons, utilizing different device architectures and detection schemes.

TABLE S1. Measured QP tunneling rates in Aluminum-based, charge-sensitive transmons

No. Ref. Device Architecture Detection scheme Γp [s−1] Year

1 Serniak et. al. [27] transmon (split) 3D Ramsey 13000 2018
2 Serniak et. al. [28] transmon (split) 3D Direct dispersive readout 166 2019
3 Diamond et. al. [30] transmon (split) 3D Ramsey 340 2022
4 Gordon et. al. [31] transmon (split) Planar Ramsey 6-10 2022
5 Liu et. al. [32] transmon (single island) Planar Ramsey 13 2022
6 Pan et. al. [7] transmon (split) Planar Ramsey 0.5 2022
7 Iaia et. al. [10] transmon (single island) Planar + phonon traps Ramsey 0.023 2022
8 Kurter et. al. [60] transmon (split) Planar Ramsey 70-1000 2022
9 Connolly et. al. [29] transmon (split) 3D Direct dispersive readout 0.14 2023
10 Krause et. al. [44] transmon (split) 3D + in-plane magnetic field Ramsey 830-1250 2024
11 This work transmon (single island) Planar Direct scattering 2-4 2024

S6. ANALYSIS OF DRIVE DEPENDENT QP TUNNELING RATES

In order to understand the drive power dependent QP tunneling rates and parity biasing [Fig. 4 in main text], we solve for
drive-power dependent steady-state populations in the ground (|0⟩) and the first excited state |1⟩. We approximate the transmon
as a two-level system with two parity states [Fig. S4]. We write a rate equation of the form

dp⃗

dt
= Ap⃗, (S1)
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where the population vector p⃗ is written as

p⃗ =

p0,+
p1,+
p0,−
p1,−

 (S2)

Here, 0 and 1 indicate the ground and first excited states, and + and − indicate the even and odd parity states, and p denote
population at each state; thus p1,+ is the population of the excited state with parity P = +1.

Drive-induced population exchange between |0⟩ and |1⟩ states within same parity, spontaneous emission into the waveguide,
and parity switching due to QP tunneling process are the competing processes that determine the steady state populations. The
transitions we considered in the model are marked by arrows in Fig. S4. Together with the assumptions discussed below, they
lead to the rate matrix:

A =


−
(
Ω2

Γ + Γ0

)
Ω2

Γ + Γ Γ0 Γ1
Ω2

Γ −(Ω
2

Γ + Γ0 + Γ1 + Γ) 0 Γ0

Γ0 Γ1 −
(

ΓΩ2

Γ2+4δ2 + Γ0

)
ΓΩ2

Γ2+4δ2 + Γ

0 Γ0
ΓΩ2

Γ2+4δ2 −
(

ΓΩ2

Γ2+4δ2 + Γ0 + Γ1 + Γ
)
 (S3)

To arrive at this expression of A, we first note that the readout tone induces a population exchange rate:

Ω̃(δ) =
ΓΩ2

Γ2 + 4δ2
, (S4)

where Γ is the decay rate of the transmon to the waveguide and δ is the frequency detuning between the drive and the transmon
parity state. Thus δ = 0 for P = +1 parity and δ = ω+ − ω− for the P = −1 parity state. Here Ω is the drive strength,
related to the input power Pin by the expression Ω = 2

√
ΓPin/ℏω01. We have neglected nonradiative decay of the transmon

Γnr ≈ 2π · 5 kHz ≪ Γ and thermal excitation in the waveguide, nth ≈ 0.001 [39], at the frequency of the transmon.

drive at 

E
n
e
rg

y

FIG. S4. Two charge parity states of a transmon approximated as a two-level system. The arrows mark allowed transitions.

Regarding QP tunneling rates, we further assume that

• QP tunneling rates are parity independent: Γ+
00 = Γ−

00, Γ+
11 = Γ−

11, and Γ+
10 = Γ−

10 = Γ1.

• Tunneling processes that preserve the state of the transmon do not depend on the transmon state: Γ±
11 = Γ±

00.

• QP tuneling processes that drives a |0⟩ → |1⟩ transition are energetically suppressed.

These assumptions are consistent with transmon-state-dependent tunneling of quasiparticles, trapped in the low-superconducting
gap electrodes of the transmon, where energy of the excited state of the transmon provide additional energy in their Arrhenius-
type activated tunneling process [29, 45]. Regions with different superconducting gaps within the transmon is a consequence of
different thicknesses of Al films involved in the device fabrication process[see Sec. S2] [61]. We represent the qubit excitation
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preserving parity switching rates by Γ0 = Γ+
11 = Γ−

11 = Γ+
00 = Γ−

00, whereas any excess rate for |1⟩ state is absorbed into the
definition of Γ1.

We solve for steady state of the coupled rate equations [Eqn. S1, with Eqn. S3] and obtain average QP tunneling rate Γp =
Γ0 + (p1,+ + p1,−)Γ1:

Γp =

(
Γ0 + (2Γ0 + Γ1)x

2
) (

4Γ0δ
2 + Γ2

(
Γ0 + (2Γ0 + Γ1)x

2
))

Γ1x2 (2δ2 + Γ2 (2x2 + 1)) + Γ0 (2x2 + 1) (4δ2 + Γ2 (2x2 + 1))
(S5)

Here x = Ω/Γ. We have used Eqn. S5 to fit the drive power dependent Γp in Fig. 3(a) of the main text, with Γ0 and Γ1 being
the only fit parameters, while δ and Γ are obtained from independent characterization of the device.

The expectation value of parity ⟨P⟩ is further calculated from the steady-state solution as ⟨P⟩ = −1(p0,−+p1,−)+(p0,++p1,+).
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