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Abstract

A fundamental characteristic common to both human
vision and natural language is their compositional nature.
Yet, despite the performance gains contributed by large vi-
sion and language pretraining, recent investigations find
that most—if not all—our state-of-the-art vision-language
models struggle at compositionality. They are unable to dis-
tinguish between images of “a girl in white facing a man in
black” and “a girl in black facing a man in white”. More-
over, prior work suggests that compositionality doesn’t arise
with scale: larger model sizes or training data don’t help.
This paper develops a new iterated training algorithm that in-
centivizes compositionality. We draw on decades of cognitive
science research that identifies cultural transmission—the
need to teach a new generation—as a necessary inductive
prior that incentivizes humans to develop compositional lan-
guages. Specifically, we reframe vision-language contrastive
learning as the Lewis Signaling Game between a vision agent
and a language agent, and operationalize cultural trans-
mission by iteratively resetting one of the agent’s weights
during training. After every iteration, this training paradigm
induces representations that become “easier to learn”, a
property of compositional languages: e.g. our model trained
on CC3M and CCI2M improves standard CLIP by 4.7%,
4.0% respectfully in the SugarCrepe benchmark.

1. Introduction

Scholars across disciples herald compositionality as a fun-
damental presupposition characterizing both human percep-
tion and linguistic processing [12, 17]. Through composi-
tional reasoning, humans can comprehend the photos they
take and describe those images by composing words to-
gether [2, 8, 26, 27]. For instance, compositionality allows
people to differentiate between a photo of “a gold colored
dog facing a person wearing black™ and ‘“‘a black colored
dog facing a person wearing gold”. Given its importance,
research in both computer vision and natural language pro-
cessing has sought to develop models that can similarly
comprehend scenes and express them through compositional
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language [20, 28, 34, 42].

Yet, a series of recent evaluation benchmarks conclude
that state-of-the-art vision-language models exhibit little to
no compositionality [24, 43, 51, 60, 69, 72]. In fact, in many
specific evaluation conditions, models perform almost close
to random chance. Even models such as CLIP [48], which
has become the backbone for many vision tasks, exhibit
little compositionality. More striking are the experiments
that suggest that compositionality doesn’t emerge with scale,
i.e. vision models do not become more compositional with
increasing model size or training data [24, 43]. Similar
experiments in natural language processing find that large
language models also struggle with compositionality [1, 16].

Meanwhile, Cognitive Scientists have spent the last two
decades studying the emergence of compositionality in hu-
man language. The results seem to indicate that the primary
inductive prior that leads to language compositionality is cul-
tural transmission: a phenomenon where an older generation
transmits their language to a new generation [3, 5, 61, 63].
They hypothesize that this need to teach our offsprings our
language creates a natural preference towards languages that
are easier to learn. A compositional language, which neces-
sitates learning only a limited number of symbols to express
infinite concepts, is therefore preferred to ones with unique
symbol-to-concept bindings.

To demonstrate this hypothesis, scientists study the lan-
guage that emerged from the “Lewis Signaling Game”.
Lewis Signaling Game [37] is a theoretical framework where
two people communicate with one another to solve the “ob-
ject reference” problem (Fig. 1(1a)). Their communication
channel is restricted to symbols, which do not represent
any known language, forcing participants to develop a new
shared language to communicate. They simulate cultural
transmission by replacing human participants across “gener-
ations”, and observe how new combinations of participants
modify their language (Fig. 1(1b)). They verify that over
multiple generations, the emergent language becomes more
compositional [10, 11, 21, 30, 38, 63].

In this paper, we operationalize cultural transmission as
an iterated learning (IL) algorithm for vision-language mod-
els. Consider the popular CLIP model; it is trained to learn
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Figure 1. (1). From studying the language that emerged from Lewis Signaling Game, evolutionary linguistics found that iterated learning
with cultural transmission leads to language compositionality. (2). We interpret vision-language model training as Lewis Signaling Game
between neural agents, and discovered iterated learning can also improve the compositionality of vision-language model’s representation

representations through an interplay between vision and lan-
guage representations [48]. At a high level, its contrastive
learning objective trains image representations that can re-
trieve their corresponding textual description from a set of
distractors, and vice versa. We reframe this objective through
the lens of the Lewis Signaling Game (Fig. 1(2a)). Simi-
lar to the cognitive science studies that involve two human
participants, vision-language training can be viewed as a
game between two model participants: a vision agent and a
language agent attempting to learn a shared representation.
With this framing in mind, we apply cultural transmission
by periodically spawning a new language agent to replace
the old one (Fig. 1(2b)). Intuitively, the need to re-train a
new language agent is akin to “teaching a new generation”
and should similarly encourage the vision agent to produce
representations that are easier to learn. We also create the
notion of “shared and limited communication symbols” by
learning a shared codebook as the basis for representations
that both agents can use.

Our experiments demonstrate that our algorithm does
in fact induce easy-to-learn representation, improving com-
positionality in vision-language models. For example, our
model trained in CC3M improves standard CLIP by 4.7% in
SugarCrepe [24] and by 3.8% in CREPE [43], both bench-
marks are specially designed for testing compositionality for
vision-language models. Notably, our model exhibits better
compositionality than existing compositional methods, such
as NegCLIP [68]. Our model does not require extra train-
ing time despite periodically resetting model weights, and
does not harm the CLIP’s recognition performance. We also
demonstrate the easy-to-learn property in our representation
in experiments and find that the emerged codebook contains
interpretable concepts.

2. Related Works

Our work is inspired by cognitive science literature and
the related works span various areas, including large vision-
language models, the emergence of language, and interacting
neural agents.

Compositionality in vision-language models. With the
popularity of the CLIP model [48], contrastive learning has
become the de-facto way of aligning representations for
different modalities [18, 25, 39, 55, 65, 67, 73]. However,
despite their remarkable ability in zero-shot recognition [48],
their features exhibit little compositionality [24, 43, 51, 60,
69, 72]. For example, all models struggle to identify the
captions with correct word order [68], compose concepts
together to express compositional concepts [43], and com-
pose attributes and relations [22, 51, 68, 72]. Attempts have
been made to enhance CLIP’s compositionality, including
hard-negative mining [68], cleaning the data [39], and using
novel representation formats [7, 41, 74]. However, the re-
cently proposed SugarCrepe benchmark [24] finds that their
improvements are overestimated, calling for a more effective
method.

Iterated learning and cultural transmission. Human lan-
guage is, for the most part, compositional. Evolutionary
linguists have spent decades studying the origin of com-
positionality of human language [46, 47]. One important
factor appears to be the need to transmit the language across
multiple generations [32], formulated by Kirby [30-32] as
a framework called iterated learning. Extensive simula-
tions [4, 9, 59] and human experiments [11, 31, 32, 58]
demonstrate its ability to incentivize the emergence of
compositional structure in their language, in small-scale
and quantized environments. Newer experiments in open



and continuous environments also conclude similar find-
ings [5, 57, 64], although they observe a large amount of
randomness across experiments [5].

Emergence of linguistic structure in neural agents. Col-
laborative Al agent systems have been the subject of much
research, in which neural agents communicate to learn a
language while accomplishing goals [13, 33, 35, 36, 52].
Most approaches learn a discrete communication protocol
while playing the Lewis Signaling Game [10, 33, 35, 38, 52].
Researchers find the language developed by agents, if com-
positional, shows enhanced systematic generalization ca-
pabilities [6, 33, 52]. However, compositionality does not
occur naturally [6, 33] and is not tied to generalization pres-
sure [29]. Some works introduced neural iterated learning
frameworks [10, 38, 50, 52, 53, 62]. Using topographic
similarity as a measurement, they found that emergent lan-
guage is more compositional [10, 38, 52]. Some works also
show the resulting compositional language is easier to learn
[38, 54], corresponding to the finding in cognitive science
[32]. However, the experiments are limited to small domains
with easily-categorizable inputs like simple cubics or balls
[33, 35, 38, 52]. The message structures and network archi-
tecture are also simple, raising the question of scalability.
Our work is similar in the idea of using iterated learning
to boost compositionality. However, our model observes
large-scale real-world data that are not easily categorizable
and uses contrastive learning as opposed to reinforcement
learning used by most methods.

3. Method

We design an iterated learning algorithm to improve the
compositionality of vision-language models. To do so, we
draw an analogy between the process of vision-language con-
trastive learning and the procedure of Lewis Signal Game
[36], and build our method upon CLIP’s training objec-
tive [48]. We first reframe CLIP as Lewis Signaling Game
(Sec. 3.1); then we introduce the shared codebook module
that bottlenecks each modalities’ representations (Sec. 3.2);
finally, we describe our iterated learning algorithm (Sec. 3.3).

3.1. Reframing vision-language contrastive learn-
ing as a Lewis Signaling Game

In the traditional Lewis Signaling Game, two people com-
municate through restricted symbols to solve a referential
task. In the task, one person called the “director” observes
an input stimuli (usually a picture of abstract shapes) and
needs to choose a sequence of symbols from a limited vo-
cabulary to send over to the second person, the “matcher”.
The matcher sees only the symbols and a set of observations,
from which they must identify the one seen by the director.
The evolving conversation patterns across time are treated
as emergent language. This game setup is similar to the con-
trastive learning procedure popular today in vision-language

training, where a vision agent and a language agent observe
modality-specific inputs and need to communicate together
to identify the matching image-text pairs from distractors.

More formally, during the training process, two agents
observe their distinctive inputs (images {u;}¥, for the vi-
sion agent and texts {v; }Y; for the language agent). They
encode the inputs to representations ( fg(u;), g4 (v;)), which
serves as the cross-agent communication messages. The
communication objective is that, given N images and N
pieces of text, the corresponding image-text pairs should
be successfully matched, implemented using the contrastive
objective:

N
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where 7 is a small constant. The final aligned representa-
tion (fo(u:), g4(v;)) can be viewed as the shared language
emergent between the two agents.

3.2. Shared codebook for a regulated representation

One of the key designs of the Lewis Signaling Game is
the limited vocabulary that participants can use, while in
vision-language contrastive learning the agents don’t have
any regulation on the representations they use to communi-
cate. Therefore, to follow the Lewis Signaling Game, we
employ a learnable codebook as the basis of representations
shared by agents to regulate their representation space. In
particular, the codebook is composed of a finite number of
codes, representing shared and limited “vocabularies* in the
learned language. The final layer of vision and language
encoders sparsely combines the codebook to produce the
final representation, representing the learnable “vocabulary
composition rule*

Let {c;}$, be a codebook, where C is the predefined
number of codes. We use the Transformer architecture for
both agents. Thus, given an input image u, the vision agent
f extracts patch embeddings p; for each patch j from the
transformer’s last-layer activations. We define the similarity
score between code ¢; and the image v as the maximum
cosine value between the code and patch features:

ri' =max < fp.,c; > 2)
J

This codebook architecture is derived from recent work us-
ing codebooks for vision-language training [7]. Following
[7], we normalize ;' using Sparsemax function [44], which
generates a sparse similarity score w; for each code. The
output representation for the input image w is the linear com-
bination of codes ¢;, with w; being multiplied as weights:

c
flu) = Zw:’ ¢ 3)
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Figure 2. Our iterated learning algorithm is built on CLIP augmented with a shared codebook. The algorithm consists of a warmup stage and
three iterated phases that cycle until the end of training. In each cycle, we 1) spawn a new language agent to replace the old one. 2) frozen
codebook weight for a certain number of steps. 3) let agents interact under standard vision-language contrastive learning.

The procedure for obtaining text representation g(v) using
the language agent g is defined analogously. Instead of patch
embeddings for the vision agent, here, we use the language
input’s token embeddings.

3.3. Iterated learning in training

Our iterated learning algorithm consists of a warmup stage,
followed by K training cycles; each mirrors the concept of
’generations’ in cultural transmission theory and consists of
three phases: spawning a new language agent, distillation
from the codebook, and an interaction phase. We visualize
the algorithm in Fig. 2.

Initialization and warmup stage. The beginning of our
training algorithm is similar to CLIP’s algorithm. We ran-
domly initialize the parameters of both the agents and let
them train for 1’,.,, number of iterations.

Spawning a new language agent. This stage simulates
introducing a new participant that replaces an older one, rep-
resenting a new generation in cultural transmission. While
studies in cognitive science [3, 5] replace both participants
over multiple generations, our ablation study indicates that
replacing both is unnecessary; it even increases the training
time required to achieve the same level of compositionality.
By contrast, we replace only the language agent between
generations by reinitializing it with random parameters. Al-
though outside the scope of this paper, we hypothesize that
resetting just the language agent works better empirically
because the vision agent needs to simultaneously learn lower-
level visual features and also associate them with high-level
concepts while the language agent only needs to learn to
extract high-level concepts from text.

Distilling from the codebook. Serving as the basis for both
agent’s representations, the quality of the learned codebook
is essential. We find that introducing a new agent, with
its randomly initialized and under-trained weights, leads to
large changes to the codebook gradients, causing instability
in training. We, therefore, add a distillation stage to ensure
that the codebook evolves smoothly across generations. The

older language agent is distilled into the new language agent
for Ty;st4; iterations [23]. We temporarily freeze the code-
book’s weights during this phase. This allows the new agent
to adapt to the existing codebook structure without introduc-
ing disruptive changes. Unlike traditional distillation, this
phase does not train till convergence. After T;s+i11 steps, we
switch to the interaction phase.

Interaction phase. After distillation, we unfreeze the code-
book and train the model normally following the standard
vision-language contrastive learning paradigm [48]. By let-
ting agents interact freely, we expect their representations to
begin aligning with one another again. We also limit the du-
ration of this interacting phase to be T;,tcrqct Step, ensuring
a learning bottleneck such that the education process from
the old vision agent to the new language agent is incomplete
and biased.

After the interacting stage, the current generation of
agents is considered finished and the next generation be-
gins. We repeat the above three phases until the end of
training. During the last phase, we extend the interaction
phase to allow training till convergence.

Understanding our algorithm. From a cognitive science
perspective, the “knowledge gap” between old and new
agents creates an implicit “teaching” scenario, where the
vision agent interacts with the newly initialized language
agent to realign both their cross-modal representations. This
pressure to teach, as posited in cultural transmission the-
ory, encourages the developed representations to be easier
for subsequent agents to learn, potentially leading to better
compositionally. We empirically demonstrate this "easy-to-
learn" property at Sec. 4.4.

From a machine learning perspective, theory and results
suggest that self-distillation performs label smoothening [71]
and smoothness regularization in the function space [45].
It reinforces the optimization bias of neural networks for
smooth solutions [49]. In other words, distillation with early
stopping—TIike the one we are doing—makes the new gener-
ation a smoother low-frequency approximation of the older



CREPE-systematicity CREPE-productivity SugarCrepe Cola  Winoground
Dataset Method Mean
atom compound replace swap negate add replace swap Txt2Img Txt2Img
CLIP [48] 28.1 38.4 9.8 18.1 40 619 643 529 17.6 8.1 28.3
CC3M Codebook*-CLIP [7] 28.8 40.3 109 19.2 3.5 659 648 549 15.7 8.8 31.2
NegCLIP" [68] 29.5 41.8 116 333 58 593 592 60.1 16.5 11.8 32.8
IL-CLIP (Ours) 33.2 47.7 146 223 53 661 67.0 545 20.0 13.3 34.4
CLIP [48] 35.0 42.7 123 195 146 675 700 60.2 21.5 7.2 349
CC12M Codebool:—CLIP [71 35.6 43.9 144 220 128 713 711 595 20.8 9.5 36.1
NegCLIP™ [68] 36.6 45.2 149 358 152 650 702 67.2 22.7 7.3 38.0
IL-CLIP (Ours) 36.6 47.5 179 239 148 738 73.0 629 20.2 10.1 38.0

Table 1. Evaluation on compositionality benchmarks. We do image-to-text retrieval on CREPE systematicity-CC12M split, CREPE
productivity split, and SugarCrepe [24, 43]. We do text-to-image retrieval on Cola and Winoground [14, 51]. We report the retrieval R@1
scores. IL-CLIP notably improves CLIP’s compositionality, and exhibits better performance than NegCLIP in most datasets. (*) Note that
NegCLIP directly trains on the text negatives close to “swap” objectives, and therefore obtains unusually high scores for that split.
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CLIP [48] 13.7 18.6 435 80.7 443 60.1 28.6 89 9.1 8.3 80 195 52 126 11.7 3.0 177 72 217
CcO3M Codebook-CLIP [7] 14.8 22.0 49.8 854 483 608 304 8.8 85 105 91 167 48 198 175 3.7 201 82 244
N NegCLIP [68] 11.8 19.6 440 782 446 52.1 258 9.1 8.6 6.6 69 151 62 138 119 24 158 51 210
IL-CLIP (Ours) 142 209 486 87.7 483 61.1 328 100 9.2 9.1 84 158 55 156 187 29 188 6.5 242
CLIP [48] 314 309 60.1 893 533 725 410 496 21.1 315 178 200 11.7 265 13.6 44 442 240 357
cCioM Codebook-CLIP [7] 342 39.6 68.1 903 555 754 458 539 248 323 204 240 155 276 11.7 52 488 269 388
NegCLIP [68] 289 27.1 554 89.7 541 728 426 446 223 302 178 17.5 105 262 159 4.1 39.6 220 345
IL-CLIP (Ours) 328 325 616 941 600 769 49.7 516 214 31.8 227 206 129 27.7 153 7.2 49.0 256 385

Table 2. Evaluation of zero-shot image classification on 18 commonly used public datasets. Scores are reported in terms of top-1
accuracy. Using a shared codebook (Codebook-CLIP) boosts standard CLIP’s classification performance, and adding our iterated learning
paradigm on top of Codebook-CLIP (IL-CLIP) does not sacrifice the overall performance.

generation. During the interaction phase, the vision agent ad-
justs its parameters to align better with this newer, smoother
language agent. Since smoother functions are characterized
by a smaller Lipschitz constant, they are easier to learn;
therefore, every iteration should lead to easier-to-learn func-
tions. Since compositional languages are easier to learn,
every cycle possibly makes the representations more com-
positional. We observe this phenomenon empirically in our
experiments. At Sec. 4.4, we show through experiment that
the upper bound of Lipschitz constant indeed decreases over
time.

4. Experiment

Our experiments evaluate both the compositionality (Sec.
4.2) and recognition capability (Sec. 4.3) of the trained rep-
resentation. In Sec. 4.4, we provide a detailed analysis of
iterated learning, followed by model ablations in Sec. 4.5.
We start by describing implementation details.

4.1. Experiment Setup

Training. We utilize controlled experimental settings to en-
sure fair comparisons across models. We train our model and
all the baselines on both CC3M and CC12M datasets [56].

For the vision agent, we adopt the default Vision Transformer
(ViT-B/32) architecture [15], while the language agent is the
same basic transformer architecture as the text encoder in
CLIP [48]. Following [7], the codebook contains 16, 384
codes, each a 512-dimensional vector. In CC3M, we set
Twarms Taistill; Tinteract to be 6000, 1000, and 5000 steps
respectively. We extended the training of the model with
the final generation’s parameters for additional 12k steps to
ensure better convergence. We use a batch size of 1024. De-
tailed hyperparameter settings are available in the appendix.

Baseline models. We compare our method with standard
CLIP [48], CLIP augmented with codebook (codebook-
CLIP) [7], and CLIP enhanced through negative mining
for improving compositionality (NegCLIP) [68]. Hard nega-
tive mining assumes an underlying compositional structure
and produces hard negatives given that structure. As such,
NegCLIP serves as an unfair baseline that has additional
information about how the compositionality evaluation sets
were constructed. We follow the NegCLIP design in [68],
with the difference that we are training from scratch. We
create text negatives by swapping linguistic elements. We
generate image negatives by maintaining a running pool of
image representations, from which we extract the nearest
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Figure 3. Iterated learning loss curve. Cross-modality
alignment steadily improves across generations.

neighbors for each batch. For a fair comparison, all models
(except for NegCLIP) are trained using identical dataset and
training protocols. NegCLIP sees twice the amount of text
data because of the hard negatives, and takes ~1.5x more
steps to train.

4.2, Iterated learning improves compositionality

We evaluate compositionality using SugarCrepe [24],
CREPE [43], Cola [51], and Winoground [14] (Tab. 1).
These benchmarks contain image-text retrieval tasks with
compositional hard-negative distractions. CREPE and Sug-
arCrepe generate hard negative captions by swapping, re-
placing, or adding linguistic elements, whereas Cola and
Winoground feature hand-curated hard negative images with
similar visual elements but differing semantic meanings.
We show examples of these data in Tab. 7. Tab. 1 shows
image-to-text retrieval accuracy for CREPE and SugarCrepe,
alongside text-to-image retrieval accuracy for Cola and
Winoground.

Our model outperforms all baselines in most datasets
and shows notable improvement over standard CLIP. In par-
ticular, our model improves CLIP more significantly than
NegCLIP, which sees text negatives close to the data in
benchmarks in training time. NegCLIP achieves high scores
in subsets that are close to its training objective (e.g. word
swapping and negating), but fails to generalize to other
hard negative types. Codebook-CLIP also gains perfor-
mance improvement over CLIP, perhaps because the sparse
codebook weight cleans supervision when facing part-of-
image matches part-of-text scenarios. So the improvement
of our IL-CLIP is contributed both by the iterated learning
paradigm and by the shared codebook.

4.3. Iterated learning doesn’t harm recognition

We evaluate how iterated learning affects image recogni-
tion, following the common practice of evaluating zero-shot
image classification. We report the zero-shot image-text
retrieval and linear probing performance in the appendix.

We conduct the zero-shot image classification on 18 widely-
used datasets (Tab. 2), including both standard recognition
datasets and datasets from the VTab benchmark [70] that
measure the model’s robustness.

In line with findings from [7], we also observe improve-
ments for Codebook-CLIP over the standard CLIP model.
Benefiting from the shared codebook, IL-CLIP also improves
standard CLIP performance. We observe that using iterated
learning on top of CLIP-codebook downgrades its perfor-
mance slightly, but the difference is minimal, and IL-CLIP
ranks the best in several datasets. NegCLIP, however, per-
forms notably worse than standard CLIP. This is perhaps
because compositionality is often viewed to be in opposition
to tasks that improve with context. Intuitively, if a model
uses context to predict the existence of the “road” when
it sees a “car®, it will increase performance on recognition
benchmarks but is not compositional. Such contextual biases
are commonplace in vision benchmarks, causing composi-
tionality to be at odds with recognition Surprisingly, iter-
ated learning renders on-par performance compared with its
normal training counterparts. Thus, we conclude that the
iterated learning paradigm does not harm recognition.

4.4. Analysis on iterated learning

We provide a detailed analysis of iterated learning here, in-
cluding evidence that IL produces easy-to-learn represen-
tations, improvement of cross-modality alignment across
generations, and interpretability in the codebook.

Iterated learning produces easy-to-learn visual represen-
tation. As shown in cognitive science studies [5, 32, 46],
compositional languages are easy-to-learn. While it is diffi-
cult to explicitly prove that the learned visual representations
are compositional, we design an experiment to demonstrate
they are easy-to-learn by new language agents. In particu-
lar, given a visual agent and the codebook from a certain
generation, we fix their weights and use them to train a new
language agent via contrastive loss. We target to observe
how well a language agent can “learn” to align its represen-
tation from different well-trained visual agent “teachers”.
We evaluate both our IL-CLIP (with iterated learning) and
codebook-CLIP (without iterated learning). The spawned
language agents in all runs are initialized using the same
random weights. The results are shown in Fig. 5. We find
the language agents paired with vision representations devel-
oped through iterated learning achieved significantly higher
matching accuracy, implying enhanced ease of learning. This
is further underscored by the steeper initial slope of accuracy
curves of IL-CLIP, indicating the faster learning speed for
the new language agent. Thus, we conclude that IL-trained
visual representation is significantly easier to learn and there-
fore has more chance to be compositional. Additionally, we
observe from the curves of IL-CLIP that the top-1 accuracy
is much higher if visual representations from later genera-
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tions are used, suggesting that the property of being easy to
learn progressively evolves across generations.

Iterated learning performs smoothness regularization
We find that iterated learning can be seen a smoothness regu-
larization by comparing the Lipschitz constant between our
models and codebook-CLIP. While the exact Lipschitz con-
stant for a complex model is intractable, we can estimate the
upper bound of Lipschitz constant [19]. As shown in Fig. 4,
the estimated upper bound of Lipschitz constant decreases as
generation increases in iterated learning setting and is much
smaller than the model trained with the standard scheme.
Cross-modality alignment steadily improves across gen-
erations. The contrastive loss measures the cross-modality
alignment between image-text pairs. We plot the training
loss for one of our IL-CLIP models (Fig. 3). Despite the
big increase in loss when a new language agent is spawned,
the loss still decays smoothly across generations. We at-
tribute this to the representations becoming easier to learn,
so the new language agents need fewer iterations to reach the
alignment of the last generation and start to improve further.
The evolved codebook is (mostly) interpretable. We vi-
sualize the learned codebook by retrieving the top 5 most
relevant images for each code (using Eq 2). We find that
the codes correspond to different (somewhat) interpretable
semantic concepts In Fig. 6(a), we show three examples of
codes that happen to align with human vocabulary, while we
show the foremost codes (sorted by index) in the appendix
to ensure unbiased evidence. After mapping the codes man-
ually, we can reverse the process and interpret which codes
are selected when viewing a new image (Fig. 6(b)). For
example, both the “horse” and “tent” codes are assigned a
higher weight when viewing an image that contains both,
indicating the model’s compositional understanding. We find
that such interpretations are harder to find in codebook-CLIP
(e.g. Fig. 7), which is shown via a user study in the appendix.

4.5. Ablation Study

We ablate the training duration for each generation, which
agent to reset, and the choice to freeze the codebook during
distillation. All models are trained on CC3M dataset.

language encoder is trained to align with fixed visual representation. We com-
pare between visual representation produced with iterated learning (left) and without
iterated learning (right).

Generation cycle. We train three models using different
numbers of steps for each generation while ensuring the
same total number of training steps. Tab. 3 shows that both
too few and too many steps will result in a decrease in compo-
sitionality performance, while the recognition performance
is positively related to the number of steps. We hypothesize
that, on one hand, the interacting agents may not be able to
produce reasonably aligned representation in a very short
generation cycle, and the resulting low recognition perfor-
mance can negatively influence compositionality, demon-
strated in [24, 43]. On the other hand, a long generation
cycle enables agents to converge better in one generation,
potentially leading to better recognition. However, the reduc-
tion of generational transition frequency possibly decreases
the chance to evolve more compositional representation.
Which agent to spawn? We experiment with resetting only
language/vision agents and resetting both alternatively. Re-
setting only language agents renders the best performance.
The alternative reset setting significantly downgraded the
performance, suggesting ensuring the continuity of at least
one side of agent weight is necessary for preventing the
loss of recognition capacity. Interestingly, spawning lan-
guage agents exhibit better performance than resetting vision
agents, although the training paradigm is entirely symmetric.
This is perhaps because vision agents need to learn low-level
feature extractors before obtaining high-level concepts while
the text is naturally abstracted by humans, therefore resetting
vision agents would require more re-training efforts.
Frozen codebook. We study the necessity of enforcing the
continuous evolution of the codebook. We train another
model without fixing the codebook weight at the start of
each generation. According to Table 3, this downgrades both
the compositionality and recognition performance, since the
randomly initialized weight of the newly initialized agent
may contaminate the codebook.

IL w/wo codebook. Finally, we compare our method with-
/without the codebook. The results demonstrate the efficacy
of using a codebook for iterated learning, since our method
without the codebook underperforms its counterpart with the
codebook under both compositionality and image classifica-



Code #4: Horse

Code #4 Horse

|——————§ Ranks 0.04 % in codebook

Horse

& Tent Code #7 Crowd |———@—— Ranks 41.4 % in codebook

Code #18 Tent | ——————@ Ranks 0.85 % in codebook

Code #4 Horse  |—————@ Ranks 0.46 % in codebook
Code #7 Crowd |————— Ranks 0.14 % in codebook

F——8—— Ranks 55.3 % in codebook

Crowd

&Horse g Code #18 Tent

(b) Ranks of all codes in descending order based on their respective weights
when linearly combining into image representation

Figure 6. Visualization of the codebook. Most of the codes in the
evolved codebook are well-grounded to specific semantic meanings,
and we found some of them align with human vocabulary. We can
also visualize the model’s compositional reasoning by measuring
how much each code contributes to the image representation.

tion evaluations.

IL vs. Lipschitz Regularization. In Sec. 4.4, we show that
iterated learning performs smoothness regularization and
reduces Lipschitz constant. A natural question is if Lipschitz
regularization can achieve the same effect as iterated learn-
ing. We therefore trained a variant of Lipschitz-regularized
CLIP that applies spectral normalization after each linear
layer. As shown in Tab. 3, the model trained with only
Lipschitz regularization barely improves performance.

IL-CLIP (iterated learning) Codebook-CLIP

Figure 7. Comparison of codebook interpretability. As an ex-

ample, we retrieve Top-3 most relevant images for the “football
player” code, and find IL-CLIP produces more consistent images.

Study Objectives Variation COMP CLS
3k step 321 23.8
Generation Cycle 6k steps 344 242
12k steps 329 24.3
Language Agent 34.4 24.2
Spawn Target Vision Agent 339 24.0
Alternatively 30.7 21.4
- w weight fixed 344 24.2

Codebook Continuit
OCCDOOR LOMIMUIY  G/o weight fixed 319 24.0
w codebook 34.4 24.2
I whvo Codebook | debook 280 215

Iterated learning 34.4 24.2

Lipschitz Regularizati
{PSCtz REUANZAUOn 1 Regularized 278 210

Table 3. Ablation study: “COMP” represents average scores of
compositional benchmarks in Sec. 4.2. “CLS” represents average
scores of image classification (same datasets as in Sec. 4.3)

5. Discussion

Conclusions. In this paper, we design an iterated learning
algorithm that improves the compositionality in large vision-
language models, inspired by cultural transmission theory in
cognitive science. To achieve this, we treat vision-language
contrastive learning as two agents playing the Lewis Signal-
ing Game, and iteratively spawning new language agents by
resetting weights. Our model demonstrates improvements in
compositional understanding over the standard CLIP across
various benchmarks, while maintaining comparable recogni-
tion capabilities. This work paves the way for future advance-
ments in other areas requiring compositional understanding,
suggesting the potential applicability of iterated learning in
a broader range of tasks.

Limitations. Similar to the findings in cognitive science
[5], we observe that the learning process of IL-CLIP
could be unstable due to the randomness in spawning new
agents. More work is needed to stabilize the learning process.
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A. Implementation Detail

We state the implementation details of training and evaluat-
ing models in this section.

Training. We list the hyperparameters we used in pretraining
in Table 4. Note that our learning rate schedule during
training is different from most vision-language models: we
perform a linear warm-up at the start of every generation,
but the long-term trend follows cosine annealing decay.

Hyperparameter Value
optimizer type AdamW
base learning rate 0.0005
weight decay 0.1

B 0.9
Ba 0.98

Ir scheduler Cosine Annealing
warmup step 500 for every generation
image resolution 224

max token number 77

Table 4. Common hyperparameters used for IL-CLIP pre-training.

Zero-shot image classification. We represent each class
by its text description. After extracting the image feature
from a target image and text features for all class names, the
category of the image can be predicted by choosing the class
with the maximum cosine similarity score between its text
feature and the image feature. We use the same multiple
prompt types as in CLIP paper [48], and the final predictions
are averaged between prompts.

B. Additional Experiments on Recognition

We supplement the recognition evaluation by doing linear
probing and zero-shot image-text retrieval tasks.

Linear probing. In this evaluation, we classify images by
training a linear network layer on top of extracted vision
features. Following CLIP [48], We train a logistic regression
classifier with L-BFGS optimizer. We set the base learning
rate to be 0.05 with no weight decay. The results are shown
in table 5. From the fact that our model performs equally
well with codebook-CLIP and much better than standard
CLIP, we claim the vision representation trained by iterated
learning is as powerful in recognition as the normally-trained
vision representation.

Zero-shot image-text retrieval. We evaluate all mod-
els’ zero-shot retrieval performance on the test set of three
standard benchmarks: MS-COCO [40], Flickr8k [66] and
Flickr30k [66]. The performance is shown in table 6. While
iterated learning slightly downgrades the performance of
Codebook-CLIP, it still maintains a lead over the standard
CLIP model. The performance drop is potentially due to
the fact that the text representation is under-trained under

é g = = s =

g > o o = 2 = 7 =
£ é % E‘t i 3} g § =] =
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CLIP [48] 043 058 080 089 073 080 054 063 045 065
S Codebook-CLIP[7] 047 062 084 090 074 082 054 064 052 0.68
8 NegCLIP [68) 039 056 079 085 072 084 046 055 040 0.62

IL-CLIP (Ours) 049 057 080 093 076 082 057 0.66 049 0.68
5 CLIP[4g) 060 065 085 095 076 083 072 069 064 0.74
& Codebook-CLIP[7]  0.62 071 0.89 096 0.80 088 076 076 0.72 0.79
Y NegCLIP[68] 059 063 082 095 075 084 064 070 061 072

IL-CLIP (Ours) 0.62 067 085 097 078 090 079 074 0.72 0.79
& CLIP[4S] 044 066 085 084 079 082 043 060 052 0.66
& Codebook-CLIP[7] 047 069 089 087 079 083 046 0.65 053 0.69
T NegCLIP [68] 041 060 079 084 076 081 044 058 048 063
& IL-CLIP (Ours) 045 068 087 088 0.80 083 045 063 053 068

Table 5. Evaluation on Linear probing for all model variants.

CoCco Flickr8k  Flickr30k
Pretrain  Method Mean
IR TR IR TR IR TR
CLIP [48] 023 0.28 041 050 0.39 048 038
oM Codebook-CLIP [7] 0.28 0.35 047 0.57 046 0.57 0.44
) NegCLIP [68] 0.19 023 035 042 031 038 031
IL-CLIP (Ours) 028 032 046 0.57 042 051 042
CLIP [48] 039 0.53 0.60 0.75 0.60 0.73 0.60
cC1aM Codebook-CLIP [7] 045 0.59 0.65 0.81 0.65 0.81 0.66
NegCLIP [68] 036 048 0.57 0.69 0.56 0.68 0.56
IL-CLIP (Ours) 044 056 0.63 0.77 0.64 0.76 0.63
CLIP [48] 0.16 0.21 024 031 023 032 024
DataComp Codebook-CLIP [7] 0.20 0.25 0.26 0.36 0.26 0.35 0.28
NegCLIP [68] 0.13 0.16 023 029 0.19 028 021

IL-CLIP (Ours) 0.18 0.22 026 031 024 033 026

Table 6. Zero-shot image/text retrieval. We report retrieval R@5
scores for in three most commonly used retrieval datasets. IR stands
for image retrieval, TR stands for text retrieval.

the iterated learning framework since the language agent is
dynamically replaced.

C. Pretraining on DataComp dataset

We also pretrain our models on DataComp-10M dataset to
ensure our finding is not specific to any pretraining dataset.
We report the detailed compositionality and image classifi-
cation accuracy in table 9 and 10 respectively. Their linear
probing and image-text retrieval performance are shown
along with other variants of models in table 5 and 6. The
noisiness of unfiltered DataComp-10M turns out to influence
all models’ performance, but the IL-CLIP is still the best
model in compositionality and comparable to Codebook-
CLIP in recognition, which is consistent with the findings in
the main paper.

D. Additional Ablation: Iterated Learning with
Hard Negative Mining

Our proposed Iterated learning algorithm augments the CLIP
training procedure, while NegCLIP augments the CLIP train-
ing objective. In principle, these two approach can work
together and potentially result in a better model. As an ad-
ditional ablation, we study a variant of the CLIP model that
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Table 7. Sampled test cases in compositionality benchmarks and performance comparison. We found our model exhibits better
compositional understanding than standard CLIP in distinguishing compositional hard negatives.

uses both iterated learning and hard negative mining during
training. We train it on the CC3M dataset. From the results
in Table 8, we observe the combination of iterated learning
and negative mining yields a model with the best composi-
tionality performance, but leads to a slight performance drop
for recognition.

Models compositionality classification probing retreival
CLIP 0.28 0.22 0.65 0.38
NegCLIP 0.32 0.21 0.62 0.31
IL-CLIP 0.34 0.24 0.68 0.42
IL-NegCLIP  0.35 0.24 0.67 0.40
Table 8. Iterated learning with hard negative mining.

Color notations: The performance of the target model that com-
bines negative mining and iterated learning.

E. A user study: Comparing Codebook Inter-
pretability

To compare the interpretability of the trained codebook be-
tween IL-CLIP and normal Codebook-CLIP, we conduct a
user study where participant annotates whether randomly
picked codes have semantically grounded meanings. Across
50 binary decisions on whether specific codes have a seman-
tic meaning, our /0 users annotated 44 codes (in average)
to be interpretable in IL-CLIP versus only 39 for codebook-
CLIP.

F. Unbiased Visualization for Trained Code-
book (Sorted by Index)

To unbiasedly show the performance of our trained code-
book, we present a visualization of the foremost codes, orga-
nized in ascending order by their index in Fig. 8 - 9. We find
most of the codes achieve good semantic groundings, and
some of them are interpretable.

G. Qualitative Result of the Models’ Perfor-
mance in Compositional Understanding

In Table 7, we show some qualitative results, including both
image-to-text and text-to-image examples. Due to enhanced
compositional understanding, we observe our model does
better in relationship understanding and counting.



CREPE-systematicity CREPE-productivity

SugarCrepe Cola  Winoground
Dataset Method Mean
atom compound replace swap negate add replace swap Txt2Img Txt2Img
CLIP [48] 0.33 0.36 0.11 020 0.10 063 062 057 021 0.10 0.32
DataCom Codebook-CLIP [7] 0.34 0.37 0.12 021 0.09 064 064 059 0.20 0.07 0.33
p NegCLIP [68] 0.32 0.36 0.11 024 012 062 063 0.64 0.19 0.11 0.33
IL-CLIP (Ours) 0.34 0.40 0.14 023 009 066 0.66 0.62 0.18 0.14 0.35
Table 9. Evaluation on compositionality benchmarks for models pretrained on DataComp-10M.
s £ = s I . S .3 . f . s 3 % 3
Zz &% & = & % 5 = ¢ 3 5 % 2
=l =l = ° = = 3 ; 2
Dataset  Method E T T %8 28 & 2 & & £ & 5 & & 72 E E &z =
CLIP [48] 0.14 031 072 072 032 062 022 012 005 0.16 0.15 0.2 006 012 013 0.02 0.17 009 024
DataC Codebook-CLIP [7] 0.15 0.36 0.76 0.72 0.38 0.68 0.25 0.14 0.07 0.18 0.18 0.14 0.06 0.14 0.13 0.02 0.19 0.10 0.26
AELOMP - NegCLIP [68] 0.12 028 067 069 032 059 021 0.1 004 0.14 0.16 0.2 007 012 0.14 0.02 0.3 007 022
IL-CLIP (Ours) 0.14 033 0.74 074 042 065 024 0.11 0.06 0.16 019 0.13 0.08 0.15 0.15 0.02 0.16 0.09 0.26

Table 10. Evaluation of zero-shot image classification with models pretrained on DataComp-10M.
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Figure 8. Codebook visualization: code #1 - #11
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Figure 9. Codebook visualization: code #12 - #23
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