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We use Homodyne Dynamic Light Scattering (HDLS) with a dual-laser beam setup to investigate the drift
velocities of colloidal particles immersed in a solvent exposed to thermally-induced convection. Our investiga-
tion reveals the appearance of oscillations of a well-defined frequency in the intensity autocorrelation function,
which are linked to the particle drift velocities. In addition to this non-equilibrium oscillations, we report an
enhanced decay of the intensity correlation function attributable to the loss of correlation as particles depart
from the scattering volume due to prevailing convective flow. A pivotal discovery of our research is the iden-
tification of a specific temperature gradient threshold, beyond which pronounced velocity fluctuations ensue as
a consequence of the establishment of a non-stationary flow within the measurement cell. The experimental
results, obtained for different colloidal systems, are corroborated by a theoretical model and thoroughly vali-
dated with fluid dynamics simulations and Brownian dynamics simulations, yielding excellent agreement with
the experimental data, and providing a robust and complete explanation of the observed phenomena. This study
presents an insight in the field of non-equilibrium particle dynamics, offering a reliable method to study complex
behaviors in convective systems through advanced HDLS techniques and multidisciplinary simulations.

Convection-diffusion phenomena are non-equilibrium pro-
cesses inherent to a multitude of physical, chemical, and bio-
logical phenomena. Heat transport [1], transportation mech-
anisms in the brain’s interstitium [2], pattern generation [3],
or particle segregation processes [3] exemplify the universal-
ity of these phenomena. To fully comprehend these behav-
iors, it is essential to reexamine and adapt techniques tradi-
tionally used for systems in equilibrium focusing on under-
standing how these non-equilibrium processes influence mea-
surements.

In the context of non-equilibrium dynamics, we are particu-
larly interested in techniques capable of measuring system dy-
namics, as they offer the most valuable insights. Recent stud-
ies have made significant advancements in this domain. For
instance, expanding the application of Dynamic Light Scat-
tering (DLS) to different cases like acousto-responsive mi-
crogels under ultrasonic influence [4], flow-induced current
planes [5], and 3D imaging of heterogeneous diffusion and
flow patterns [6]. Other similar techniques like X-ray Photon
Correlation Spectroscopy (XPCS) have been enhanced to ob-
serve ballistic dynamics under magnetic fields [7], measure di-
rection dependent diffusion of magnetic rods [8], inside living
cells without harming them [9] or in colloidal palladium [10].

Light scattering techniques, particularly Homodyne Dy-
namic Light Scattering (HDLS), emerge as powerful tools for
measuring under these non-equilibrium conditions. In such
experiments, oscillatory behaviors have been reported [11–
13], sparking considerable debate over their physical inter-
pretation. This ambiguity extends to the anomalous decay
of temporal intensity correlation in convective conditions, a
phenomenon attributed to various causes [14–21]. Our work
endeavors to provide a comprehensive explanation for these
two phenomena by integrating theoretical analysis, experi-
mental measurements, Brownian dynamics simulations (BD),

and fluid dynamic simulations. An advanced HDLS method-
ology is explored for quantifying the drift velocities of par-
ticles immersed in fluids subjected to induced thermal con-
vection. This approach innovates by employing a two-beam
setup, traditionally used in 3D-DLS for cross-correlation mea-
surements, and adapting it for autocorrelation analysis.

For a single beam device, the field autocorrelation function
of a monodisperse colloidal system of spherical colloids with
diffusion coefficient D and drift velocity v is given by [11, 13,
20, 22]

g(1)(q,τ) = eiq·ve−Dq2τ , (1)

where q is the scattering vector of the monochromatic laser
beam. With the traditional one-beam HDLS it is only pos-
sible to measure the intensity correlation function, given by
g(2)(q,τ) = 1+ |g(1)(q,τ)|2 = 1+ e−2Dq2τ [22–25]. As ob-
served, v does not have any effect on g(2), so the single-beam
arrangement is not able to detect convective effects.

This situation changes for the case of a two-beam setup
with scattering vectors q1 and q2, respectively. Using that
photons scattered by different beams are not intercorrelated,
the intensity autocorrelation function is generalized to [26–
29]

g(2)(q1,q2,τ)−1 = |g(1)(q1,τ)+g(1)(q2,τ)|2. (2)

Extending the traditional single-beam autocorrelation func-
tion, modified for drift velocity (v), into our two-beams sce-
nario, we find that

g(2)(q1,q2,τ)−1 = e−2Dq̄2τ [(1−C)+C cos(∆q ·vτ)] , (3)

where q̄ = |q1 +q2|/2 represents the modulus of the mean of
both dispersion vectors, ∆q= q1−q2 is the scattering vectors’
difference, and 0 ≤ C ≤ 1 represents the relative intensity of
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each beam. Crucially, this model reveals an oscillatory com-
ponent, with a characteristic frequency given by ω = ∆q ·v.

In the study of thermal convection, oscillations are not the
sole non-equilibrium anomaly observed. Another significant
finding is the discrepancy in diffusion coefficients when a drift
velocity field is applied. The coefficient derived from the
experimental decay of g(2)(τ) consistently exceeds the value
predicted by the Stokes-Einstein equation, Dst = kBT/(6πηa)
(where kB is the Boltzmann constant, T the absolute temper-
ature, η is the solvent viscosity and a denotes the radius of
the colloidal particles). This phenomenon has been previ-
ously reported in the literature as compressed exponential re-
laxations [19], attributed to an enhancement of the diffusion
coefficient due to reduced friction caused by the convective
flow [20] or discussed as superdiffusion [21]. The rapid de-
cay of g(2)(τ) is linked to particles escaping the measurement
volume due to convective velocity, resulting in a loss of cor-
relation.

A proposed correction involves an exponential term depen-
dent on velocity and time squared, based on a Gaussian laser
beam intensity profile. However, this approach failed to accu-
rately measure the diffusion coefficient for low drift velocities
in our experiments [17, 30–33]. We reconsidered the laser
beam profile’s impact, focusing on the scattering volume de-
fined by the intersection of laser beams and the detector’s pin-
hole projection. This led us to treat the beam’s intensity as
uniform within the scattering region and 0 outside it.

The amplitude of the scattered electric field is thus con-
sidered constant across the beam thickness h (P(z) = E0 for
− h

2 < z < h
2 ). This revised model introduces a new fac-

tor into the correlation function, ⟨P(z(0))P(z(t))⟩g(1)(q,τ),
where g(1)(q,τ) is given by Eq. (1) and z(t)= vt+z0, account-
ing for the observed diffusion coefficient increase by consider-
ing the velocity, v, effect and h. The modified field correlation
function for a single-beam device is expressed as:

g(1)(q,τ) = eiq·ve−Dq2τ

(
1− vτ

h

)
τ ≤ h/v, (4)

and g(1)(q,τ) = 0 if τ > h/v. The term 1− vτ

h embodies the
rate at which particles drift out of the scattering volume.

Combining Eqs. (2) and (4), a new expression arises that
gathers both the oscillatory behavior and the faster loss of cor-
relation for the two-beams arrangement:

g(2)(q1,q2,τ)−1 = (5)

= e−2Dq̄2τ [(1−C)+C cos(∆q ·vτ)]
(
1− vτ

h

)2

for τ < h/v and g(2)(q1,q2,τ)−1 = 0 for τ > h/v.
In our experiments, we investigated oscillatory behaviors

under convective flow using a 3D-DLS system from LS-
Instruments. This system divides an incoming laser beam into
two, each aligned with its respective detector at the same scat-
tering angles, θ , slightly shifted above and below the scatter-
ing plane. This ensures each detector-beam pair aligns along
the same scattering vector. Our approach involved deactivat-
ing one detector, enabling the sole active detector to capture

signals from both beams, resulting in two distinct scattering
vectors. We used monodisperse polystyrene spheres, with ra-
dius a = 406 ± 10 nm, from microparticles GmbH, Berlin,
Germany, for consistency in our experiments. Measurements
took place in a cylindrical glass cell by LS-Instruments, 0.8
cm in diameter and 7.5 cm height, with the sample filling up
to 4 cm. Only the lower 1 cm portion of the cell was im-
mersed in a temperature-controlled bath, with the upper part
in contact with metal. Measurements were focused at the cen-
ter of the cell, 0.5 cm from the bottom, where the beams of
the dual-laser setup intersected. In all measurements the room
temperature was TRoom = 23◦C.

Fig. 1(a) presents a comparison between single and dual-
beam laser measurements with a bath temperature T = 38◦C.
In the single-beam setup, the correlation function shows no
oscillatory behavior, indicating that convective flow alone
does not result in oscillations. In contrast, the dual-beam setup
reveals clear oscillations of a well-defined frequency, confirm-
ing that the simultaneous use of two lasers is essential for ob-
serving this behavior in this system.
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FIG. 1. Intensity autocorrelation functions, g(2)(τ)− 1, as a func-
tion of τ obtained via 3D-DLS setup. Plot (a) shows the effect of the
number of beams for a bath temperature TBath = 38◦C and measure-
ment scattering angle θ = 30◦. Plot (b) depicts the oscillatory effect
for different kind of colloidal particles and sizes, for TBath = 40◦C
and θ = 30◦. Panel (c) shows that the oscillation frequency does not
depend on θ , for TBath = 40◦C. In all cases the room temperature was
TRoom = 23◦C.

The oscillatory phenomenon observed in our experiments is
not a particular result tied to specific particle types; rather, it is
a universal behavior evident across a range of systems, includ-
ing a = 406 nm and 30 nm radius monodisperse polystyrene
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particles, a mixture of these, and significantly larger pNIPAM
microgels, as illustrated in Fig. 1(b). Particularly notable is
the pronounced oscillation in the microgel system, likely at-
tributable to its larger size, and showing that this is not a
marginal effect but a dominant one, especially in larger par-
ticles. Contrary to the dependence on particle light absorption
suggested in previous studies [11, 13, 15, 18], our findings in-
dicate that light absorption is not a prerequisite of the system
to exhibit oscillations. This underscores that thermal gradi-
ents inducing convection can be externally imposed and mea-
sured, regardless of particle composition. We observed this
phenomenon in both monodisperse and bidisperse systems,
indicating that all particles, regardless of size, move at a com-
mon velocity imposed by the convective flow of the solvent
and challenging the assertion that bidispersity is necessary for
oscillation occurrence [11].

Looking at the size-dependence of these oscillations, as
particle size diminishes, the amplitude of the oscillations be-
come less pronounced. This relationship is quantitatively ex-
plained by considering the condition derived from Eq. (5),
∆q · v/(2π) > Dq̄2. It indicates that g(2)(τ) decays faster for
particles with a larger diffusion coefficient (i.e., particles of
smaller size), thus smoothing out the oscillations.

The influence of the detection angle on the autocorrela-
tion function is illustrated in Fig 1(c), for a system com-
prised by polystyrene particles of radius a = 406nm. As ob-
served, the oscillation amplitude decreases when increasing
θ , but the frequency becomes totally unaffected by changes
in θ . To elucidate both effects, we calculate ∆q = q1 − q2,
where q is the scattering vector defined by q = ki − k f and
its modulus is q = 4πn

λ
sin

(
θ

2

)
. Our configuration results in

∆q = (2π/λ )(0,0,2sin(φ)), where φ = 0.052 rad, indicating
that ∆q only has a z-component, perpendicular to the scatter-
ing plane (i.e. z corresponds to the vertical direction). This
results in the detection angle θ not affecting ∆q. The constant
frequency of oscillations across various detection angles con-
firms that we are accurately capturing a vertical velocity com-
ponent, vz, parallel to ∆q. This invariance in frequency with
the detection angle aligns with our theoretical model, which
posits that the frequency depends solely on ∆q · v. On the
other hand, the decrease of the oscillatory amplitude with θ

is explained making use of the condition ∆q · v/(2π) > Dq2.
Indeed, increasing the measurement angle increases q, reduc-
ing observable oscillations. Therefore, to detect small drift
velocities, low angles are preferable.

In Fig. 2(a) the experimental correlation functions for in-
creasing the temperature gradient are depicted as symbols.
For small ∆T (when bath temperature is close to ambient tem-
perature), the data show no oscillations in the correlation func-
tions. This observation indicates that the convective currents
are indeed driven by the thermal gradient. As ∆T is increased,
we observe the emergence of oscillations in the correlation
functions, which shift towards the left. This shift signifies an
increase in the vertical velocity of the particles, vz (we remark
that our two-bean setup can only detect the z-component of
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FIG. 2. g(2)(τ)− 1 as a function of τ for particles with a radius of
a= 406 nm, illuminated by two beams at different bath temperatures.
Symbols represent the experimental measurements obtained via the
3D-DLS device. In plot (a), solid lines depict fits of the experimental
data to the theoretical model (Eq. (5)). In plot (b), dashed lines repre-
sent correlation functions derived from BD simulations at velocities
determined by the respective fits. In both panels θ = 40◦, and the
room temperature was TRoom = 23◦C.

the actual drift velocity).

T [◦C] Dst [µm2/s] Dfit [µm2/s] vz [mm/s] C
25 0.596 0.56 0.07 0.41
31 0.693 0.71 1.36 0.40
36 0.780 0.86 2.30 0.36
40 0.901 0.97 2.95 0.39

TABLE I. Values of Dfit, vz and C obtained by fitting the experimental
data from Fig. (2) using Eq. (5) for different bath temperatures. The
corresponding Stokes-Einstein diffusion coefficients, Dst, are also in-
cluded for comparison.

The experimental results are compared with theoretical pre-
dictions as outlined by Eq.(5), depicted by solid lines in
Fig.2(a). Data for the fitted diffusion coefficient (Dfit), par-
ticle velocity (vz), and constant C, with the beam thickness set
at h = 30µm, is presented in TableI. This table further lists ex-
pected Stokes-Einstein diffusion coefficients, Dst, calculated
for different temperatures. As observed, Eq. (5) excellently
captures the experimental data in all cases. The fitted Dfit val-
ues closely match the expected Dst, with discrepancies rang-
ing from 5% to 8%. Crucially, neglecting the correction for
particle exit from the dispersion volume (see Eq. 3) leads to
Dfit values inaccurately increasing with temperature T , deviat-
ing from Dst values and significantly elevating the error over
100% at high drift velocities. The velocities obtained align
with typical values for such measurement cells [14]. The pa-
rameter C was observed to stay consistently around 0.4, indi-
cating the reliability of the theoretical framework. However, it
was not possible to reproduce velocity measurements at tem-
peratures above 40◦C, which will be discussed later.
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To further validate the proposed explanations, we con-
ducted Brownian dynamics (BD) simulations on an ideal
system, in which particles possessed the expected diffusion
coefficient, Dst. The simulation employed a time step of
10−5 s during a total time of 10 s and was set in a simu-
lation cubic box with side h = 30 µm. A vertical upward
flow was imposed along the z-axis representing the fluid ve-
locity due to thermal convection. The associated values of
vz were extracted from our fits presented in Table I. Peri-
odic boundary conditions were applied on the x and y di-
rections. Particle motion combined random Brownian move-
ment with a constant velocity component in the z-coordinate.
When a particle exits the simulation box through the top, an-
other one is randomly introduced at the bottom, maintaining
constant the number of particles. The total scattered elec-
tric field of the system at each time step is calculated us-
ing Es(t) = ∑

N
i=1 [C exp(iq1 · ri(t))+(1−C)exp(iq2 · ri(t))],

where N = 100 is the number of particles. The correlation
function of Es(t) was then determined and normalized. To ac-
count for our particular experimental setup, C = 0.4 is used in
the calculation of the autocorrelation function.

Fig. 2(b) presents the simulated correlation functions along-
side the experimental data, showing a remarkable agreement
with the experiments, thus confirming that our simulation ac-
curately captures the loss of correlation arising when particles
escape from the scattering volume due to the convective flow.
The consistency between oscillation frequency, ω = ∆qvz, ob-
tained in the experiments and BD simulations shows that the
velocity subtracted in our fits corresponds to the system’s ver-
tical drift velocity.

Building on the quantitative measurements of convective
currents through our HDLS method, we now delve deeper into
the convective phenomenon from a fluid dynamics perspec-
tive. Using the Nonisothermal Flow interface in COMSOL,
free convection was modeled in water. This approach took
into account both momentum and energy balances, offering
insights into heat transfer through convection and conduction
within the setup. Both the cell and water were initialized at
TRoom = 23◦C. The cylindrical glass cell’s base was positioned
in a temperature bath that heated only its bottom-most 1 cm.
Thus, this section of the external surface of the cell main-
tained a constant temperature, mirroring the bath’s tempera-
ture. Above this heated segment, the cell’s side walls, which
were not submerged in the bath, were in direct contact with
a metal component maintained at a steady room temperature,
leading to a constant lateral temperature boundary for the cell.
Internally, the boundary between the water and glass adhered
to a no slip condition. The open surface of water, subject to
ambient conditions, was characterized by a slip condition.

This model is used to explore the system response over time
to a temperature difference between the bath and the room of
∆TBR = TBath −TRoom = 10◦C, at which oscillatory behavior
in the correlation function was observed in our experiments.
For this condition, the fluid dynamics simulation revealed that
both the velocity and temperature profiles within the cell even-
tually reach a steady state. The stationary velocity profile

FIG. 3. Predictions obtained by COMSOL simulations. (a) Velocity
profile in stationary conditions, for a temperature gradient given by
∆TBR = 10◦C. The white circle denotes the measurement point in
our DLS device. (b) Time evolution of vz at the measurement point
for different temperature gradients. (c) vz at the measurement point
as a function of the temperature difference , ∆TBR (line). Symbols
represent the experimental data, obtained from the average over ten
independent HDLS measurements using Eq. (5).

is depicted in Fig. 3(a), with the experimental measurement
point highlighted by a circle, inside which magnitudes vary
less than 1%, and the drift velocities are completely vertical.
The temperature there is lower than bath temperature as an ef-
fect of the convection currents. We see two convective regions
over and under the bath level.

However, when ∆TBR becomes significantly large, the sys-
tem dynamics undergo significant alterations. This is evident
from Figure 3(b), where the time evolution of vertical veloc-
ity at the measuring point for different ∆TBR is presented. For
∆TBR of 5◦C and 10◦C, the system stabilizes between 30 to 40
seconds. However, at ∆TBR = 20◦C, a steady state is unattain-
able, indicating a transition to a non-stationary regime. This
behavior aligns entirely with the experimental observations,
which identifies two regimes based on the ∆TBR. In the first
regime, for ∆TBR < 17◦C, a roughly linear relationship with
velocity exists within a laminar flow regime. This relationship
is depicted in Figure 3(c), where experimental and COMSOL
simulation results (represented by symbols and a solid line,
respectively) closely match, confirming the simulations accu-
racy in replicating the fluid dynamics. In the second regime,
above ∆TBR = 17◦C, the system shifts into an unsteady con-
vective state. Within this regime, the drift velocity displays
pronounced temporal fluctuations, (as shown in Fig. 3(b)), in
consistency with experimental observations.

A physical explanation of the stationary to non-stationary
transition observed in both experiments and fluid dynamics
simulations can be explained in terms of the Rayleigh num-
ber (Ra = gβ∆T L3

να
), which compares the time scales for ther-

mal transport via diffusion and via convection. According
to the literature, there is a critical value, Rac, at which the



5

fluid transits from an steady convection state towards a lam-
inar but unsteady convection regime that depends on the ge-
ometry [34–37]. Using the experimental values of the height
of the measurement cell (L = 3.0 cm), thermal diffusivity
of water (α = 1.43 · 10−7m2/s), kinematic viscosity (ν =
8 ·10−7m2/s), gravity (g = 9.81m/s2), thermal expansion co-
efficient (β = 4 · 10−4K−1) and temperature difference at the
transition, we find that Rac ≈ 1.5 ·107, which agrees with the
value reported in the literature for a similar cell geometry us-
ing adiabatic walls [38].

In summary, this study provides nuanced insights into parti-
cle dynamics within convection-diffusion systems, extending
the conventional use of HDLS. A notable finding is the eluci-
dation of the underlying physical mechanisms driving the os-
cillatory behavior of the autocorrelation functions, suggesting
that these phenomena can occur in a wider range of scenarios
than previously assumed. Additionally, our research provides
an explanation for the loss of correlation observed in convec-
tive systems via HDLS. Our work contributes to a broader ap-
plication of DLS in studying non-equilibrium states and pro-
vides new insights into the temperature-dependent behavior
of particles in convection-diffusion scenarios. This research
enriches the understanding of particle dynamics in such sys-
tems and underscores the continued importance of HDLS as a
valuable tool in exploring complex fluid dynamics.
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