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Abstract: An intriguing feature of type II1 von Neumann algebra is that the entropy

of the mixed states is negative. Although the type classification of von Neumann algebra

and its consequence in holography have been extensively explored recently, there has not

been an explicit calculation of entropy in some physically interesting models with type

II1 algebra. In this paper, we study the entanglement entropy Sn of the fixed length

state {|n⟩} in Double-Scaled Sachdev-Ye-Kitaev model, which has been recently shown

to exhibit type II1 von Neumann algebra. These states furnish an orthogonal basis for

0-particle chord Hilbert space. We systematically study Sn and its Rényi generalizations

S
(m)
n in various limit of DSSYK model, ranging q ∈ [0, 1]. We obtain exotic analytical

expressions for the scaling behavior of S
(m)
n at large n for random matrix theory limit

(q = 0) and SYK2 limit (q = 1), for the former we observe highly non-flat entanglement

spectrum. We then dive into triple scaling limits where the fixed chord number states

become the geodesic wormholes with definite length connecting left/right AdS2 boundary

in Jackiw-Teitelboim gravity. In semi-classical regime, we match the boundary calculation

of entanglement entropy with the dilaton value at the center of geodesic, as a nontrivial

check of the Ryu-Takayanagi formula.
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1 Introduction

Motivations. von Neumann algebra has recently received much attention from the high

energy theory community due to its improvement of our understanding of algebras under-

lying different scenarios of bulk emergence in holography [1–12]. The classification of von

Neumann algebra into three distinct types has deep relation with the algebra of observer

exterior to a horizon, possibly from eternal black hole or cosmic inflation.

The type I von Neumann algebra is what we are most familiar with, which, roughly

speaking, describes the matrix algebra of quantum mechanics with (in)finite dimensional

Hilbert. Mathematically speaking, there is well-defined trace and both pure and mixed

states, and of course the notion of entanglement entropy. The next familiar case is the type

III algebra, one of whose sub-classification, type III1, describes the algebra of local operators

in QFT defined on fixed spacetime metric background. There is no useful definition of trace

therefore no rigorous definition of entropy there.

The most unexpected category is type II von Neumann algebra, which has no pure

states but all mixed states, and the definition of trace exists. Type II∞ describes the algebra

of observer in the exterior region of a quantum black hole [5] and type II1 is believed to

describe the algebra of observer in the static patch of de Sitter space [4].
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One particularly interesting feature of type II1 algebra is that the entropy of density

matrices is all negative. Physically this is because every density matrix in this infinite

dimensional Hilbert space is close to the maximally mixed state, therefore its entropy (or

the entanglement entropy between its purifier system) diverges. However, its relative value

compared to the entropy of maximal mixed state remains finite. So it is reasonable to

redefine this finite deficit value as entropy. Mathematically speaking, this is because the

definition of ‘type II trace’ differs from the usual ‘type I trace’ by a diverging multiplicative

constant, which in turn leads to the positive diverging additive constant to entropy of all

states. Since this divergent is universal, we may simply drop it in the same spirit with

usual thermodynamics where the thermal entropy is well defined up to an additive constant.

See [1, 2] for more physical intuitions for classification of von Neumann algebras and see [11]

for a pedagogical and self-contained introduction to those more mathematically rigorous

aspects.

Despite the intriguing features of entropy in type II1 von Neumann algebra, to our

knowledge, it has not been calculated explicitly in some models that realize such an algebra.

In this work, we provide an explicit calculation of entropy of physically relevant states in

DSSYK model.

Double Scaled Sachdev-Ye-Kitaev (DSSYK) model [13–27] has been conjectured pre-

viously [28] and rigorously shown very recently [12] to support a type II1 algebra. This

model has also been recently conjectured to be holographically dual to observers traveling

in the static patch of de Sitter space, possibly on the stretched horizon [29–37] or at the

podes [24–26].

Model considered. In this work, we provide an explicit calculation of the entanglement

entropy Sn (in two-sided picture, or the normal entropy of mixed states in one-sided picture)

of fixed-chord-number states {|n⟩, n ≥ 0}. In the construction of Hilbert space of DSSYK,

they furnish an orthogonal basis for 0-particle subspace. In the triple scaling limits, this

set of states describes the fixed-length-states {|ℓ̃⟩} in Jackiw-Teitelboim gravity [38–46],

whose wave-function in energy basis ⟨E|ℓ̃⟩ is obtained by path integral of JT gravity on a

disk configuration where boundary condition on the asymptotic boundary is fixed energy

E and the boundary condition in the bulk line is a geodesic with renormalized length ℓ̃.

Physically speaking, |ℓ̃⟩ describes the wave function of wormhole (in the sense of ER=EPR)

connecting left and right boundaries of AdS2. We compare the calculation from microscopic

DSSYK model in triple scaling limit with semi-classical calculation in the bulk of 2D JT

gravity and find that the entropy matches the on-shell value of dilaton field at the center

of the geodesic, which is a manifestation of Ryu-Takayanagi formula [47].

Summary of the main results. We calculate Sn and its mth-Rényi generalization

S
(m)
n (for m = 1, Rényi entropy goes back to entanglement entropy, or the von Neumann

entropy Sn) as a function of n in various limits of q-parameter in DSSYK model. We would

see that S
(m)
n decreases from zero as n increases, furnishing an explicit manifestation of

entropy in type II1 algebra.

In section 2, we briefly introduce DSSYK model and the formulation of 0-particle

Hilbert space.
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In section 3, we calculate S
(m)
n in q = 0 limit of DSSYK, which we call RMT (Random

Matrix Theory) limit, since the density of states of DSSYK there approaches Wigner

semicircle. We find that the large n scaling behaviour is quite different for different Rényi

index m:

q = 0, S(m)
n



= −1 +
1

n+ 1
, m = 1

≈ −am + bm(n+ 1)−(3−2m), 1 < m <
3

2

≈ −2 log log(n+ 1), m =
3

2

≈ −cm log(n+ 1), m >
3

2

(1.1)

where am, bm, cm are some positive coefficients depend on m but not on n. For m = 1

the result is exact for all n ≥ 0, n ∈ Z, while for other ranges of m the above ‘≈’ means

asymptotic behaviour of large n. A byproduct is that we also know the exact expression

at m = 2: S
(m=2)
n = − log(n+ 1), which is consistent with the scaling behaviour.

Such exotic scaling behaviours would indicate a highly non-flat entanglement spectrum.

We see that for 1 ≤ m < 3
2 , S

(m)
n remains finite when n goes to infinity, while for m > 3

2 ,

S
(m)
n diverges when n goes to infinity.

From a quantum information perspective, the qualitatively different behaviour of von

Neumann entropy and Rényi entropy means the latter is not always a good entanglement

measure. By contrast, in the large dimension limit of many random tensor network models,

the entanglement spectrum is flat. Hence, people often use second Rényi entropy (m = 2),

which is easier to handle, to represent the behaviour of entanglement entropy (m = 1).

In section 4, we calculate S
(m)
n in q = 1 limit (while keeping n finite), which we dub

as SYK2 limit, since the density-of-state there approaches Gaussian distribution. We find

that at large n, S
(m)
n linearly decrease with n for all m ≥ 1:

q = 1, S(m)
n ≈ −dm · n (1.2)

where dm is some positive coefficient depend on m. This indicates a less interesting entan-

glement spectrum.

In section 5, we focus on the entanglement entropy Sn ≡ S
(m=1)
n of DSSYK model in

triple scaling limit: q → 1−, n → +∞, while ℓ̃ remains finite. Parametrize q ≡ e−λ, λ ∈
[0,+∞], the remormalized length ℓ̃ is defined by e−λn = λ2e−ℓ̃. This is equivalent to

λ→ 0+. To do this, we need some preparation first.

In section 5.1, we first show the numerical result of Sn when changing q from 0 to

1. In section 5.2, we calculate another limit: λ is kept small but finite, and then taking

n→ +∞. The entropy is given by:

Sn=∞ = −π
2

6
λ−1 +

1

2
log(λ−1) +

1

2
log(2π)− 1− 1

12
λ+

λ

2π2
Li2(e

−4πλ−1
) (1.3)

In section 5.3, we estimate the entropy in the triple scaling limit. We find that ∆S(ℓ̃) =

S(ℓ̃)− Sn=∞ is finite and positive when taking λ → 0+ (by contrast, Sn=∞ itself diverges

to minus infinity according to equation (1.3)). Upon reasonable estimation, we argue that
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∆S(ℓ̃) is positively related to a particular energy scale, the ‘penetration energy ’ k0(ℓ̃), of

the low energy wave function which is described by Liouville quantum mechanics. Since

k0(ℓ̃) decreases with ℓ̃, this means the ‘area’ of the wormhole (this notion of ‘area’ is from

the dimension reduction of higher dimensional theory [43]. In pure 2D JT gravity, the

entropy is represented by dilation field) decreases with its length, which is reasonable from

the bulk point of view.

In section 5.4 we compare the calculation from the microscopic DSSYK model in triple

scaling limit with semi-classical calculation in the bulk of 2D JT gravity and find that the

entropy ∆S(ℓ̃) matches the on-shell value of dilaton field at the center of the geodesic.

In section 6 we summarize our result and discuss some open questions.

2 Setup of entropy calculation

Brief introduction to DSSYK model. For readers’ convenience, we first very briefly

review the definition of DSSYK model and remark on different parameter regions that are

relevant to our calculation.

Consider a (0+1) dimensional quantum mechanical model consisting of N Majorana

fermions with the following commutation relation:

{χi, χj} = 2δi,j , i, j = 1, ..., N (2.1)

The Hamiltonian of system contains p-local all-to-all connected interaction between Majo-

rana with random coupling coefficients [48–53]:

H = ip/2
∑

i1<...<ip

Ji1...ipχi1 · · ·χip (2.2)

where Ji1...ip ≡ JI is are independent identically distributed Gaussian variable with zero

mean. Their variance is given by [13]:

⟨JI⟩ = 0, ⟨JIJJ⟩ = (CpN )
−1δIJ (2.3)

where I ≡ (i1, ..., ip) is a collective index for notational simplicity. Next, we define the

parameter q, λ which charaterize the localness of interaction:

λ ≡ 2p2

N
, q ≡ e−λ (2.4)

DSSYK model is defined by taking the following limit of parameter: N → +∞, p →
+∞, λ→ Const. In other word, p ∼ O(

√
N).

It turns out that many calculations can be simplified in this region and obtain many

interesting analytical results, including partition function, two-point and four-point matter

correlation functions [13, 14]. Their basic ingredient, which is also relevant to our work,

is the calculation of moments of Hamiltonian: µ2n ≡ tr(H2n). They can be elegantly

evaluated using chord diagram techniques [13, 14].

By tuning parameter q in the range of q ∈ [0, 1], DSSYK model can be related to many

other models, smoothly interpolating between random matrix theory and the usual large-p

SYK model and SYK2 model:
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1. Random Matrix Theory limit. When q = 0, the density-of-state approaches Wigner

semi-circle, which is the largeN limit of Gaussian Unitary Ensemble (GUE) [54]. This

is reasonable because when q = 0, we are making the interaction range completely

non-local by taking λ = +∞, which should resemble a random matrix in certain

ensembles.

2. SYK2 limit. This is achieved by taking q = 1 while keeping n finite. In this limit, we

are effectively focusing on the center of spectrum, which is a Gaussian distribution.

Here, µ2n matches the moment of SYK2 model in large N limit [55].

3. Triple scaling limit. This is obtained by taking q → 1−, n → +∞ while keeping ℓ̃

finite, where the renormalized length ℓ̃ is defined by e−λn = λ2e−ℓ̃. The low energy

behavior of DSSYK in triple scaling limit is described by Liouville quantum mechan-

ics, the same as the boundary dynamics of JT gravity via covariant quantization [46].

Review of construction of 0-particle Hilbert space. In recent papers [28, 56], the

authors had constructed explicit boundary states supported on two-sided Hilbert space

whose bulk dual is interpreted as a wormhole state with definite length. In this work,

by assuming the applicability of Ryu-Takayanagi formula [47], we provide a boundary

characterization of wormhole’s area (minimal area of the throat) through entanglement

entropy between left-side and right-side of those wormhole states.

In the bulk reconstruction process of [28], the operator Hn, can be interpreted as a

pure state |Hn⟩ on doubled Hilbert space (Hilbert space of the wormhole) H⊗H∗. Roughly

speaking, this state |Hn⟩ describes a wormhole with length ℓ̃ ∝ n. However, to obtain the

wormhole state with definite length, we need to further orthogonalize the set of states

{|Hn⟩} → {|Wn⟩}. Then, finally, we interpret |Wn⟩ to be the state with definite length

ℓ̃ ∝ n. This procedure is schematically summarized in figure 1.

The orthogalisation procedure is the Lanczos algorithm:

|W0⟩ = |I⟩, (2.5)

|W1⟩ =
1

b1
|HW0⟩, (2.6)

|Wn⟩ =
1

bn

(
|HWn−1⟩ − bn−1|Wn−2⟩

)
, for n ≥ 2 (2.7)

where bn is determined step-by-step from requiring normalization condition ⟨Wn|Wn⟩ = 1,

and the inner product is defined as ⟨A|B⟩ = tr(A†B). Here following the convention in

DSSYK literature, we normalize tr I = 1, where I is the identity operator.

One can recursively show that upon the above construction, {|Wn⟩} becomes orthonor-

mal [57]: ⟨Wm|Wn⟩ = δmn. We also notice that Wn is essentially a real polynomial of H

with the highest power n. Then {bn} determined from tr(W 2
n) = 1 only require knowledge

of the moments of Hamiltonian, namely {µ2n} = {tr(H2n)}. The latter is well-known cal-

culated by Berkooz using chords diagram [13]. For example, we can explicitly write down
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𝐻௡ 𝑊௡
Orthogonalize

Length: ℓ ∝ 𝑛

Area:  A ∝ 𝑆௩௡(ℓ)

boundary-to-bulk
𝐻௡ Operator-to-state

from Chords diagram1-side to 2-sides

Figure 1. A schematic summary of the bulk-to-boundary holographic map constructed in [28].

In this paper, we are interested in the ‘area’(dilaton value in 2D gravity) of the wormhole states,

which is characterized by the entanglement entropy in boundary’s perspective.

the first three coefficients:

W1 =
1

b1
H −→ trH2 = µ2 = b21 (2.8)

W2 =
1

b1b2
(H2 − b21I) −→ trH4 = µ4 = b41 + b21b

2
2 (2.9)

W3 =
1

b1b2b3
(H3 − (b21 + b22)H) −→ trH6 = µ6 = b61 + 2b41b

2
2 + b21b

4
2 + b21b

2
2b

2
3 (2.10)

The relation between {µ2n} and {bn} is exactly the hopping problem on the Krylov chain

in the context of study on Krylov complexity [57–66], and one can check that the number of

terms on RHS (2b41b
2
2 is counted as two terms) of µ2n is Cn = (2n)!

(n+1)!n! , with Cn the Catalan

number, which counts the number of Dicke path. We also notice that in the chords diagram

result [13], µ2n = ⟨0|T̃ 2n|0⟩ has already been tri-diagonalized where the symmetric transfer

matrix read as [13]:

T̃ =



0
√

1−q
1−q 0 0 · · ·√

1−q
1−q 0

√
1−q2
1−q 0 · · ·

0
√

1−q2
1−q 0

√
1−q3
1−q · · ·

0 0
√

1−q3
1−q 0 · · ·

...
...

...
...

. . .


(2.11)

Then we can read out bn directly from the hopping coefficient on the link:

bn =

√
1− qn

1− q
(2.12)

Next, we work out the explicit form ofWn as a polynomial ofH. Since for later convenience,

the entropy calculation only depends on the spectrum of H, so we can safely replace H

with its eigenvalue [13] H → E = 2 cos θ√
1−q . From the recursion relation bnWn + bn−1Wn−2 =

HWn−1, we can define a new variable:

un ≡ (1− q)n/2bnbn−1 · · · b1Wn −→ (1− qn)un−1 + un+1 = 2 cos θun (2.13)

The solution of this recursion relation with initial condition u0 = 1 is just the q-Hermite

polynomial Hn(z|q):

un = Hn(cos θ|q) =
n∑
k=0

(q; q)n
(q; q)k(q; q)n−k

ei(n−2k)θ (2.14)
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where (a; q)n ≡ (1− aq0)(1− aq1) · · · (1− aqn−1) is q-Pochhammer symbol. Here, Hn(z|q)
is degree n real polynomial of z. Then Wn as a degree n polynomial of H is given by:

Wn(H) =
Hn(

√
1− qH/2|q)√
(q; q)n

(2.15)

Set up for calculation of entropy. Then, we are ready to calculate the reduced density

matrix ρn on left side:

ρn = trR |Wn⟩⟨Wn| =W 2
n (2.16)

Then the von Neumann entropy reads as:

Sn = − tr ρn log ρn = −
∫ π

0
dθ ·Ψ(θ, q)

Hn(cos θ|q)2

(q; q)n
log

[
Hn(cos θ|q)2

(q; q)n

]
(2.17)

where the eigenvalue is parametrized by E(θ) = 2 cos θ√
1−q and the distribution function Ψ(θ, q)

is given by [13]:

Ψ(θ, q) =
1

2π
(q; q)∞(e+2iθ; q)∞(e−2iθ; q)∞ (2.18)

Natural emergence of negative entropy characterizing type II1 algebra. To

show that the entropy is negative, an interesting observation is that we can express equa-

tion (2.17) in terms of relative entropy (Kullback-Leibler Divergence) of some classical

distribution. We notice that the q-Hermite polynomial can be expressed in terms of or-

thonormal wave function:

ψn(cos θ|q) = ψ0(cos θ|q)
Hn(cos θ|q)√

(q; q)n

ψ0(cos θ|q) =
√
(q; q)∞|(e2iθ; q)∞|√

2π
=
√
Ψ(θ, q)

δmn =

∫ π

0
dθ ψn(cos θ|q)ψm(cos θ|q)

(2.19)

Then we have ρn = ψ2
n

ψ2
0
. As a result:

Sn = −
∫ π

0
dθ ψn(cos θ|q)2 log

[
ψn(cos θ|q)2

ψ0(cos θ|q)2

]
= −DKL(ψ

2
n||ψ2

0) (2.20)

We notice that ψ2
n are well-defined classical probability distributions on θ ∈ [0, π]. Since

KL-divergence is always positive, this indicates the entropy is negative, indicating the type

II1 nature of algebra.

The reason for negative entropy lies in the fact that we take the normalization condition

tr I = tr(H0) = 1 for notational simplicity in DSSYK literature. This means we are secretly

using a ‘type II1 trace’. To re-obtain a physical entropy, we need to compensate a divergent

multiplicative factor
√
2
N

to obtain the usual ‘type I trace’. This step brings back the

universal divergent additive constant to entropies: Sn(type I) = Sn(type II1) + N log
√
2.

We notice that since we are working at N → ∞ limit (N is the number of Majorana fermion

in microscopic DSSYK model), so Sn(type I) = +∞. Therefore, it is meaningful to study
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its relative value to the maximal value, namely Sn(type II1), which is finite in N → ∞
limit. This exactly brings us back to the type II1 entropy.

Back to our main theme, for later convenience, we also study Rényi version of entan-

glement entropy defined by:

S(m)
n =

1

1−m
log[tr ρmn ] =

1

1−m
log

(∫ π

0
dθΨ(θ, q)

[
Hn(cos θ|q)2

(q; q)n

]m)
(2.21)

where, by taking m → 1 we recover von Neumann entanglement entropy defined above.

We shall see that the entanglement spectrum has highly non-trivial dependence on Rényi

index m.

3 RMT limit: q = 0

We first consider the RMT (RandomMatrix Theory) when we take q → 0. This is obviously

seen from the distribution function Ψ(θ, q), approaching the Wigner semicircle law [54] in

this limit. Alternatively, for finite q, we also notice that the RMT behavior shows up when

n→ +∞ where we can safely replace qn ≈ 0.

Numerical results and naive calculation For concreteness, we take q = 0. The

q-Pochhammer symbol simplified to be (q; q)n = 1 therefore q-Hermite polynomial and

distribution function are simplified as:

Hn(cos θ|q) =
n∑
k=0

ei(n−2k)θ =
sin(n+ 1)θ

sin θ
(3.1)

Ψ(θ, q) =
1

2π
(1− e2iθ)(1− e−2iθ) =

2

π
sin2 θ (3.2)

Then the Rényi entropy is given by:

S(m)
n =

1

1−m
log

(∫ π

0
dθ

2

π
sin2 θ

[
sin(n+ 1)θ

sin θ

]2m)
(3.3)

Interestingly, numerics in figure 2(a) shows that the entanglement spectrum is highly

none-flat. For Rényi entropy (m ≥ 3
2), S

(m)
n decreases to minus infinity when n gets large;

but for 1 ≤ m < 3
2 , S

(m)
n saturate to constant negative value as n gets large.

An heuristic understanding of the integral would be noticing when n→ ∞, the function(
sin(n+1)θ

sin θ

)2
becomes a delta-function centered at θ = kπ, k ∈ Z, i.e., we need only to

consider integral inside the range θ ∈ [−π/(n+ 1), π/(n+ 1)]:

e(1−m)S
(m)
n ≈

∫ π/(n+1)

−π/(n+1)
dθ

2

π
sin2 θ

[
sin(n+ 1)θ

sin θ

]2m
=

∫ π

−π
dφ(n+ 1)−1 2

π
sin2(φ/n)

[
sinφ

sinφ/(n+ 1)

]2m
≈ (n+ 1)2m−3

∫ π

−π
dφ

2

π
φ2

[
sinφ

φ

]2m
∼ (n+ 1)2m−3

(3.4)

=⇒ S(m)
n ∼ 2m− 3

1−m
log(n+ 1) +O(n0) (3.5)
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Figure 2. (a) Entanglement entropy and Rényi entropy at RMT limit (q = 0). The colored dots

are S
(m)
n from equation (3.3). (b) We linearly fit the curve with ansatz form am − cm log(1 + n).

−cm from data in (a) and compare with the theoretically predicted one (red curve): −cm = (2m−3)
(1−m) .

where in the second line we consider the case when n is large and approximate sin(φ/(n+

1)) ≈ φ/(n+ 1). We notice that this simple calculation remarkably explains the behavior

for m > 3
2 .

In figure 2(b), we compare the coefficient cm of S
(m)
n ≈ cm log n from data fitting and

the predicted one 2m−3
1−m , we see that our prediction works perfectly well for m ≳ 3

2 and

gradually fail when m approaching 3
2 .

von Neumann entropy: m = 1, n = +∞ . To analytically capture the behavior at

m = 1, we proceed in the following. We first rewrite the von Neuman entropy in terms of

KL-divergence:

S(1)
n = −

∫ π

0
dθ · 2

π
sin2(n+ 1)θ · log

[
2
π sin

2(n+ 1)θ
2
π sin

2 θ

]
= −DKL(Pn||P0) (3.6)

where Pn(θ) =
2
π sin

2(n+ 1)θ is a set of normalized probability distribution.

The KL-divergence naturally split into two term: S
(1)
n = − tr(Pn logPn)+tr(Pn logP0).

The first term can be calculated exactly, which is an integral of periodic function and

produces the same result for all n:

S(1)
n ⊃ − tr(Pn logPn) = −

∫ π

0
dθ · 2

π
sin2(n+ 1)θ · log

(
2

π
sin2(n+ 1)θ

)
= log(2π)− 1, ∀n

(3.7)

For the second term − tr(Pn logP0), in n = +∞ limit, we may approximate the fast

oscillating periodic function by its average value: 2
π sin

2(n+1)θ ≈ 1
2
2
π , and then the integral

can also be calculated exactly:

S(1)
∞ ⊃ tr(P∞ logP0) =

∫ π

0
dθ · 2

π
· 1
2
· log

(
2

π
sin2 θ

)
= − log(2π) (3.8)

Combining equation (3.8) and (3.7), we have the exact result for S
(1)
∞ :

S(1)
∞ = −1 > − log 2 (3.9)
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It is interesting to see that in RMT limit, we can deviate from maximally mixed state at

most by an amount of the same order but less than one bit.

von-Neumann entropy: m = 1, n < +∞. It turns out the integral tr(Pn logP1) can

be worked out exactly. We first notice the Fourier series of log sin θ:

log sin θ = − log 2−
+∞∑
k=1

1

k
cos(2kθ), θ ∈ (0, π) (3.10)

Using this result, we have tr(Pn logP0) = − log(2π) + (n + 1)−1, then the von-Neumann

entropy is given by:

S(1)
n = −1 +

1

n+ 1
(3.11)

This is consistent with the previous calculation where S
(1)
n=∞ = −1.

Set up for approximation scheme. We see that in the above calculation at n = ∞,

we benefit from the observation to replace sin2(n + 1)θ by its average value 1
2 . In this

paragraph, we want to find out the analog of this observation at large but finite n. The

observation is that for n ≫ 1, we may approximate Pn(θ) as a simpler one Gn(θ), which

we name as grating function:

Gn(θ) =

{
2
π , when sin2(n+ 1)θ > 1

2

0, when sin2(n+ 1)θ < 1
2

(3.12)

since its form looks like the transmissivity distribution of a one-dimensional optical grating

with sharp edges. We denote this substitution as grating approximation.

We immediately observe that − tr(Pn logP1) and − tr(Gn logP1) gives the same result

at n = +∞. Next, we are going to apply this grating approximation to estimate Rényi

entropy at finite n.

We notice that after replacing Pn by Gn in equation (3.3) of Rényi entropy, we obtain:

S(m)
n ≈ 1

1−m
log

(∫ π

0
dθ ·Gn(θ) sin2−2m θ

)
(3.13)

where we use the fact that the value of π2Gn(θ) is either 1 or 0, so its 2m-th power equals

itself. So, we need to develop a reasonable approximation of calculating integral like
∫ π
0 dθ ·

Gn(θ)f(θ). We also notice that f(θ) diverges at θ = 0, π, therefore we need to treat the

edge of the integral domain carefully. According to the shape of Gn(θ), the integral can be

approximated as the following form when n is large but finite:∫ π

0
dθ ·Gn(θ)f(θ) ≈

1

2

∫ π−π/4(n+1)

π/4(n+1)
dθ · 2

π
f(θ) (3.14)

The above approximation originates from two reasons: (1) the change of integral range at

the edge of domain is considered exactly (2) for the bulk of integral since f(θ) is smooth,

we can well approximate the highly oscillating function (recall that we take n to be large)

by its average.
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Figure 3. Linear data fitting (green curve) of Rényi mutual information S
(m)
n in RMT limit (q = 0).

(a) m = 1, S
(m)
n is linear in 1

n+1 . (b) 1 < m < 3
2 , e

(1−m)S(m)
n is linear in (n + 1)2m−3 when n gets

large. (c) m = 3
2 , e

(1−m)S(m)
n is linear in log(n + 1) when n gets large. (b) m > 3

2 , e
(1−m)S(m)

n is

linear in (n + 1)2m−3 when n gets large. Here we rescaled n by n/nmax to plot four lines in one

figure, where nmax = 100.

So the estimation of Rényi entropy at n≫ 1 under grating approximation is:

S(m)
n ≈ 1

1−m
log

[
1

π

∫ π−π/4(n+1)

π/4(n+1)
dθ · sin2−2m θ

]
(3.15)

Rényi entropy at m > 3
2 . A first consistency check would be that: if we use the same

strategy in equation (3.15) at n = ∞, can we recover S
(m>1.5)
n=∞ = −∞? The answer is

indeed obviously yes for m ≥ 1.5, this is because at θ → 0, the integrand θ2−2m diverges.

The next step is to obtain the result when n where the divergence is regulated:

Integral =
1

π

∫ π− π
4(n+1)

π
4(n+1)

dθ · sin2−2m θ ≈ 2

π

∫ 1

π
4(n+1)

dθ · θ2−2m + (regular terms)

=
2

π

(π/4(n+ 1))3−2m

2m− 3
+ (regular terms) ∼ (n+ 1)2m−3

(3.16)

where we separate the integral into its nearly divergent part and the finite part. We see that

we indeed obtain and justify the same result of S
(m)
n ∼ 2m−3

1−m log(n+1) as in equation (3.5).

As a consistency check, we notice that the integral at m = 2 can be calculated easily

by noticing
∫ π
0 dθ · sin

−2 θ · sin2(nθ) = nπ and rewriting sin4(nθ) = sin2(nθ)− 1
4 sin

2(2nθ).

The compact analytical result is given by:

S(m=2)
n = − log(n+ 1) (3.17)
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which matches our prediction of scaling behaviour with respect to n and even the coefficient
2m−3
1−m exactly.

Rényi entropy at m = 3
2 . When m = 3

2 , we similarly have:

Integral =
1

π

∫ π− π
4(n+1)

π
4(n+1)

dθ · sin−1 θ ≈ 2

π

∫ 1

π
4(n+1)

dθ · θ−1 + (regular terms)

=
2

π
log

(
4(n+ 1)

π

)
+ (regular terms) ∼ log(n+ 1)

(3.18)

So the Rényi entropy reads as: S
(m=1.5)
n ∼ −2 log log(n+1), which has a slower divergence

comparing to m > 3
2 ’s case.

Rényi entropy at 1 < m < 1.5 . In this region, the integral in Equation (3.15) is

convergent:

Integral =
1

π

∫ π− π
4(n+1)

π
4(n+1)

dθ · sin2−2m θ ≈ 1

π

∫ π

0
dθ · sin2−2m θ − 2

π

∫ π/4(n+1)

0
dθ · θ2−2m

=
Γ(3/2−m)√
πΓ(2−m)

− 2

π

1

3− 2m

(
4(n+ 1)

π

)−(3−2m)

(3.19)

So, the estimation for Rényi entropy at large n would be: S
(m)
n ∼ −am+ bm(n+1)−(3−2m)

where am, bm is some finite positive coefficient.

In figure 3 we perform numerical simulation and careful linear data collapse to show

that our prediction for the large n scaling of S
(m)
n at various ranges of m is correct.

4 SYK2 limit: q = 1

In this section, we consider a limit where q ≈ 1, qn ≈ 1. In other word, if we parametrize

q = e−λ, we need λ→ 0, n≪ λ−1. We notice that this is not the triple scaling limit where

the usual large-p SYKp is recovered by requiring the scaling of λ → 0, qn ∼ O(λ2), i.e.,

n = 2λ−1 log(λ−1) +O(λ−1).

Instead, we observe that here we recover the limit of SYK2. We first notice that in

this limit,

bn =

√
1− qn

1− q
=

√
1− e−λn

1− e−λ
≈
√
λn

λ
=

√
n (4.1)

Then the symmetric transfer matrix would be T̃ = a + a† where a† is the boson creation

operator of a simple harmonic oscillator. So the moment of Hamiltonian is simplified to

be:
µ2n = trH2n = ⟨0|(a+ a†)2n|0⟩ = 2n⟨0|x̂2n|0⟩

= 2n
∫ +∞

−∞
dx x2n|ψ0(x)|2 = 2n

∫ +∞

−∞
dx x2n

1√
π
e−x

2

= 2n
1√
π
Γ

(
n+

1

2

)
= (2n− 1)!!

(4.2)
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where we identified x̂ = a+a†√
2

as the position operator of the harmonic occilator and ψ0(x) =

⟨x|0⟩ in the ground state wave-function in position basis. The exact form of µ2n in SYK2

model is calculated in appendix E of [55], where µ2n = (2n− 1)!! + O(N−1). We see that

our result matches in large N limit.

Back to the theme, before calculating the S
(m)
n , we first need to prepare the form of

distribution function Ψ(θ, q) and q-Hermite polynomial Hn(x|q) in this limit.

We first consider distribution function Ψ(θ, q). Using the fact [13]:

log[(e+2iθ; q)∞(e−2iθ; q)∞] ≈ −1

λ
(Li2(e

2iθ) + Li2(e
−2iθ)) =

π2

6λ
− 2λ−1(θ − π

2
)2 (4.3)

then the distribution function became a Gaussian center at π/2 with width φ ≡ θ − π
2 ∼

λ1/2:

Ψ(θ, q) ≈ C(q; q)∞e
π2

6λ

2π
· e−2λ−1(θ−π

2
)2 (4.4)

where C is a constant which donot depends on λ, and is to be fixed later by normalization.

Next, we consider the approximation of q-Hermite polynomial. A seemingly correct

reduction is by noticing that (q; q)k ≈ λkk!, then we have:

Hn(x|q) =
n∑
k=0

(q; q)n
(q; q)k(q; q)n−k

ei(n−2k)θ ≈
n∑
k=0

λnn!

λkk!λn−k(n− k)!
ei(n−2k)θ

= einθ(1 + e−i2nθ)n = 2n cosn θ = 2nxn

(4.5)

Although this 2nxn is the O(λ0) term in the polynomial, however, this approximation is

actually problematic since x = cos θ = sinφ ≈ φ ∼
√
λ also has scaling dependence on λ

according the width of Gaussian distribution. For a concrete example, the H4(x|q) is given
by:

H4(x|q) = 16x4 − 4x2(3− q − q2 − q3) + (1− q − q3 + q4)

≈ 16x4 − 24x2λ+ 3λ2
(4.6)

where in the second line we approximate the coefficient by its leading order in λ. We see

that all three terms are of O(λ2). More generally, Hn(x|q) is approximately a homogeneous

function of order O(λn/2) if we consider x ∼ O(
√
λ).

To obtain the correct reduction of q-Hermite polynomial Hn(x|q), a natural guess

would be that it should be reduced to the usual Hermite polynomial Hn(x), which is in

wave functions of harmonic occilator since the algebraic structure already appeared in T̃ .

Actually, the answer is given by:

Hn(x|e−λ) ≈
(
λ

2

)n/2
Hn

(
x/

√
λ

2

)
(4.7)

This can be checked directly from the recursion relation of Hn(x|q) and approximate 1 −
qn ≈ λn, which leads to 2nHn−1(y)+Hn+1(y) = 2yHn(y) and indeed confirms the recursion

relation of Hermite polynomial.
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Figure 4. (a) Entropy in SYK2 limit (q = 1). The colored dots are S
(m)
n from equation (4.8). The

solid green lines under the dots are of the ansatz form S
(m)
n = am − dmn and the coefficient am, dm

are from the linear fitting of data. (b) Comparing coefficient −dm from data fitting in (a) and the

theoretically estimated one: −dm = m log 2m
(1−m) .

From all the approximation above, we are well prepared to calculate the entanglement

entropy:

e(1−m)S
(m)
n ≈ C(q; q)∞e

π2

6λ

2π

∫ π

0
dθ e−2λ−1(θ−π

2
)2

[
H2
n(cos θ/

√
λ/2)

2nn!

]m

≈ C(q; q)∞e
π2

6λ

2π

√
λ

2

∫ +∞

−∞
dx e−x

2

[
H2
n(x)

2nn!

]m
=

1√
π

∫ +∞

−∞
dx e−x

2

[
H2
n(x)

2nn!

]m
(4.8)

where we used approximation [13, 22](q; q)∞ ≈
√

2π/λ exp[−π2

6λ + λ
24 ] and C = 2 fixed by

normalization of RHS = 1 at m = 1,∀n. From the first line to the second, we change the

dummy variable and extend the integral region to infinity.

An equivalent way of writing this would be substituting Hn(x) in terms of normalized

wave function ϕn(x) = ⟨x|n⟩ of Harmonic oscillator:

e(1−m)S
(m)
n =

∫ +∞

−∞
dx ϕ0(x)

2

[
ϕn(x)

2

ϕ0(x)2

]m
, ϕn(x) =

Hn(x)e
−x2/2

√
π1/22nn!

(4.9)

and the normalization at m = 1 is obvious. Similar as equation (2.20), the von Neumann

entropy in SYK2 limit also has a KL-divergence form:

S(m=1)
n = −

∫ +∞

−∞
dxϕn(x)

2 log

[
ϕn(x)

2

ϕ0(x)2

]
= −DKL(ϕ

2
n||ϕ20) (4.10)

An important difference between equation (2.20) and equation (4.10) is that: for the former,

θ is the indices labeling the energy eigenstates, but for the latter n is the eigenstate label.
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To make further analytical progress, we approximate Hn(x) by its highest power

Hn(x) ≈ 2nxn, then the Gaussian integral can be performed and the entropy reads:

S(m)
n ≈ 1

1−m
log

[
1√
π

2mn

(n!)m
Γ

(
mn+

1

2

)]
≈ m log 2m

1−m
n+O(log n)

(4.11)

where in the second line we used the Stirling formula when considering n≫ 1.

This result hints at the linear decrease of entropy in n, in contrast with the log n

decrease in RMT limit. As before, the coefficient in front of n should not be considered

to be exact since it obviously don’t give a finite limit when m → 1. In figure 4(b), we

numerically confirm that the prediction of coefficient becomes better for m being large.

For m approaching 1, the linear-in-n behaviour still presence, see figure 4(a).

5 Triple scaling limit: q → 1−

The usual SYKp model in large p is reobtained by taking triple scaling limits:

λ→ 0, n→ ∞, qn = e−λn/λ2 = e−ℓ̃ = fixed (5.1)

which is equivalent to say n is of order n ≳ 2λ−1 log λ−1. Here, ℓ̃ is the renormalized length

in [28]’s bulk reconstruction in triple scaling limit. From now on we are interested in von

Neumann entropy only, therefore for notational simplicity, we denote S
(m=1)
n as Sn and we

will call ‘von Neumann entropy’ simply as ‘entropy’.

5.1 Intermidiate range of q ∈ (0, 1)

Before diving into triple scaling limit, it is instructive to see the behavior of entanglement

entropy in the intermediate range q ∈ (0, 1). Away from the two analytically controlled

limits (q = 0 or q = 1), we only obtain some numerical results, as shown in figure 5(a).

We see that the SYK2 limit (linear decrease with n) and RMT limit (remain constant)

still manifest themselves in small n and large n, respectively. Since SYK2 region is only

valid in n ≪ λ−1, we see that the initial linear decreasing region indeed expands as q

approaching 1, as expected.

5.2 Plateau value for λ→ 0

Before diving into triple scaling limit, we can first evaluate the finite saturation value of Sn
at n→ ∞ observed in figure 5(a). This is because the probability distribution ψ2

n(cos θ|q)
would also approach RMT value 2

π sin
2(n+1)θ even for q → 1−, as long as n is much larger

than any other scales controlled by functions of λ (see appendix A for explicit justification).

This point is justified in the next section when we study the low energy theory of triple

scaling limit using the exact solution of Liouville quantum mechanics.

In this section, the only thing different from RMT limit is that the distribution function

P0(θ) = Ψ(θ, q) is not 2
π sin

2 θ anymore, but given by the following approximated form [13]
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Figure 5. (a) Numerical results of von Neumann entropy S
(m=1)
n at different q. (b) Sn=∞ as

a function of λ−1(blue dots, evaluated within q ∈ [0.7, 0.93]). The green line is the ansatz form

f(λ−1) = c1λ
−1 + c2 log λ

−1 + c3, with the coefficients from linear data fitting. We confirmed these

three coefficients agree with analytical prediction in equation (5.4). The maximal value of n within

machine precision in Mathematica is nmax = 110 at q = 0.93.

in λ→ 0 limit of equation (2.18):

Ψ(θ, q) ≈ 4

√
2

πλ
e−2π2λ−1

e−2λ−1(θ−π
2 )

2

sin θ sinh

(
2πθ

λ

)
sinh

(
2π(π − θ)

λ

)
(5.2)

Then, as usual, the entropy split into two terms: Sn=∞ = − tr(P∞ logP∞)+tr(P∞ logP0).

The first term is the same as equation (3.7). For the second term, we need to perform

the integral of logΨ(θ, q), where we see that different terms nicely become summations

after taking logarithm, which can be integrated separately. The only non trivial integral is∫
dx log sinhx, which is given in terms of polylogarithm function:∫

dx log(sinhx) =
1

2
x2 − x log 2 +

1

2
Li2(e

−2x), Lis(z) =

+∞∑
k=1

zk

ks
(5.3)

In order to calculate definite integral, one more thing needed is that Lis(1) = ζ(s), ζ(2) =
1
6π

2.

Collecting all discussions above, we finally arrive at the explicit form of entanglement

entropy at n = ∞:

Sn=∞ = −π
2

6
λ−1 +

1

2
log(λ−1) +

1

2
log(2π)− 1− 1

12
λ+

λ

2π2
Li2(e

−4πλ−1
) (5.4)

where we arrange above equation in decreasing importance of λ-dependence as λ−1 → +∞.

We see that the leading order contribution is O(λ−1) with a minus sign in the front.

This is physical since λ−1 = N
2p2

, where p is subindex of SYKp and N is the number of

fermions. Therefore, the leading order proportionality of N means entanglement entropy

is an extensive quantity that counts the degree of freedom. The first three leading or-

der contributions (O(λ−1), O(log(λ−1)), O(1)) to plateau value is confirmed by fitting the

numerical result in figure 5(b).

We also notice that the physical entanglement entropy differs from Sn by a constant

shift Sn → Sn + Smax = Sn + log
√
2 · N . Therefore we expect that these two extensive
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terms should cancel each other to make the physical entanglement entropy Sn be not of

order O(N).

The reason why here the coefficient cannot cancel exactly is that we are not calculating

a finite-N theory, instead, N is taken to be infinity in the first place. In a true finite N

calculation, one may expect that trH2n, n → ∞ is dominated by the two eigenvectors

at the edge of the spectrum (assumed to be reflection-symmetric over H → −H), i.e.,

tr(H2n) ≈ E2n
max|−Emax⟩⟨−Emax|+E2n

max|Emax⟩⟨Emax|, therefore the entanglement entropy

of this operator would be log 2, which is not extensive in N .

5.3 Estimation of entropy in triple scaling limit

Now we are ready to calculate S(ℓ̃) at triple scaling limit. When we are seriously taking

λ−1 = 0 while keeping ℓ̃ fixed, we will find that S(ℓ̃) differs from Sn=∞ by an order one

value. Therefore S(ℓ̃) itself diverges to minus infinity as Sn=∞, so it is only meaningful to

study ∆S(ℓ̃) ≡ S(ℓ̃)− Sn=∞.

In order to calculate S(ℓ̃), the qualitative feature of probabilistic distribution Pn(θ) =

ψ2
n(cos θ|q) is needed. The relevant low energy (θ ∼ O(λ)) behavior is worked out in

appendix A using the exact solution of Liouville quantum mechanics. The transfer matrix

T̃ ∼ −∂2
ℓ̃
+ e−ℓ̃ describe a one-dimensional quantum mechanics of particle moving in the

potential of shape V (ℓ̃) = e−ℓ̃. The energy level is labeled by the asymptotic momentum

k = θ/λ, and Pn(θ) = |ψk(ℓ̃)|2 is the square of eigenfunction. We denote the triple scaling

limit of Pn(θ) as P (ℓ̃, k), with k = θ/λ.

To calculate S(ℓ̃), we calculate − tr(Pn logPn) and tr(Pn logP0) respectively.

First, we show that − tr(Pn logPn) term is the same as n = ∞ result, which is given

by equation (3.7). This is because in triple scaling limit, Pn(θ) ≈ 2
π sin

2(nθ) for θ ∼ O(1)

(see appendix A and figure 6(b)), they only differ at the edge of integral domain θ ∈ (0, π),

where θ ∼ O(λ) or (π − θ) ∼ O(λ). Since Pn(θ) is everywhere bounded when λ → 0, we

conclude that − tr(Pn logPn) − (− tr(P∞ logP∞)) ∼ O(λ), which vanishes in strict triple

scaling limit.

So, the contribution of entropy difference solely comes from tr((Pn−P∞) logP0) terms:

∆S(ℓ̃) = lim
λ→0

2

∫ π
2

0
dθ

(
Pn(θ)−

1

π

)
logΨ(θ, q)

= 2

∫ +∞

0
dk

(
P (ℓ̃, k)− 1

π

)
·
[
lim
λ→0

(
λ logΨ(kλ, e−λ)

)] (5.5)

Here, the factor 2 in front of the integral is because of the inversion symmetry of integrand

over θ → π − θ. To perform the actual calculation, we first need the distribution function

Ψ(θ, q) in low energy limit (θ ∼ O(λ)) [13]:

Ψ(θ, q) = 2

√
2

πλ
e−

1
2
π2λ−1

e−2λ−1θ2 sin θ sinh

(
2πθ

λ

)
(5.6)

In terms of variable k (k = θ
λ ∼ O(1)), we have:

logΨ(kλ, e−λ) = log

(
2

√
2

π

)
− 1

2
log λ−1 − 1

2
π2λ−1 − 2λk2 + log k + log sinh(2πk) (5.7)
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Figure 6. (a) ∆S(ℓ̃) as a function of ℓ̃, comparing the numerical result at finite λ with estimation

∆S(ℓ̃) ∼ πk0(ℓ̃). (b) A typical shape of ψ2
n(cos θ|q). The orange horizon line is 2

π .

Therefore we observe that:

lim
λ→0

λ logΨ(kλ, e−λ) = −1

2
π2 (5.8)

So the final result of entropy in triple scaling limit is given by:

∆S(ℓ̃) = −π2
∫ +∞

0
dk

(
P (ℓ̃, k)− 1

π

)
(5.9)

where P (ℓ̃, k) is given by Bessel function of first kindKν(z) (see appendix A for derivation):

P (ℓ̃, k) =
2/π

|Γ(2ik)|2
K2

2ik(2e
−ℓ̃/2) (5.10)

The behavior of P (ℓ̃, k) is easy to understand from a semi-classical point of view. For

a fixed ℓ̃, there exists a typical energy scale, the ‘penetration energy’ k0(ℓ̃), operationally

defined as the energy k0 at which the probability function P (ℓ̃, k) arrive at its first maximal

when increasing k from zero. Physically, having WKB approximation in mind, when k ≲
k0(ℓ̃), P (ℓ̃, k) is almost zero in the classical forbidden region; when k ≳ k0(ℓ̃), the potential

energy V (ℓ̃) is much smaller than the total energy k2, therefore the particle is almost free

and its wavefunction is almost a standing wave: P (ℓ̃, k) ≈ 2
π sin

2(kℓ̃). This is the reason

why the integral (5.9) converges at k → +∞. A justification of this argument by WKB

approximation is compared in appendix A.

According to the analysis of behavior of P (ℓ̃, k), we may perform the following grating

approximation by dividing the integral domain into two regions (0, k0(ℓ̃)) and (k0(ℓ̃),+∞),

and approximate P (ℓ̃, k) ≈ 0 in the first region and P (ℓ̃, k) ≈ 2
π sin

2(kℓ̃) in the second.

Therefore the integral in the second region vanishes, leaving a positive contribution from

the first: region:

∆S(ℓ̃) ≈ −π2
∫ k0(ℓ̃)

0
dk

(
0− 1

π

)
= πk0(ℓ̃) (5.11)
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In appendix A we show the behaviour of k0(ℓ̃): (1), k0(ℓ̃) ≈ e−ℓ̃/2 when ℓ̃ ≲ 0. This is

expected from WKB approximation where the penetration energy is determined classically

(k20 − V (ℓ̃) = 0, where the classical kinetic energy is zero). (2), k0(ℓ̃) ≈ π
2 ℓ̃

−1 when ℓ̃ ≳ 0.

This is anticipated from the large-ℓ̃ behavior of RMT result. In figure 6(a) we compare

our approximation with the numerical result (we can’t do numerical integral at exact triple

scaling limit with λ = 0, due to fast oscillation of integrand. We calculate at reasonably

small λ ∼ 0.1). We see that this crude approximation captures the qualitative feature

of ∆S(ℓ̃), while quantitatively there are still discrepancies. Such discrepancy may come

from the finite-λ-effect of numerical simulation or the non-negligible contribution from the

intermediate region (k is in the vicinity of k0(ℓ̃)) which glues the classically forbidden

region and free particle region, where the wave function has a high peak (see figure 6(b)

and figure 9(a)).

5.4 Matching semi-classical calculation in JT gravity

In this section, we show that the entropy ∆S(ℓ̃) in semiclassical region ℓ̃ ≲ 0 where WKB

approximation of wave function works, the result ∆S(ℓ̃) ∼ k0(ℓ̃) ≈ e−ℓ̃/2 matches the semi-

classical calculation in JT gravity, where the entropy of geodesic wormhole is given by the

classical solution of dilaton value at the center of the geodesic.

The JT gravity is a dilaton-gravity model on a (1+1) dimensional asymptotic AdS2
manifold M with following Lorenzian action:

SJT = Φ0χEuler +

∫
M

√
−gΦ(R+ 2) + 2

∫
∂M

√
−γΦ(K − 1) (5.12)

The first term χEuler is the Eintein-Hilbert action with proper Gibbons-Hawking-York

boundary term which together composed of Euler character. This purely topological,

though do not contribute to dynamics, has a significant role in the topological expan-

sion of JT gravity as a matrix integral [44]. The second term is the bulk dilaton action

with linear dilaton potential. Integrating over Φ, we set Ricci scalar R = −2, resulting in

a rigid bulk AdS2 spacetime. Variation over bulk metric we can get the on-shell equation-

of-motion of dilaton field. The non-trivial dynamics happen at the left and right timelike

boundary, where the holographic boundary observer lives.

In this section, we will first work out the classical solution of metric and dilaton field,

then calculate the geodesic length connecting the left and right asymptotic boundary. Ac-

cording to the RT formula, the entropy is proportional to the extremal value of area (codi-

mension 2 sub-manifold) that is homologous to a boundary region. In dilaton gravity in

1+1 dimension, the value of area is replaced by the dilaton value. (This can be interpreted

from the fact that JT gravity originates from the s-wave reduction of higher dimensional

near extremal black hole [43], where the dilaton is the fluctuation of higher dimensional

area.) Therefore, due to the reflection symmetry between left/right, the extremal dilaton

profile lies at the center of the geodesic. See figure 7 for illustration.

Classical solution of metric. AdS2 can be embedded in a 3-dimensional Minkovski

space with signature (−,−,+), with metric:

ds2 = −dT 2
1 − dT 2

2 + dX2 (5.13)
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Figure 7. Geodesic wormhole (blue curve) in AdS2 connecting left and right asymptotic boundaries.

The red dot emphasizes that the entropy of this wormhole state is given by the value of dilaton at

the center.

AdS2 is the universal cover of the induced metric on the hyperbola:

T 2
1 + T 2

2 −X2 = 1 (5.14)

We will be interest in two kinds of parametrization of hyperbola: (1) Rindler coordinate,

which is useful to place the asymptotic boundary and match the boundary clock for holo-

graphic observer; (2) global coordinate, which is useful to calculate the the geodesic length

and read out the value of dilaton at the center of geodesic, whose location extends into the

region which Rindler coordinates cannot cover.

The two coordinate systems are given by:

global:


T1 =

√
1 + x2 cos tg

T2 =
√
1 + x2 sin tg

X = x

, Rindler:


T1 = r/rh

T2 =
√
(r/rh)2 − 1 sinh(rht)

X =
√
(r/rh)2 − 1 cosh(rht)

(5.15)

with induced metric:

ds2 = −(1 + x2)dt2g +
dx2

1 + x2
, ds2 = −(r2 − r2h)dt

2 +
dr2

r2 − r2h
(5.16)

The subscript ‘g’ is for ‘global’ and ‘h’ for ‘horizon’ (r = rh is Rindler horizon). The

domain of Rindler coordinate is r > rh, t ∈ (−∞,+∞), which covers the right Rindler

patch of figure 7. The corresponding domain of global coordinate is x ∈ (−∞,+∞), tg ∈
[−π/2, π/2].

Boundary and boundary conditions. The right asymptotic boundary is placed at

r = rb, with rb ≫ rh (In the end of calculation, we are taking rb → +∞). In global

coordinate, boundary place r = rb is translated into rb/rh =
√

1 + x2b cos tgThe boundary

metric is given by ds2 = −r2bdt2. So, we see that by dropping the constant Weyl factor, t

becomes the proper time for the holographic observer. The boundary condition of dilaton

is that it remains constant at the boundary: Φ|∂M = ϕbrb.
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Classical solution of dilaton field. The general solution for dilaton field is Φ = AT1+

BT2 + CX, where the SO(2,1) covariance is manifest. In our case, the physical solution

is by choosing B = C = 0 [46], in order to match the boundary condition. So, we have

dilaton profile in both coordinates:

Φ = Φh
√

1 + x2 cos tg = Φh(r/rh) (5.17)

where Φh > 0 is the dilaton value on the horizon. Matching the boundary condition, we

have ϕb = Φh(rb/rh).

Geodesic length. In pure JT gravity without matter, the classical ADM energy on

the left/right boundary is the same [46]: EL = ER = Φ2
h/ϕb. Therefore upon covariant

quantization [46], HL − HR = 0 should be considered as a gauge constraint, namely the

physical states satisfy (HL −HR)|ψ⟩ = 0. Therefore the evolution of boost time should be

identified as the same states: ei(HL−HR)t|ψ⟩ = |ψ⟩, indicates that the we can set tL = tR ≡ t

as a gauge fixing condition. Therefore it is sufficient to consider the geodesic with the same

boundary time at left/right end point.

Now, we are ready to calculate geodesic length [46]. In global coordinate with time

translation symmetry, the tg = Const line is obviously a spacelike geodesic. The bare

length is given by:

ℓbare =

∫ xb

−xb
dx · 1√

1 + x2
= 2 log

(
xb +

√
1 + x2b

)
≈ 2 log(2xb) (5.18)

where we notice that xb ≫ 1. Since xb is implicitly dependent on global time tg via

rb/rh =
√

1 + x2b cos tg, the last thing to do is to relate the boundary to global time: via

T2/T1 =

√
(rb/rh)2−1

(rb/rh)
sinh(rht) = tan tg. Since rb/rh ≫ 1, we have cos tg ≈ (cosh rht)

−1.

Therefore we obtain the bare length as a function of boundary time:

ℓbare(t) = 2 log

(
cosh rht

Φh

)
+ 2 log (2ϕbrb) (5.19)

We define the renormalized length ℓ̃ by dropping the universal divergent constant 2 log(2Φ|∂M) =

2 log(2ϕbrb), which is finite in rb → +∞ limit:

ℓ̃(t) = 2 log

(
cosh rht

Φh

)
(5.20)

Matching entropy with boundary calculation. The center of geodesic is located at

x = 0, so the dilaton value at the center is given by: Φcenter = Φh cos tg = Φh(cosh rht)
−1.

Therefore we have:

ℓ̃ = 2 log(Φ−1
center) −→ S(ℓ̃) ∝ Φcenter = e−ℓ̃/2 (5.21)

We observe that the scaling behavior matches the boundary calculation of ∆S(ℓ̃) in semi-

classical region.
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6 Conclusions

In this work, we study the entanglement entropy and its Rényi generalization of fixed-

length states in 0-particle Hilbert space of DSSYK model. We show that the entanglement

entropy is negative, which is a manifestation of type II1 von Neumann algebra. In RMT

limit (q = 0), we find that Sn = −1+ 1
n+1 , meaning that the long wormhole cannot deviate

from maximally mixed state even by one bit. We also observe that for different m, the

scaling behavior of S
(m)
n at large n is qualitatively different. This provides an example

where Rényi entropy is not a good correlation measure when entanglement spectrum is

highly non-flat. In SYK2 limit, we find that all S
(m)
n linearly decrease with n. Then

we dive into triple scaling limit and estimate the entanglement entropy using low energy

effective theory described by Liouville quantum mechanics. In semi-classical regime, we

match the estimated entropy from faithful boundary calculation to the bulk calculation in

JT gravity, where the entropy is given by the on-shell value of dilaton field at the center

of the geodesic, as predicted by RT formula.

An interesting future direction would be how to better interpret this boundary calcu-

lation in terms of the bulk gravity picture. For example, we show that the dilaton emerges

on-shell. It would be interesting if we could see dilaton emerges from off-shell boundary

calculation.

A Low energy wave function at triple scaling limit

A.1 Liouville quantum mechanics

In this section, we calculate the wave function ψn(cos θ|q) at triple scaling limit through

Liouville quantum mechanics.

From the recursion relation of the symmetrized transfer matrix T̃ in equation (2.11):

(T̃ψ)n =

√
1− qn

1− q
ψn−1 +

√
1− qn+1

1− q
ψn+1 (A.1)

we can search for a continuous version to represent operator T̃ . In triple scaling limit where

q → 1−, qn ∼ O(λ2), we approximate
√
1− q ≈

√
λ,
√

1− qn+1 ≈
√
1− qn ≈ 1 − 1

2q
n and

ψn+1 + ψn−1 − 2ψn ≈ ∂2nψ. The wormhole length is defined by q−n = e−λℓ in the main

text, so the continuous version of the operator T̃ is given by:
√
λT̃ = λ2∂2ℓ − e−ℓ + 2 (A.2)

The triple scaling limit is obtained by absorbing the ‘effective ℏ2’, which is λ2 in front

of kinetic energy, into the redefinition of wormhole length, i.e., the renormalized wormhole

length ℓ̃:

ℓ̃ ≡ ℓ+ 2 log λ (A.3)

Since the spectrum of T̃ has reflection symmetry over zero, we define the Hamiltonian to

be (−T̃ ) to make the sign of kinetic term to be minus:

−T̃ = E0 + λ3/2
(
−∂2

ℓ̃
+ e−ℓ̃

)
, E0 =

−2√
λ

(A.4)
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Figure 8. Compare probability distribution from low energy Liouville quantum mechanics P (ℓ̃, k)

and exact result ψ2
n(cos θ|q) with k = θ

λ . We see that from (a) to (b) as λ−1 increase and ℓ̃ kept

fixed, low energy effective theory gradually matches .

We will see that this Liouville operator L ≡
(
−∂2

ℓ̃
+ e−ℓ̃

)
describes the low energy

wave function and spectrum. A quick consistency check is by the observation that L has a

non-negative spectrum since it describes the one-dimensional particle moving in a positive

potential V (ℓ̃) = e−ℓ̃, whose eigenstates are scattering states which are asymptotically free

particle at ℓ̃ ≫ 1, V (ℓ̃) → 0+. Therefore the groundstate of −T̃ is given by L = 0, with

−T̃ = E0. This matched the exact spectrum −T̃ = −2 cos θ√
λ

at θ = 0.

The eigenstates of Liouville operator L can be solved exactly:

(
−∂2

ℓ̃
+ e−ℓ̃

)
ψk(ℓ̃) = k2ψk(ℓ̃), ψk(ℓ̃) =

2/
√
2π

Γ(2ik)
K2ik(2e

−ℓ̃/2) (A.5)

where Kν(z) is the modified Bessel function of the second kind, explicitly BesselK[ν,z] in

Mathematica. The choice of normalization factor would be self-obvious later.

By matching the energy spectrum −E of −T̃ , we can relate parameter k, which is the

momentum of the one-dimensional particle, to the original spectrum parameter θ:

−E(θ) =
−2 cos θ√

1− q
≈ −2(1− θ2/2)√

λ
= E0 + λ−1/2θ2 = E0 + λ3/2k2 (A.6)

=⇒ k =
θ

λ
(A.7)

From above we see that the triple scaling limit describes the low energy region where

θ ∼ O(λ) ≪ 1 since we assume ℓ̃, k ∼ O(1).

The distribution function P (ℓ̃, k) = |ψk(ℓ̃)|2 given by:

P (ℓ̃, k) =
2/π

|Γ(2ik)|2
K2

2ik(2e
−ℓ̃/2) (A.8)

would then exactly matches the exact result ψ2
n(cos θ|q) in triple scaling limit, which we

show numerically in figure 8.
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A.2 Approaching RMT limit

We first analyze how the distribution function P (ℓ̃, k) smoothly approaches the RMT result
2
π sin

2 nθ when we further consider ℓ̃≫ 1. Then the argument of Bessel function is 2e−ℓ̃/2 ≪
1. Using the expansion of Kν(z) at small z:

Kν(z) =
1

2
Γ(ν)

(z
2

)−ν +∞∑
k=0

(z/2)2k

(1− ν)kk!
+

1

2
Γ(−ν)

(z
2

)ν +∞∑
k=0

(z/2)2k

(1 + ν)kk!

≈ 1

2
Γ(ν)

(z
2

)−ν
+

1

2
Γ(−ν)

(z
2

)ν
, |z| ≪ 1

(A.9)

We notice that in our case ν = 2ik is purely imaginary, and since Γ(z∗) = (Γ(z))∗, meaning

that Kν(z) ∈ R for z ∈ R+. In this way, the distribution function is given by:

PRMT(ℓ̃, k) =
2

π
cos2

[
kℓ̃+ Im log Γ(2ik)

]
(A.10)

For sufficiently large ℓ̃ (n is larger than any other scales controlled by functions of λ)

and non-zero k, the phase is dominated by the first term with fast occilation kℓ̃ = θ(n −
2λ−1 log λ−1) ≈ θn, which means P (ℓ̃, k) ≈ 2

π cos
2 nθ.

To compare with RMT result 2
π sin

2 nθ, the extra phase π
2 shows up when we consider

the correction from Im log Γ(2ik), which is important when k approaches zero. This is done

by utilizing the expansion of log Γ(z) at small z:

log Γ(z) = log Γ(1 + z)− log z = − log z − γz +

+∞∑
k=2

ζ(k)

k
(−z)k, |z| < 1 (A.11)

where γ ≈ 0.57 is the Euler constant. Then the distribution function is expanded in small

k:

PRMT(ℓ̃, k) =
2

π
cos2

kℓ̃− 1

2
π − 2γk +

+∞∑
p=1

ζ(2p+ 1)

2p+ 1
(−1)p+1(2k)2p+1

 , 0 < k < 1/2

=
2

π
cos2

[
kℓ̃− 1

2
π − 2γk +O(k3)

]
=

2

π
sin2

[
kℓ̃− 2γk +O(k3)

]
=

2

π
sin2

[
θ(n− 2λ−1 log λ−1 − 2γλ−1) +O

(
(θ/λ)3

)]
(A.12)

which explicitly matches the RMT result and provides the new information as correction.

For later convenience, it is instructive to study the low energy behavior of P (ℓ̃, k)

for a fixed ℓ̃. One characteristic is the penetrating energy k0(ℓ̃), operationally defined as

the energy k0 at which the probability function P (ℓ̃, k) arrive at its first maximal when

increasing k from 0. Interpretation of penetrating energy k0(ℓ̃) is obvious in view of WKB-

approximation, where, semi-classically, the particle cannot go deeper into the region ℓ̃′ < ℓ̃

if its energy is smaller than k0(ℓ̃). In the view of WKB-approximation, the wave function

starts to oscillate only when k > k0, and is approximately zero when k < k0.
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Figure 9. (a), (b), (c) Compare distribution function P (ℓ̃, k) with its approximation

PRMT(ℓ̃, k), PWKB(ℓ̃, k) as a function of k at different ℓ̃. (d) Compare the exact result of pene-

trating energy k0(ℓ̃) with its approximations in different regions.

In ℓ̃ ≫ 1 limit, the penetrating energy k0(ℓ̃) is determined when the phase inside

cos2[...] increases (from −π/2) to 0, i.e.:

k0(ℓ̃)ℓ̃+ Im log Γ(2ik0(ℓ̃)) = 0 (A.13)

which is then solved perturbatively using expansion in the first line of Equation (A.12) for

ℓ̃≫ 1:

k0(ℓ̃) ≈
π

2

1

ℓ̃− 2γ
− π3ζ(3)

3

1

(ℓ̃− 2γ)4
+
π5ζ(5)

5

1

(ℓ̃− 2γ)6
+O

(
(ℓ̃− 2γ)−7

)
(A.14)

A.3 WKB limit

Another instructive limit is ℓ̃ < 0, |ℓ̃| ≫ 1, or simply denoted as ℓ̃≪ −1. More precisely, we

consider the original length ℓ to be order one. The Liouville operator in this limit is given by

λ2L = −λ2∂ℓ+ e−ℓ. The effective-ℏ is recovered in front of kinetic energy and a systematic

semiclassical expansion can be performed, which is known as WKB approximation.

In WKB approximation, the penetrating energy k0(ℓ̃) is obtained at vanishing kinetic

energy, where the semi-classical particle is static instantaneously. Therefore acquires a high

probabilistic density there. In this way, we have:

k0(ℓ̃) ≈ e−ℓ̃/2, when ℓ̃≪ −1 (A.15)
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The qualitatively different behaviour of k0(ℓ̃) at ℓ̃ ≪ −1 and ℓ̃ ≫ 1 is verified numerically

in figure 9(d).

Within the scheme of WKB approximation, the probability distribution function (square

of wave function) is calculated as a standard exercise of undergraduate quantum mechanics

course:

PWKB(ℓ̃, k) =


√

k2

k2−e−ℓ̃

2
π sin

2
[∫ ℓ̃
ℓ̃0
dℓ̃′
√
k2 − e−ℓ̃′ + π

4

]
, ℓ̃ > ℓ̃0 = −2 log k√

k2

e−ℓ̃−k2
1
2π exp

[
−2
∫ ℓ̃0
ℓ̃
dℓ̃′
√
e−ℓ̃′ − k2

]
, ℓ̃ < ℓ̃0 = −2 log k

(A.16)

In figure 9(a),(b),(c), we compare PWKB(ℓ̃, k) with exact wave function P (ℓ̃, k) as a

function of k in different range of ℓ̃. We see that WKB-approximation works well when k

is sway from k0(ℓ̃).

Since we are not aware of how to do the asymptotic expansion of Kν(z) in large-ν

limit directly, the WKB approximation provides valuable insight. In large-k limit for any

ℓ̃, we see that the P (ℓ̃, k) ≈ PWKB(ℓ̃, k) ≈ 2
π sin

2(k(ℓ̃− ℓ̃0)), i.e., the RMT result emerge for

arbitrary ℓ̃ as long as k is large. This is reasonable as expected, and serves as a starting

point of the estimation procedure in triple scaling limit applied in the main text.
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