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Abstract

The bootstrap is a popular method of constructing confidence intervals due to its ease of use and
broad applicability. Theoretical properties of bootstrap procedures have been established in a variety
of settings. However, there is limited theoretical research on the use of the bootstrap in the context of
estimation of a differentiable functional in a nonparametric or semiparametric model when nuisance
functions are estimated using machine learning. In this article, we provide general conditions for
consistency of the bootstrap in such scenarios. Our results cover a range of estimator constructions,
nuisance estimation methods, bootstrap sampling distributions, and bootstrap confidence interval
types. We provide refined results for the empirical bootstrap and smoothed bootstraps, and for
one-step estimators, plug-in estimators, empirical mean plug-in estimators, and estimating equations-
based estimators. We illustrate the use of our general results by demonstrating the asymptotic validity
of bootstrap confidence intervals for the average density value and G-computed conditional mean
parameters, and compare their performance in finite samples using numerical studies. Throughout,
we emphasize whether and how the bootstrap can produce asymptotically valid confidence intervals
when standard methods fail to do so.
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1 Introduction

In many problems in statistics, interest focuses on a parameter that depends on one or more unknown

infinite-dimensional nuisance functions. For example, treatment effects in causal inference often depend

on conditional mean functions (Robins, 1986; Holland, 1986; Gill & Robins, 2001), average derivative

parameters depend on derivatives of conditional mean functions (Powell et al., 1989), and survival

functions with informative censoring depend on conditional distribution functions (Dabrowska, 1989).

Estimating such a parameter typically involves estimating one or more infinite-dimensional nuisance

parameters. In order to reduce potential bias due to model misspecification, researchers may choose to

use a data-adaptive estimator for the nuisance, such as a tree-based estimator, a neural network, splines,

or an ensemble of many such estimators. However, directly plugging a data-adaptive nuisance estimator

into the parameter mapping often results in asymptotic bias that hinders valid statistical inference

for the parameter of interest. If the parameter is a smooth function of the underlying data-generating

distribution, it is possible to mitigate this bias enough for the estimator to be asymptotically linear under

a sufficient rate of convergence of the nuisance estimator (Pfanzagl, 1982; van der Vaart, 1991). There

are several general approaches for constructing asymptotically linear estimators in the presence of data-

adaptive nuisance estimators, including the one-step construction (Bickel, 1982; Pfanzagl, 1982), sieve

and series approximations (Geman & Hwang, 1982), under-smoothing (Newey et al., 1998), estimating

equations (Liang & Zeger, 1986; Hardin & Hilbe, 2002), and targeted minimum loss-based estimators

(van der Laan & Rubin, 2006; van der Laan & Rose, 2011).

If an asymptotically linear estimator can be constructed, it can often be used to conduct asymp-

totically valid inference. The most popular method of constructing confidence intervals based on an

asymptotically linear estimator is the Wald interval using a normal approximation to the sampling

distribution and the so-called influence function-based variance estimator. The bootstrap (Efron, 1982;

Efron & Tibshirani, 1994) is an alternative method of constructing confidence intervals that has several

potential advantages over Wald intervals. First, the bootstrap has been shown in some settings to

have higher-order accuracy, and hence better finite-sample coverage, than Wald intervals (Hall, 1988,

1992; Diciccio & Romano, 1988). Second, bootstrap confidence intervals can sometimes automatically

correct bias, and can thus be asymptotically valid under weaker conditions (Cattaneo & Jansson, 2018,

2022). Third, in some cases, an estimator of the asymptotic variance is not readily available because,

for instance, the influence function of the estimator does not have a closed form (e.g., Geskus & Groene-
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boom, 1999; Quale et al., 2006). Finally, Wald intervals are not guaranteed to respect constraints on

the parameter space, whereas some types of bootstrap intervals are.

The theoretical properties of the bootstrap have been studied for many problems. For example, Hall

(1988, 1992) established higher-order properties of bootstrap confidence intervals; Giné & Zinn (1990)

and van der Vaart &Wellner (1996) established uniform bootstrap central limit theorems; Chernozhukov

et al. (2017, 2022) established properties of the bootstrap for high-dimensional data; and Han et al.

(2018), Austern & Syrgkanis (2020), and Cattaneo et al. (2020) studied properties of the bootstrap for

non-Gaussian limits. Several authors have studied bootstrap methods for problems involving nuisance

parameters. Kosorok et al. (2004) and Dixon et al. (2005) proved consistency of bootstrap procedures in

semiparametric models when the nuisance parameter can be estimated at the n−1/2 rate. Ma & Kosorok

(2005) and Cheng & Huang (2010) demonstrated consistency of the weighted empirical bootstrap for

M -estimators in semiparametric models, permitting the nuisance to converge at a rate slower than

n−1/2. Coyle & van der Laan (2018) proposed methods of bootstrapping targeted minimum loss-based

estimators. Cai & van der Laan (2020) used the nonparametric bootstrap to achieve better finite sample

coverage using the highly adaptive lasso targeted minimum loss-based estimator. However, to the best

of our knowledge, a comprehensive study of bootstrap procedures for asymptotically linear estimators

with data-adaptive nuisance estimators does not yet exist.

In this article, we provide results for consistency of bootstrap methods for asymptotically linear

estimators involving data-adaptive nuisance estimation. Several notable contributions of our work

include: (1) we propose a general framework that allows us to study a variety of asymptotically linear

estimator constructions, and we study several specific constructions in depth; (2) we provide conditions

under which the bootstrap estimator is conditionally asymptotically linear; (3) we use our framework to

provide conditions for consistency of bootstrap confidence intervals, highlighting in particular settings in

which automatic bias correction is and is not possible; and (4) we cover a variety of bootstrap sampling

distributions, including both the empirical bootstrap and smooth bootstraps, and a variety of methods

of bootstrap nuisance estimation.

This last contribution is especially important in the context of data-adaptive nuisance estimators.

As noted in Bickel et al. (1997) and Coyle & van der Laan (2018), the empirical bootstrap can fail if the

estimator is sensitive to ties in the data. For example, a nuisance estimator that uses cross-validation

to select tuning parameters or as part of an ensemble learning strategy may not behave as expected

when applied to an empirical bootstrap sample because duplicate observations can appear in both
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the training and testing folds. Smooth bootstraps—i.e., bootstrap distributions that are dominated by

Lebesgue measure—can resolve this issue by producing bootstrap samples without duplicates. Although

smooth bootstraps have received considerably less theoretical attention than the empirical bootstrap,

asymptotic properties of the smooth bootstrap have been established in, e.g., Hall et al. (1989), Cuevas

& Romo (1997), and Gaenssler & Rost (2003). Our results for smooth bootstraps in Section 2.4 build

on these works. Another way to avoid issues with duplicate observations is to alter the way that the

nuisance is estimated for the bootstrap sample. For example, rather than using the bootstrap sample

to choose tuning parameters, some authors have proposed fixing tuning parameters such as bandwidths

at the values selected by the original data when constructing the bootstrap nuisance estimator (Hall &

Kang, 2001). Alternatively, the entire bootstrap nuisance estimator could be fixed at the value estimated

by the original data. Our framework permits these types of approaches.

The remainder of the article is organized as follows. In Section 2, we define the statistical setting

we work in and outline our estimation and bootstrap frameworks. In Section 3, we provide general

theoretical results, including conditional asymptotic linearity and weak convergence of the bootstrap

estimator and consistency of bootstrap confidence intervals. In Section 4, we provide refined conditions

implying a key condition of our main results for four estimator constructions. In Section 5, we illustrate

the use of our theoretical results by studying various candidate bootstrap procedures for two parameters,

deriving new results for both parameters.. In Section 6, we present a simulation study for the methods

studied in Section 5. Section 7 presents a brief discussion. Proofs of all theorems and additional technical

details are provided in Supplementary Material.

2 Estimation and bootstrap framework

2.1 Statistical setup

We suppose that X1, . . . , Xn ∈ Rd is an IID sample from a probability measure P0 on a measurable

space (X,B). We assume that P0 is known to lie in a statistical model M, which is a nonparametric

or semiparametric model in our motivating applications. We will use subscript 0 to indicate that an

object depends on P0. We let Pn be the empirical distribution of X1, . . . , Xn. For any measure P

and P -integrable function f , we define Pf :=
∫
f dP . We define the empirical process evaluated at a

P0-integrable function f as Gnf := n1/2(Pn − P0)f .

For a set of functions F, we define ℓ∞(F) as the Banach space of real-valued bounded functions
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z : F 7→ R equipped with the supremum norm ∥z∥F := supf∈F |z(f)|. To characterize weak convergence

in the space ℓ∞(F), we utilize the bounded dual Lipschitz distance based on outer expectations. For

an arbitrary metric space (D, d) (frequently, D = ℓ∞(F) and d(z1, z2) = supf∈F |z1(f)− z2(f)|), we

denote Cb(D) as the set of bounded and continuous functions from D to R, and we denote BL1(D) as

h : D 7→ [−1, 1] such that h is 1-Lipschitz; i.e., supz1,z2∈D,z1 ̸=z2 |h(z1)− h(z2)| /d(z1, z2) ≤ 1. We then

say that a possibly non-measurable sequence of stochastic processes Gn on D converges weakly to a

Borel measurable limit G in D, denoted as Gn ⇝ G, if E∗
0h(Gn) → E0h(G) for every h ∈ Cb(D). Here

E∗
0 is the outer expectation, which is used to accommodate non-measurable Gn. If G is a separable

process (i.e., there exists S ⊆ D such that P (G ∈ S) = 1 and S has a countable dense subset), then

Gn ⇝ G if and only if suph∈BL1(D) |E
∗
0h(Gn)− E0h(G)| → 0. We refer the reader to van der Vaart &

Wellner (1996) for a review of outer expectation and weak convergence.

A class F of measurable functions f : X 7→ R is called P0-Donsker if the sequence of empirical

processes {Gnf : f ∈ F} converges weakly in ℓ∞(F) to a tight, Borel measurable limit process G0, or

suph∈BL1(ℓ∞(F)) |E∗
0h(Gn)− E0h(G0)| → 0 (van der Vaart & Wellner, 1996, Chapter 1.12). The limit

process G0 is necessarily a Gaussian process with zero mean and covariance function Cov(G0f,G0g) =

P0(fg) − P0fP0g for f, g ∈ F, which is known as P0-Brownian bridge process. Implicitly, the Donsker

property requires that the sample paths f 7→ Gnf are almost surely uniformly bounded for every n, so

that Gn may be regarded as a map from the underlying product measurable space (X∞,B∞) to ℓ∞(F).

This is the case if supf∈F |f(x)− P0f | <∞ for all x ∈ X.

2.2 Asymptotically linear estimator framework

We are interested in inference for a real-valued target parameter ψ : M → R. All the results in this

article extend to Euclidean parameters ψ : M → Rp for p < ∞ fixed, but we assume p = 1 for

simplicity of exposition. We assume that ψ is a smooth enough mapping on the model M to permit

construction of an asymptotically linear estimator ψn with influence function ϕ0 := ϕP0 , meaning that

ψn = ψ0 + Pnϕ0 + oP∗
0
(n−1/2), where ψ0 := ψ(P0). For any P ∈ M, ϕP : X → R is a function satisfying

PϕP = 0 and Pϕ2P < ∞. Conditions under which this is possible and derivation of influence functions

is not our main focus here, but we refer the interested reader to Pfanzagl (1982), Klaassen (1987),

Pfanzagl (1990), and van der Vaart (1991). Here, we will not require that ϕ0 is the efficient influence

function, but rather allow it to be any influence function. In addition, we do not explicitly require that

ψn is a regular estimator.
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The premise of this article is that the parameter ψ depends on P through an infinite-dimensional

nuisance parameter η : M → H. For instance, η may be a (conditional) density function, a (conditional)

cumulative distribution function, a regression function, or some combination of these. A nuisance

estimator ηn may then be used in the construction of an estimator ψn of ψ0, However, if ηn is constructed

without consideration of ψ or its influence function, then the resulting ψn may have excess bias inherited

from ηn that precludes asymptotic linearity. There are several existing remedies. One approach is to

construct the nuisance estimator to reduce the bias of the plug-in estimator. Undersmoothing (Newey

et al., 1998), twicing kernels (Newey et al., 2004), sieves (Geman & Hwang, 1982; Shen, 1997), and

TMLE (van der Laan & Rubin, 2006; van der Laan & Rose, 2011) are examples of this approach.

Another approach is to abandon plug-in estimation and instead use the influence function to target the

parameter of interest. One-step estimators (Bickel, 1982; Pfanzagl, 1982) and estimating equations-

based estimators (Liang & Zeger, 1986) are examples of this approach.

We now introduce a general framework that encompasses many approaches to constructing an

asymptotically linear estimator. This will allow us to study these approaches in a unified man-

ner. We assume there exists a function T : H × M+, where M+ is the union of M and the set

of finite discrete probability measures on (X,B), such that ψ0 = T (η0, P0) and ψn = T (ηn,Pn)

for a nuisance estimator ηn ∈ H. We note that for a given estimator ψn, there may be multi-

ple representations of ψn in terms of different functions T because ηn also typically depends on Pn.

To illustrate this general framework, we provide two brief examples of estimator constructions T .

These examples and others will be discussed further in Section 4. The one-step construction is de-

fined as T (η, P ) = ψ(η) + Pϕη, where it is assumed that the parameter ψ(P ) and its influence

function ϕP depend on P only through ηP . The mean-zero property of influence functions implies

that T (η0, P0) = ψ0. A one-step estimator is then given by T (ηn,Pn) = ψ(ηn) + Pnϕηn . Alterna-

tively, the empirical mean plug-in construction is defined as T (η, P ) :=
∫
g(x, η) dP (x) for a function

g : X×H → R, which can be used when ψ(P ) =
∫
g(x, ηP ) dP (x). The resulting estimator is then given

by T (ηn,Pn) =
∫
g(x, ηn) dPn(x) = 1

n

∑n
i=1 g(Xi, ηn).

2.3 Bootstrap framework

We now introduce the class of bootstrap schemes that we will consider. At a high level, the bootstrap

schemes we will consider involve three steps. First, bootstrap samples X∗
1 , . . . , X

∗
n are generated in

some manner based on the data X1, . . . , Xn. Second, a version of the estimation procedure is applied
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to the bootstrap data to produce a bootstrap estimate ψ∗
n. Third, this process is repeated B times to

approximate the sampling distribution of ψ∗
n−ψn given the data. Throughout, we will ignore the effect

of approximating the distribution of ψ∗
n − ψn using a finite number of repetitions. The distribution of

ψ∗
n − ψn given the data is used to approximate the sampling distribution of ψn − ψ0, and ultimately

to construct confidence intervals for ψ0. There are many specific approaches to each of these three

steps, and as discussed in the introduction, our goal is to provide results that cover a broad set of

these approaches. In this section, we precisely define the approaches to the first two steps that we will

consider; procedures for constructing confidence intervals are discussed in Section 3.4.

We assume that, given the data X1, . . . , Xn, the bootstrap sample X∗
1 , . . . , X

∗
n is drawn IID from an

estimate P̂n of P0 based on X1, . . . , Xn. We refer to P̂n as the bootstrap sampling distribution. Taking

P̂n = Pn corresponds to the empirical bootstrap, in which case the bootstrap sample consists of n

samples drawn IID (i.e., with replacement) from X1, . . . , Xn. Another common approach to defining

P̂n is through smoothing methods such as kernel density estimation. This will be discussed at more

length in Section 2.4. Notably, since we assume that n samples are drawn independently from P̂n,

we exclude the exchangeable, weighted, and m-out-of-n bootstraps. Our results could be generalized

to the weighted bootstrap if the nuisance estimator utilizes sample weights, and to the exchangeable

bootstrap if the nuisance estimator does not depend on the independence of the data. We define the

bootstrap empirical distribution P∗
n as the empirical distribution of the bootstrap data X∗

1 , . . . , X
∗
n and

the bootstrap empirical process G∗
n as G∗

n := n1/2(P∗
n − P̂n).

Once the process for generating bootstrap data has been defined, the next step is to define the

process for constructing the estimator using the bootstrap data. Since our definition of the original

estimator is ψn = T (ηn,Pn), we will define ψ∗
n := T (η∗n,P∗

n) as the estimator using the bootstrap data,

where η∗n is an estimator of the nuisance parameter η0 based on the bootstrap data and original data,

and P∗
n is the bootstrap empirical distribution as previously defined. The spirit of bootstrap estimation

would suggest that η∗n be constructed using the bootstrap data in the exact same manner as ηn was

constructed using the original data. However, we will not require this — instead, we will be agnostic

about the way η∗n is constructed. There are several reasons motivating this increase in generality.

First, in many of our intended applications, ηn is estimated using machine learning, which may be

very computationally intensive. Repeating a computationally intensive procedure for every bootstrap

sample may be infeasible since the number of bootstrap samples B is typically in the hundreds or

thousands. Second, as discussed in the introduction, there are certain cases where it is not advisable
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to exactly mirror the estimation of ηn when constructing η∗n. For instance, many machine learning

algorithms involve cross-validation. However, if the bootstrap sampling process produces replicates in

the bootstrap data, which is the case for the empirical bootstrap, cross-validation may not perform as

expected (see, e.g., Silverman, 1986, Page 51 and Coyle & van der Laan, 2018, Chapter 28). In this case,

modifications of the estimation procedure of η∗n have been proposed to avoid these issues. In addition,

some authors have proposed fixing tuning parameters such as bandwidths at the values selected by the

original data when constructing η∗n using the bootstrap data (Hall & Kang, 2001).

Our asymptotic results presented in Section 3 will require high-level conditions about η∗n: consistency,

a Donsker condition, and negligibility of a remainder term. This mirrors the high-level conditions

required of ηn for asymptotic linearity of ψn. Our conditions can be satisfied if the construction of η∗n

mirrors that of ηn completely or partially. In some cases, our conditions will also permit η∗n = ηn. That

is, we will permit that the nuisance is not re-estimated at all using the bootstrap data, but rather the

estimator computed on the original data is used when constructing the bootstrap estimator. This is

discussed more in Section 4.

2.4 Additional bootstrap notation

Crucial to bootstrap theory is taking conditional expectations of the bootstrap data given the original

data. To do so precisely, we make the following definitions, which are common in the bootstrap literature

(see, e.g., van der Vaart & Wellner, 1996; van der Vaart, 2000; Kosorok, 2008). We suppose that

Wn = (Wn1, . . . ,Wnn) is an IID sample independent of X1, . . . , Xn, where each Wni is a random vector

with distributionQn on a measurable space (Wn,Cn). We then assume that for each i ∈ {1, . . . , n}, X∗
i =

γn(X1, . . . , Xn,Wni), where γn is a fixed measurable function. Hence, Wni represents the additional

source of randomness used in generating the bootstrap observationX∗
i . SinceWn1, . . . ,Wnn are assumed

to be IID and independent of X1, . . . , Xn, X
∗
1 , . . . , X

∗
n are IID conditional on X1, . . . , Xn. With this

setup, P̂n is defined as the conditional distribution of X∗
i given X1, . . . , Xn. The bootstrap sample

X∗
1 , . . . , X

∗
n lies in the product probability space (X,B, P0)

n × (Wn,Cn, Qn)
n.

We provide two concrete examples to illustrate the above definitions. For the empirical bootstrap,

we can let Wni have a categorical distribution Qn on {1, . . . , n} with event probabilities (1/n, . . . , 1/n),

and set X∗
i = γn(X1, . . . , Xn,Wni) = XWni . For one-dimensional observations Xi and any bootstrap, we

can let Wni be IID Uniform(0, 1), and set X∗
i := F−1

n (Wni) for F
−1
n the quantile function corresponding

to P̂n. Here, F
−1
n is assumed to be a measurable function of X1, . . . , Xn.
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We now define conditional expectations given the data X1, . . . , Xn. Since we will be dealing with

processes that may not be conditionally measurable, we will use outer expectations. For any real-valued

function h : Xn × Wn
n → R̄, we define the conditional outer expectation of h given X1, . . . , Xn with

respect to Qn as

(E∗
Wh)(X1, . . . , Xn) := inf

U

{∫
Wn

n

U(X1, . . . , Xn, w1, . . . , wn) dQ
n
n(w1, . . . , wn)

}
,

where the infimum is taken over all functions U such that w1, . . . , wn 7→ U(X1, . . . , Xn, w1, . . . , wn)

is measurable, U ≥ h almost surely, and
∫
U dQnn exists. Since each X∗

i is a measurable function of

X1, . . . , Xn and Wni, this can also be used to define conditional expectations of functions of X1, . . . , Xn

and X∗
1 , . . . , X

∗
n. We then define the conditional outer probability given X1, . . . , Xn as P ∗

W (A) := E∗
W 1A

for any A ∈ Bn × Cnn.

We say that a (possibly non-measurable) sequence of random elementsGn : Xn×Wn
n → D for a metric

space D conditionally weakly converges to a tight, Borel measurable limit G in D given X1, . . . , Xn in

outer probability if suph∈BL1(D) |E
∗
Wh(Gn)− E0h(G)|

P ∗
0−−→ 0, and we denote this as Gn

P ∗
0⇝
W
G. In addition,

we say F is P0-Donsker in probability if it holds that suph∈BL1(ℓ∞(F)) |E∗
Wh(G∗

n)− E0h(G)| = oP ∗
0
(1)

(Giné & Zinn, 1990, Section 3). We say a sequence of random variables Yn : Xn×Wn
n → R conditionally

converge to 0 in probability if for any ε > 0, P ∗
W (|Yn| ≥ ε)

P ∗
0−−→ 0, and we denote this as Yn = oP ∗

W
(1).

We say Yn is conditionally stochastically bounded if for any ε > 0, there exist M ∈ (0,∞) such that

P ∗
0 (P

∗
W (|Yn| ≥M) ≥ ϵ) → 0, and we denote this as Yn = OP ∗

W
(1).

3 General results

3.1 Asymptotic linearity of the estimator

Before moving to our general bootstrap consistency results, we provide general conditions under which

T (ηn,Pn) is an asymptotically linear estimator of ψ0 with influence function ϕ0. While the result is

simple and based on well-known ideas, it is important background because our theoretical study of

the bootstrap will focus on consistency of the sampling distribution of the bootstrap estimator, which

requires knowing the distribution it should be consistent for — i.e., the asymptotic distribution of the

original estimator. In addition, the conditions for conditional asymptotic linearity of the bootstrap

estimator will mirror the conditions for asymptotic linearity of T (ηn,Pn). Hence, these conditions will
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shed more light on the bootstrap conditions presented below.

For each n, we define ϕn : X → R as an estimator of the influence function ϕ0. For the one-step and

estimating equations-based estimators, ϕn will be the influence function with the estimated nuisance

parameter ηn. For estimators such as the plug-in estimator where the influence function is not explicitly

estimated as part of the estimation procedure, the role of ϕn will be discussed more below. We also

define Rn := T (ηn,Pn)− T (η0, P0)− (Pn − P0)ϕn. We then introduce the following conditions.

(A1) There exists a class F of measurable functions from (X,B) to R such that:

(a) ϕ0 ∈ F and P ∗
0 (ϕn ∈ F) → 1, and

(b) Gn ⇝ G0 in ℓ∞(F), where G0 is the P0-Brownian bridge process.

(A2) It holds that ∥ϕn − ϕ0∥L2(P0) = oP ∗
0
(1).

(A3) The remainder satisfies Rn = oP ∗
0
(n−1/2).

Under these conditions, we have the following result regarding asymptotic linearity of T (ηn,Pn).

Theorem 3.1. If conditions (A1)–(A3) hold, then T (ηn,Pn) is asymptotically linear in the sense that

T (ηn,Pn) = T (η0, P0) + Pnϕ0 + oP ∗
0
(n−1/2), which implies that n1/2 [T (ηn,Pn)− T (η0, P0)]⇝ G0ϕ0.

Theorem 3.1 provides conditions under which ψn = T (ηn,Pn) is an asymptotically linear estimator of

ψ0 = T (η0, P0). This implies convergence in distribution of n1/2 [T (ηn,Pn)− T (η0, P0)] to G0ϕ0, which

follows a normal distribution with mean zero and variance P0ϕ
2
0. In particular, this gives a method for

constructing asymptotically valid confidence intervals. If σn is a consistent estimator of (P0ϕ
2
0)

1/2, then

the two-sided Wald confidence interval

[T (ηn,Pn) + zβσn/n
1/2, T (ηn,Pn) + z1−ασn/n

1/2] (1)

has asymptotic level 1 − α − β by Slutsky’s lemma. The simplest variance estimator is the influence

function-based variance given by σ2n := Pnϕ2n. The next proposition provides general conditions under

which this variance estimator is consistent and demonstrates that conditions (A1)–(A2) in particular

imply that it is consistent.

Proposition 3.2. If (i) P ∗
0 (ϕ

2
n ∈ G) → 1 for a P0-Glivenko Cantelli class of measurable functions G,

and (ii) P0(ϕ
2
n − ϕ20)

P ∗
0−−→ 0, then Pnϕ2n

P ∗
0−−→ σ20. Furthermore, if supf∈F |P0f | < ∞, condition (A1)

implies (i) and condition (A2) implies (ii).
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Theorem 3.1 and Proposition 3.2 yield the following result for consistency of the Wald-type confi-

dence interval with influence function-based variance estimator.

Corollary 3.3. If supf∈F |P0f | < ∞, conditions (A1)–(A3) hold, and σ20 > 0, then the Wald-type

confidence interval defined in (1) with σ2n = Pnϕ2n has asymptotic confidence level 1− α− β.

We now discuss conditions (A1)–(A3). Theorem 3.1 is based on the first-order expansion

T (ηn,Pn) = T (η0, P0) + Pnϕ0 +Rn + Sn,

where Sn := n−1/2Gn(ϕn − ϕ0) is an empirical process term. Conditions (A1) and (A2) together imply

that Sn = oP ∗
0
(n−1/2). Condition (A1) requires that the estimated influence function ϕn falls in a P0-

Donsker class with probability tending to one. Satisfying this condition typically requires restricting

the complexity of the function class that the nuisance estimator ηn, and hence ϕn, falls in. A main way

this is accomplished is by using bracketing entropy or uniform entropy (Chapters 2.6 and 2.7 of van der

Vaart & Wellner, 1996). Condition (A2) requires that ϕn is a consistent estimator of ϕ0 in the L2(P0)

norm. When ϕn and ϕ0 depend on n and P0 through ηn and η0, respectively, this is typically implied

by consistency of ηn for η0 in an appropriate sense coupled with continuity of ϕ as a function of η.

Condition (A3) controls the remainder term Rn in the above expansion. Other authors have used

analogous conditions in related work (see, e.g., the smoothness property discussed in Section 4.1 of Shen,

1997 and the quadratic functional in Section 3.2 of Cattaneo & Jansson, 2018). This remainder term can

typically be decomposed into further remainders, including the so-called second-order remainder and the

bias term −Pnϕn. The exact way that this remainder decomposes depends on the form of T . Estimators

such as one-step and estimating equations-based estimators that explicitly use the influence function as

part of the construction control the asymptotic bias as part of the estimation procedure. On the other

hand, plug-in estimators typically control the bias term −Pnϕn through construction of the nuisance

estimator ηn. Several approaches to constructing nuisance estimators that yield −Pnϕn = oP∗
0
(n−1/2)

are sieve estimators (Shen, 1997), under-smoothing (Newey et al., 1998), twicing kernels (Newey et al.,

2004), and TMLE. Simpler sufficient conditions for (A3) for several different estimator constructions

will be discussed at more length in Section 4.
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3.2 Conditional asymptotic linearity of the bootstrap estimator

We now present our general result regarding conditional asymptotic linearity of the bootstrap procedure

defined in Section 2.3. As mentioned above, ϕ∗n is a bootstrap influence function estimator. We begin

by introducing conditions we will rely upon. We define R∗
n := T (η∗n,P∗

n)− T (ηn, P̂n)− (P∗
n − P̂n)ϕ

∗
n.

(B1) There exists a class F of measurable functions from (X,B) to R such that

(a) ϕ0 ∈ F and P ∗
W (ϕ∗n ∈ F)

P ∗
0−−→ 1, and

(b) G∗
n

P ∗
0⇝
W

G0 in ℓ∞(F), where G0 is the P0-Brownian bridge process.

(B2) It holds that ∥ϕ∗n − ϕ0∥L2(P0) = oP ∗
W
(1).

(B3) The remainder term satisfies R∗
n = oP ∗

W
(n−1/2).

Under these conditions, we have the following result.

Theorem 3.4. If conditions (B1)–(B3) hold, then T (η∗n,P∗
n) is conditionally asymptotically linear in

the sense that T (η∗n,P∗
n) = T (ηn, P̂n) + (P∗

n − P̂n)ϕ0 + oP ∗
W
(n−1/2), which implies that

n1/2
[
T (η∗n,P∗

n)− T (ηn, P̂n)
]
P ∗
0⇝
W

G0(ϕ0).

Theorem 3.4 establishes general conditions under which the bootstrap estimator T (η∗n,P∗
n) is condi-

tionally asymptotically linear. Theorem 3.4 is notable for its generality: conditions (B1)–(B3) cover a

variety of estimator constructions T , bootstrap nuisance estimators η∗n, and bootstrap sampling distri-

butions P̂n. We expect this generality to increase the range of potential applications of the result.

The most important implication of conditional asymptotic linearity is that the bootstrap provides a

consistent approximation to the sampling distribution of n1/2(ψn−ψ0). Here, consistency means that the

conditional distribution of the centered and scaled bootstrap estimator n1/2[T (η∗n,P∗
n)−T (ηn, P̂n)] con-

verges weakly in outer probability to the same limit as n1/2(ψn−ψ0). In Section 3.4, we will discuss how

this can be used to demonstrate asymptotic validity of bootstrap confidence intervals. However, as with

asymptotic linearity, conditional asymptotic linearity offers additional utility beyond conditional weak

convergence. In particular, conditional asymptotic linearity of multiple bootstrap estimators implies

joint conditional asymptotic normality of the estimators, which is useful for constructing simultaneous
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confidence regions and confidence regions for functions of two or more parameters. In contrast, such

joint asymptotic behavior cannot be determined by marginal weak convergence results.

Theorem 3.4 centers the bootstrap estimator T (η∗n,P∗
n) around T (ηn, P̂n) rather than T (ηn,Pn) =

ψn. There is no difference between these two possibilities when using the empirical bootstrap, so that

P̂n = Pn. However, when P̂n ̸= Pn, such as when utilizing a smooth bootstrap procedure, the two are

not necessarily the same. Intuitively, we center around T (ηn, P̂n) because P̂n is the distribution used

to generate the bootstrap data upon which the bootstrap empirical distribution P∗
n is based. Hence,

P̂n plays the role of P0 in the bootstrap. The potential consequences of this for the construction of

confidence intervals will be further explored in Section 3.4.

Conditions (B1)–(B3) mirror conditions (A1)–(A3) used to demonstrate asymptotic linearity of the

estimator T (ηn,Pn) in Theorem 3.1. However, since (B1)–(B3) concern the bootstrap estimator, they

require convergence conditional on the original observations. In some cases, conditional asymptotic lin-

earity of the bootstrap estimator is actually implied by the conditions of Theorem 3.1. We will discuss

this more in Section 4. This is related to Beran (1997), who showed that for locally asymptotically nor-

mal parametric models, conditional weak convergence of the parametric and nonparametric bootstraps

is equivalent to regularity of the estimator. For pathwise differentiable parameters, an asymptotically

linear estimator is regular if and only if its influence function is a gradient of ψ relative to M at P0

(Pfanzagl, 1982, 1990; van der Vaart, 1991). We typically construct the estimator so that ϕ0 is indeed

a gradient. Furthermore, negligibility of the second-order remainder term for condition (A3) is often

established using conditions that also imply that ϕ0 is a gradient, as we will discuss in Section 4. Hence,

while we do not explicitly require regularity, the estimator is regular in most of our intended applica-

tions. However, it is not entirely clear if regularity of the estimator plays as strong a role in our setting

as it does in that of Beran (1997) for parametric models.

Theorem 3.4 is based on the bootstrap first-order expansion

T (η∗n,P∗
n) = T (ηn, P̂n) + (P∗

n − P̂n)ϕ0 +R∗
n + S∗

n,

where S∗
n = n−1/2G∗

n(ϕ
∗
n − ϕ0) is a bootstrap empirical process remainder term. Conditions (B1)–(B2)

are used to control S∗
n. This is analogous to how conditions (A1)–(A2) were used to control the ordinary

empirical process remainder Sn. In particular, condition (B1)(b) requires conditional weak convergence

in outer probability of the bootstrap empirical process G∗
n = n1/2(P∗

n − P̂n) in the space ℓ∞(F) to a
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P0-Brownian bridge process. For the empirical bootstrap where P̂n = Pn, this holds as long as F is

P0-Donsker (Giné & Zinn, 1990). However, for other types of bootstraps, this condition is more difficult

to verify. This will be discussed in depth and further sufficient conditions for smooth bootstrap sampling

distributions will be provided in Section 3.3.

Condition (B2) requires conditional weak consistency of the bootstrap nuisance estimator η∗n to the

true nuisance η0. If η
∗
n is constructed in an exactly analogous manner using the bootstrap data as ηn is

constructed using the original data, the bootstrap data has replicated observations, and the method of

constructing ηn is sensitive to ties in the data, (B2) may not be satisfied. As discussed in Section 2.3,

for this reason and others we do not require that η∗n be constructed in an exactly analogous manner

to ηn, so these issues can be avoided. In particular, the simplest approach for constructing η∗n is to

define η∗n = ηn. This approach is appealing in its computational simplicity because it does not require

re-fitting the nuisance estimator using the bootstrap data, which can be computationally intensive when

machine learning estimators are used to construct ηn. Furthermore, when η∗n = ηn and ϕP only depends

on P through ηP , condition (B2) reduces to the requirement that ∥ϕn − ϕ0∥L2(P0)
P ∗
0−−→ 0, which was

already required for asymptotic linearity of ψn in Theorem 3.1. Intuitively, the precise behavior of the

nuisance estimator ηn does not play a role in the first-order asymptotic behavior of ψn as long as the

high-level conditions (A1)–(A3) hold, and similarly the precise behavior of η∗n does not play a role in

the first-order asymptotic behavior of the bootstrap estimator as long as the high-level conditions (B1)–

(B3) hold. However, setting η∗n = ηn may yield worse finite-sample coverage, and does not yield valid

bootstrap confidence intervals when conditions (A3) and/or (B3) do not hold, as we will discuss in

Section 3.4.

Our proof technique for Theorem 3.4 could be adapted to other tight and Borel-measurable limit

processes in condition (B1)(b). This is not relevant to demonstrating consistency of the bootstrap

when the estimator is asymptotically Gaussian, as is the case here, but it may be of interest in other

situations where the limit distribution is not Gaussian. However, if G0 were a non-Gaussian process in

condition (B1)(b) and the sample paths of G0 were not almost surely uniformly continuous in the L2(P0)

metric, it would be necessary to replace condition (B2) with the requirement that ρ(ϕ∗n, ϕ0) = oP ∗
W
(1)

for a semimetric ρ on ℓ∞(F) such that the sample paths of G0 are almost surely uniformly ρ-continuous.

Condition (B3) requires that the bootstrap analogue of the remainder term in (A3) be sufficiently

negligible. As discussed after Theorem 3.1, this remainder term is again a combination of two remain-

ders: the bootstrap bias term −P∗
nϕ

∗
n and the bootstrap second-order remainder term. Further sufficient
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conditions for (B3) for specific estimators T will be provided in Section 4.

Theorem 3.4 also relies on the following bootstrap version of Lemma 19.24 of van der Vaart (2000),

which is useful in its own right.

Lemma 3.5. Suppose that F is a class of measurable functions such that G∗
n

P ∗
0⇝
W

G0 in ℓ∞(F). Let ϕ∗n be

a sequence of random functions possibly depending on the bootstrap sample such that P ∗
W (ϕ∗n ∈ F)

P ∗
0−−→ 1.

If ρ(ϕ∗n, ϕ∞) = oP ∗
W
(1) for some ϕ∞ ∈ F and a semimetric ρ on F for which the sample paths of G0 are

almost surely uniformly ρ-continuous, then G∗
n(ϕ

∗
n − ϕ∞) = oP ∗

W
(1).

3.3 Conditional weak convergence of the bootstrap empirical process

We now provide further sufficient conditions for conditional weak convergence of the bootstrap empirical

process G∗
n required by condition (B1)(b). We first discuss the case of the empirical bootstrap, where

P̂n = Pn. The properties of the empirical bootstrap have been extensively studied by Efron (1982),

Giné & Zinn (1990, 1991), Praestgaard & Wellner (1993) and van der Vaart & Wellner (1996), among

others. In particular, Theorem 3.1 of Giné & Zinn (1990) and Theorem 3.6.1 of van der Vaart & Wellner

(1996) provided the following necessary and sufficient condition for (B1)(b) in the case of the empirical

bootstrap.

Lemma 3.6 (Theorem 3.6.1 of van der Vaart & Wellner, 1996). If P̂n = Pn and F is a class of

measurable function with finite envelope function, then F is P0-Donsker if and only if condition (B1)(b)

holds and G∗
n is asymptotically measurable.

We now turn to the case where P̂n is not the empirical distribution. We first provide a general set

of sufficient conditions for (B1)(b) based on the notion of uniform Donsker classes. For a probability

measure P on (X,B), we denote Gn,P := n1/2(Pn − P ) as the empirical process centered at P and GP

as the P -Brownian bridge process. Following Giné & Zinn (1991) and Sheehy & Wellner (1992), for a

set P of probability measures on (X,B), we then say F is Donsker uniformly in P ∈ P if

sup
P∈P

sup
h∈BL1(ℓ∞(F))

|E∗h(Gn,P )− Eh(GP )| → 0,

and GP satisfies supP∈ME ∥GP ∥F <∞ and

lim
δ→0

sup
P∈P

E sup
ρP (f,g)<δ

|GP (f)−GP (g)| = 0,
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where ρP : (f, g) ∈ F×F → [P (f−g)2]1/2 is the P -standard deviation semi-metric on F×F. Theorem 4.5

of Sheehy & Wellner (1992) provides general sufficient conditions for an almost sure convergence version

of (B1)(b). Below, we restate their result relaxed to convergence in outer probability.

Lemma 3.7 (Theorem 4.5 of Sheehy & Wellner, 1992). If F is a class of measurable functions with

envelope function F such that: (i) F is square integrable uniformly in P ∈ P in the sense that

limM→∞ supP∈P PF
21{F > M} = 0; (ii) F is Donkser uniformly in P ∈ P where P is such that

P ∗
0 (P̂n ∈ P) → 1; and (iii) the semi-metric L2(P̂n) converges uniformly to L2(P0) in the sense that

sup
f,g∈F

∣∣∣∥f − g∥L2(P̂n)
− ∥f − g∥L2(P0)

∣∣∣ P ∗
0−−→ 0, (2)

then G∗
n

P ∗
0⇝
W

G0 in ℓ∞(F).

Lemma 3.7 is a bootstrap version of Lemma 2.8.7 of van der Vaart & Wellner (1996). Theorems 2.8.9

and 2.8.10 of van der Vaart & Wellner (1996) provide sufficient conditions for a class F to be uniform

Donkser using uniform entropy and bracketing entropy conditions, respectively. We also note that if F

is constant, then uniform square integrability holds, and, by Theorem 2.8.3 of van der Vaart & Wellner

(1996), if some measurability conditions are satisfied, then F is Donsker uniformly in P ∈ P provided

the uniform entropy integral is finite:

∫ ∞

0
sup
Q

{
logN(ε ∥F∥L2(Q) ,F, L2(Q))

}1/2
dε <∞, (3)

where the supremum is taken over all finitely discrete probability measures Q on X with
∫
F 2 dQ > 0.

Finally, we note that

sup
f,g∈F

∣∣∣∥f − g∥L2(P̂n)
− ∥f − g∥L2(P0)

∣∣∣ ≤ sup
f,g∈F

{∣∣∣(P̂n − P0)(f − g)2
∣∣∣}1/2

≤ 2 sup
f,g∈F

{∣∣∣(P̂n − P0)(fg)
∣∣∣}1/2

,

so supf,g∈F

∣∣∣(P̂n − P0)(fg)
∣∣∣ P ∗

0−−→ 0 implies (2). Hence, as noted in Coyle & van der Laan (2018), in many

cases it is not necessary for the bootstrap sampling distribution P̂n to be globally consistent for P0;

rather, it is sufficient that means of products or squared differences of influence functions under P̂n be

consistent for means of the same under P0 uniformly over the class F induced by the nuisance estimators

ηn and η∗n.

We now use Lemma 3.7 to show that bootstrap distributions obtained via smoothing through con-
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volution satisfy (B1)(b). Specifically, for a sequence of probability measures Ln, which we will require

converges weakly to 0, we say P̂n is obtained by convolution of Pn with Ln, and we write P̂n = Pn ∗Ln,

if for any B ∈ B,

P̂n(B) :=

∫
X

∫
X

1B(x+ y) dPn(x) dLn(y) =
1

n

n∑
i=1

∫
X

1B(Xi + y) dLn(y) =
1

n

n∑
i=1

Ln(B −Xi). (4)

The most well-known example of smoothing through convolution is the kernel density estimator. Let

K : X 7→ R be a fixed kernel function and hn > 0 a possibly random sequence of bandwidths. If

Ln(B) :=
∫
B h

−d
n K

(
h−1
n x

)
dx for any B ∈ B, then P̂n := Pn ∗ Ln defines a kernel density estimator

with kernel K and bandwidth hn.

Properties of smoothing through convolution estimators, including weak convergence of n1/2(P̂n −

P0), were studied in Yukich (1992), van der Vaart (1994), Rost (2000), Radulović & Wegkamp (2000);

Gaenssler & Rost (2003), and Beutner & Zähle (2023), among others. In their Theorem 2.1, Gaenssler &

Rost (2003) demonstrated that the bootstrap empirical process n1/2(P∗
n− P̂n) converges weakly to G0 in

ℓ∞(F) if F is equicontinuous and other conditions hold. However, equicontinuity is a strong assumption,

and may not hold in some of our applications of interest. For instance, in some cases, the influence

function involves indicator functions, which are not continuous. Equicontinuity is used in their result

to show that supf∈F
∣∣(P0 ∗ Ln)f2 − P0f

2
∣∣ → 0. Weak convergence of Ln does not generally imply this

result, as shown in Example 2.3 of Gaenssler & Rost (2000). However, if P0 is absolutely continuous

with respect to Lebesgue measure λ and the corresponding density function is Lipschitz continuous,

then weak convergence of Ln does imply that supf∈F
∣∣(P0 ∗ Ln)f2 − P0f

2
∣∣ → 0. While the condition

that P0 is dominated by Lebesgue measure is strong, it is typically assumed when using kernel density

estimation. Proposition 3.8 below formalizes this to provide general conditions under which smoothing

through convolution estimators P̂n satisfy condition (B1)(b) without assuming equicontinuity of F.

Proposition 3.8. Suppose F is a class of Borel measurable functions with uniformly bounded envelope

function F and finite uniform entropy integral as in (3) such that Fδ,P = {f−g : f, g ∈ F, ∥f − g∥L2(P ) <

δ} and F2
∞ = {(f − g)2 : f, g ∈ F} are P -measurable for every δ > 0 and P ∈ M. If P0 is absolutely

continuous with respect to Lebesgue measure λ with uniformly bounded and Lipschitz continuous density

function p0, and P̂n = Pn∗Ln for a sequence of random measures Ln converging weakly to Dirac measure

at 0, then the conditions of Proposition 3.7 hold, so that G∗
n

P ∗
0⇝
W

G0 in ℓ∞(F).

As discussed in Sheehy & Wellner (1992), if Ln(B) =
∫
B h

−d
n K

(
h−1
n x

)
dx is a kernel density esti-
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mator with bandwidth hn satisfying hn → 0, nhdn/ log(n) → ∞ and ∥dP̂n/ dλ − dP0/ dλ∥∞
a.s.∗−−−→ 0,

then Ln converges weakly to Dirac measure at 0. Furthermore, ∥ dP̂n/ dλ− dP0/dλ∥∞
a.s.∗−−−→ 0 follows

if dP0/ dλ is uniformly continuous, nhdn/ log(h
−1
n ) → ∞, | log hn|/ log log(n) → ∞, and hdn ≤ chd2n for

some constant c > 0 by Theorem 2.3 of Giné & Guillou (2002).

3.4 Consistency of bootstrap confidence intervals

We now discuss general conditions for asymptotic validity of bootstrap confidence intervals. Conditional

asymptotic linearity of the bootstrap is sufficient for asymptotic validity of many bootstrap confidence

intervals. Hence, the conditions of Theorem 3.4 in many cases imply that associated bootstrap confi-

dence intervals are asymptotically valid. However, conditional asymptotic linearity or conditional weak

convergence of the bootstrap estimator are not necessary for asymptotic validity of bootstrap confidence

intervals. In some cases, bootstrap confidence intervals are asymptotically valid even when Theorem 3.4

fails. We illustrate this phenomenon in detail for several types of bootstrap confidence intervals.

3.4.1 Percentile and percentile t-methods

We first consider the percentile and percentile t-methods. We note that we are using the terminology of

van der Vaart (2000), but that in other literature, what we are calling the percentile method is called the

“basic” or “reverse percentile” method. We suppose that σ∗2n is an estimator of σ20 based on the bootstrap

data. We then define ξ∗n,p as the pth quantile of the conditional distribution of [T (η∗n,P∗
n)−T (ηn, P̂n)]/σ∗n

given the data, i.e.,

ξ∗n,p := inf

{
ξ ∈ R : P ∗

W

(
T (η∗n,P∗

n)− T (ηn, P̂n)

σ∗n
≤ ξ

)
≥ p

}
.

We emphasize that [T (η∗n,P∗
n)−T (ηn, P̂n)]/σ∗n is centered around T (ηn, P̂n) rather than T (ηn,Pn) = ψn

for reasons discussed following Theorem 3.4. A two-sided (1−α−β)-level bootstrap percentile t-method

confidence interval is then given by

{
ψ : ξ∗n,β ≤ T (ηn,Pn)− ψ

σn
≤ ξ∗n,1−α

}
=
[
T (ηn,Pn)− ξ∗n,1−ασn, T (ηn,Pn)− ξ∗n,βσn

]
. (5)

This interval is based on the t-statistic n1/2[T (ηn,Pn) − T (η0, P0)]/σn. Typically, α and β are chosen

to be equal, resulting in an equi-tailed confidence interval. Setting σn = σ∗n = 1 yields the bootstrap
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percentile method confidence interval

[
T (ηn,Pn)− ξ∗n,1−α, T (ηn,Pn)− ξ∗n,β

]
. (6)

The percentile t-method has been shown to be more accurate than the percentile method in many

cases because the studentized statistic is asymptotically pivotal (Hall, 1992). The next result provides

conditions under which the bootstrap percentile and percentile t-intervals are asymptotically valid.

Theorem 3.9. Suppose that P̂nϕ
2
0

P ∗
0−−→ P0ϕ

2
0 and (P̂n − P0)[ϕ

2
01{|ϕ0| > M}]

P ∗
0−−→ 0 for every M > 0. If

S∗
n − Sn = oP ∗

W
(n−1/2) and R∗

n −Rn = oP ∗
W
(n−1/2), then

sup
t∈R

∣∣∣P ∗
W

(
T (η∗n,P∗

n)− T (ηn, P̂n) ≤ t
)
− P ∗

0 (T (ηn,Pn)− T (η0, P0) ≤ t)
∣∣∣ P ∗

0−−→ 0,

and the bootstrap percentile confidence interval defined in (6) has asymptotic confidence level 1−α−β.

If in addition σ2n
P ∗
0−−→ σ20, σ

∗2
n

P ∗
0−−→
W

σ20 and (Sn +Rn)(σ
∗
n − σn) = oP ∗

W
(n−1/2), then

sup
t∈R

∣∣∣P ∗
W

(
[T (η∗n,P∗

n)− T (ηn, P̂n)]/σ
∗
n ≤ t

)
− P ∗

0 ([T (ηn,Pn)− T (η0, P0)]/σn ≤ t)
∣∣∣ P ∗

0−−→ 0,

and the percentile t-confidence interval defined in (5) has asymptotic confidence level 1− α− β.

Conditions (A1)–(A3) imply that Sn and Rn are oP ∗
0
(n−1/2), and conditions (B1)–(B3) imply that

oP ∗
W
(n−1/2). This yields the following Corollary.

Corollary 3.10. If conditions (A1)–(A3) and (B1)–(B3) hold, then the bootstrap percentile confidence

interval has asymptotic confidence level 1 − α − β. If in addition σ2n
P ∗
0−−→ σ20 and σ∗2n

P ∗
0−−→
W

σ20, then the

percentile t-confidence interval defined in (5) has asymptotic confidence level 1− α− β.

Corollary 3.10 demonstrates that if the conditions of Theorems 3.1 and 3.4 hold, so that the esti-

mator is asymptotically linear and the bootstrap estimator is conditionally asymptotically linear, then

bootstrap confidence intervals using the percentile and percentile t-methods are asymptotically valid.

However, Theorem 3.9 demonstrates that the percentile and percentile t-methods can yield valid confi-

dence intervals even if (A1)–(A3) and (B1)–(B3) do not hold. Specifically, even if Sn and Rn are not

oP ∗
0
(n−1/2), and S∗

n and R∗
n are not oP ∗

W
(n−1/2), as long as S∗

n and R∗
n are sufficiently good approxi-

mations of Sn and Rn, respectively, the percentile methods can yield asymptotically valid confidence

intervals. This phenomenon was studied in Cattaneo & Jansson (2018, 2022) for kernel-based nuisance
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estimators. In particular, R∗
n − Rn can be oP ∗

W
(n−1/2) under slower rates of convergence of nuisance

estimators than those used to demonstrate that (A3) and (B3) hold, or if the estimator is not targeted

toward ψ. Similarly, S∗
n − Sn can be oP ∗

W
(n−1/2) under weaker entropy conditions than those used to

demonstrate that (A1) and (B1) hold. Hence, in some cases bootstrap confidence intervals are asymp-

totically valid even when the estimator is not asymptotically linear because bootstrap intervals can

automatically correct excess bias in the estimator. We will discuss this in more depth in Sections 4

and 5.

Theorem 3.9 also requires consistency of certain moments of the bootstrap sampling distribu-

tion, which is used to establish that G∗
nϕ0

P ∗
0⇝
W

G0ϕ0. For the empirical bootstrap, these conditions

are implied by the law of large numbers. For smooth bootstraps, these conditions are satisfied if∥∥∥dP̂n/ dλ− dP0/ dλ
∥∥∥
∞

a.s.∗−−−→ 0.

Theorem 3.9 and Corollary 3.10 both require that σ∗n is a conditionally consistent estimator of σ0

for validity of the percentile t-method. A bootstrap analogue of the influence function-based variance

estimator defined in Section 3.1 is σ∗2n := P∗
nϕ

∗2
n . In the following lemma, we show that for the empirical

bootstrap, conditions (B1) and (B2) imply that the bootstrap influence function-based variance esti-

mator σ∗2n is conditionally consistent. The situation is not quite as straightforward for other types of

bootstraps, but it is still the case that conditions (B1)(a), (B2), and the sufficient conditions for (B1)(b)

established in Proposition 3.7 together imply conditional consistency of σ∗2n .

Lemma 3.11. If there exists a class of measurable functions G such that (i) P ∗
W (ϕ∗2n ∈ G)

P ∗
0−−→ 1, (ii)

supg∈G |(P̂n − P0)g| = oP ∗
0
(1), (iii) supg∈G |(P∗

n − P̂n)g| = oP ∗
W
(1), and (iv) P0(ϕ

∗2
n − ϕ20) = oP ∗

W
(1), then

P∗
nϕ

∗2
n − σ20 = oP ∗

W
(1). Furthermore, condition (B2) implies (iv). For the empirical bootstrap where

P̂n = Pn, condition (B1) implies condition (i)–(iii). For any bootstrap P̂n, condition (B1)(a) and the

conditions of Proposition 3.7 imply conditions (i)–(iii).

Lastly, Theorem 3.9 requires that (Sn + Rn)(σ
∗
n − σn) = oP ∗

W
(n−1/2) for validity of the percentile

t-method. This is satisfied if conditions (A1)–(A3) hold and σ∗n
P ∗
0−−→
W

σ0 and σn
P ∗
0−−→ σ0. However, if

condition (A1) or (A3) do not hold, then a faster rate of convergence of σ∗n − σn may be required. For

example, Coyle & van der Laan (2018) suggested using targeted estimators for σ∗n and σn, which can yield

σ∗n−σ0 = OP ∗
W
(n−1/2) and σn−σ0 = OP ∗

0
(n−1/2) under suitable conditions, so that (Sn+Rn)(σ

∗
n−σn) =

oP ∗
W
(n−1/2) as long as Sn and Rn are oP ∗

0
(1).
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3.4.2 Efron’s percentile method

A third method of constructing bootstrap confidence intervals is Efron’s percentile method, which is

sometimes called the percentile method. In this case, the confidence interval is given by [ζ∗n,β, ζ
∗
n,1−α] for

ζ∗n,p equal to the lower pth quantile of the distribution of T (η∗n,P∗
n) given the data; i.e., ζ∗n,p := inf{ζ ∈ R :

P ∗
W (T (η∗n,P∗

n) ≤ ζ) ≥ p}. The next result provides conditions under which Efron’s percentile method

yields an asymptotically valid confidence interval.

Theorem 3.12. Suppose that P̂nϕ
2
0

P ∗
0−−→ P0ϕ

2
0 and (P̂n − P0)[ϕ

2
01{|ϕ0| > M}]

P ∗
0−−→ 0 for every M > 0.

If [Rn + Sn] + [R∗
n + S∗

n] + [T (ηn, P̂n)− T (ηn,Pn)] = oP ∗
W
(n−1/2), then

sup
t∈R

|P ∗
W (T (η∗n,P∗

n)− T (ηn,Pn) ≤ t)− P ∗
0 (− [T (ηn,Pn)− T (η0, P0)] ≤ t)|

P ∗
0−−→ 0,

and Efron’s percentile confidence interval [ζ∗n,β, ζ
∗
n,1−α] has asymptotic confidence level 1− α− β.

As with the percentile and percentile t-intervals, conditions (A1)–(A3) and (B1)–(B3) imply that

Sn, Rn, S
∗
n, and R

∗
n are all oP ∗

W
(n−1/2). This yields the following Corollary.

Corollary 3.13. If (A1)–(A3) and (B1)–(B3) hold, and T (ηn, P̂n) − T (ηn,Pn) = oP ∗
0
(n−1/2), then

Efron’s percentile confidence interval [ζ∗n,β, ζ
∗
n,1−α] has asymptotic confidence level 1− α− β.

Corollary 3.13 demonstrates that as with the percentile and percentile t-methods, if the conditions

of Theorems 3.1 and 3.4 hold, then Efron’s percentile intervals are asymptotically valid. However, the

conditions of Theorem 3.12 differ substantially from those of Theorem 3.9. First, the sums S∗
n + Sn

and R∗
n+Rn appear in the condition for Efron’s percentile method, in contrast with the the differences

S∗
n−Sn and R∗

n−Rn in the condition for the other percentile methods. Typically, S∗
n+Sn+R

∗
n+Rn =

oP ∗
W
(n−1/2) will be established by showing that each summand is oP ∗

W
(n−1/2). Hence, Efron’s percentile

method generally does not have the potential for automatic bias correction. This was also noted in

Cattaneo & Jansson (2022). Furthermore, even if Efron’s percentile method is asymptotically valid,

the appearance of the sums rather than differences means that it can have worse finite sample behavior

than the percentile and percentile t-methods. This will be investigated further in Sections 4 and 6.

Second, the term T (ηn, P̂n) − T (ηn,Pn) appears in the conditions for Efron’s percentile method, but

not for the other percentile methods. This is because Efron’s percentile method uses the bootstrap

distribution of T (η∗n,P∗
n) directly without centering. The distribution of T (η∗n,P∗

n) is asymptotically
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symmetric around T (ηn, P̂n), which does not equal the original estimator ψn = T (ηn,Pn) for non-

empirical bootstraps. If the term T (ηn, P̂n)−T (ηn,Pn) is not oP∗
0
(n−1/2) then Efron’s percentile method

may not have asymptotically valid coverage. This may be the case, for instance, if P̂n is a distribution

based on a kernel density estimator that is not targeted toward the parameter of interest.

3.4.3 Bootstrap Wald method

The final method of constructing bootstrap confidence intervals that we will discuss is the bootstrap Wald

method, which is based on a normal approximation. We define σ̄2n := E∗
W {n1/2[T (η∗n,P∗

n)− T (ηn, P̂n)]}2

as the variance of the centered and scaled bootstrap estimator distribution given the data (not to be

confused with σ∗2n ). The two-sided (1−α−β)-level bootstrap Wald confidence interval is then given by

[
T (ηn,Pn) + zβσ̄nn

−1/2, T (ηn,Pn) + z1−ασ̄nn
−1/2

]
, (7)

where zp is the lower-p quantile of the standard normal distribution. In practice, the bootstrap quan-

tiles ξ∗n,p and ζ∗n,p and the bootstrap variance σ̄2n are approximated using empirical analogues based on

a large number of bootstrap samples. As mentioned in Section 2.3, we ignore the effect of this approxi-

mation. The final result of this section provides conditions under which the bootstrap Wald interval is

asymptotically valid.

Theorem 3.14. Denote T ∗
n := n1/2[T (η∗n,P∗

n) − T (ηn, P̂n)]. If conditions (A1)–(A3) and (B1)–(B3)

hold and T ∗
n is asymptotically uniformly square-integrable in the sense that

lim
m→∞

lim sup
n→∞

E∗
0E

∗
W

[
T ∗2
n 1{T ∗2

n ≥ m}
]
= 0,

then σ̄n
P ∗
0−−→ σ0, so the bootstrap Wald confidence interval defined in (7) has asymptotic confidence level

1− α− β.

Since the bootstrap Wald method is based on a normal approximation, its asymptotic validity re-

quires conditional weak convergence of the bootstrap to the same normal limit as the original estimator.

Hence, this method does not have the same possibility of automatic bias correction as the percentile and

percentile t methods. Furthermore, since weak convergence does not imply convergence of moments,

Theorem 3.14 also requires asymptotically uniform integrability of the centered and scaled bootstrap

estimator.
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4 Remainder calculations for specific estimator constructions

4.1 One-step estimator

In this section, we explain how (A3), (B3), and R∗
n − Rn = oP ∗

W
(n−1/2) can be verified for several

specific estimator constructions T . Throughout this section, if P̂n is in the domain of η, then we denote

η̂n := η(P̂n).

We first consider the one-step construction. Suppose that the parameter of interest ψ(P ) and its

influence function ϕP depend on P only through ηP , so that with some abuse of notation we can write

ψ(P ) = ψ(ηP ) and ϕP = ϕηP . A one-step estimator of ψ0 based on nuisance estimator ηn is then defined

as ψn := ψ(ηn) + Pnϕηn , which can be represented as ψn = T (ηn,Pn) for T (η, P ) := ψ(η) + Pϕη. The

mean-zero property of influence functions implies that T (η0, P0) = ψ0.

For the one-step estimator, Rn = ψ(ηn) − ψ(η0) + P0ϕηn , which is known as the second-order re-

mainder. For so-called strongly differentiable parameters, the second-order remainder term is oP ∗
0
(n−1/2)

under conditions on the rate of convergence of ηn − η0 (see, e.g., Chapter 4 of Pfanzagl, 1982). Hence,

a benefit of the one-step construction is that ηn does not typically need to be tailored to ψ for the

one-step estimator to be asymptotically linear, though ηn does usually need to satisfy rate and entropy

requirements.

We define the bootstrap one-step estimator based on bootstrap nuisance estimator η∗n as ψ∗
n :=

T (η∗n,P∗
n) = ψ(η∗n) + P∗

nϕη∗n . We then have R∗
n = ψ(η∗n) − ψ(ηn) + P̂n(ϕη∗n − ϕηn). To demonstrate

that (B3) holds, we can decompose R∗
n in two ways:

R∗
n =

[
ψ(η∗n)− ψ(η0) + P0ϕη∗n

]
−
[
ψ(ηn)− ψ(η0) + P0ϕηn

]
+ (P̂n − P0)(ϕη∗n − ϕηn)

=
[
ψ(η∗n)− ψ(η̂n) + P̂nϕη∗n

]
−
[
ψ(ηn)− ψ(η̂n) + P̂nϕηn

]
.

(8)

For the first decomposition, we note that ψ(ηn) − ψ(η0) + P0ϕηn is the second-order remainder term

defined above, and ψ(η∗n)−ψ(η0)+P0ϕη∗n is a second-order remainder term with η∗n playing the role of ηn.

Hence, this term will typically be oP ∗
W
(n−1/2) under conditions on the conditional rate of convergence

of η∗n − η0. Similarly, the terms ψ(η∗n) − ψ(η̂n) + P̂nϕη∗n and ψ(ηn) − ψ(η̂n) + P̂nϕηn in the second

decomposition are second-order remainder terms that will typically be oP ∗
W
(n−1/2) under conditional

rates of convergence of η∗n − η̂n and ηn − η̂n, respectively.

To demonstrate that bootstrap percentile intervals are asymptotically valid, we can decompose
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R∗
n −Rn in two analogous ways:

R∗
n −Rn =

[
ψ(η∗n)− ψ(η0) + P0ϕη∗n

]
− 2
[
ψ(ηn)− ψ(η0) + P0ϕηn

]
+ (P̂n − P0)(ϕη∗n − ϕηn)

=
[
ψ(η∗n)− ψ(η̂n) + P̂nϕη∗n

]
−
[
ψ(ηn)− ψ(η0) + P0ϕηn

]
−
[
ψ(ηn)− ψ(η̂n) + P̂nϕηn

]
.

(9)

As discussed in Section 3.4, these two expressions can be oP ∗
W
(n−1/2) even if Rn and/or R∗

n are not.

For instance, in the first decomposition, ψ(η∗n)−ψ(η0) +P0ϕη∗n may be within oP ∗
W
(n−1/2) of 2[ψ(ηn)−

ψ(η0) + P0ϕηn ] even if each of these terms individually is not oP ∗
W
(n−1/2). Similarly, in the second

decomposition, ψ(η∗n)−ψ(η̂n)+ P̂nϕη∗n may be within oP ∗
W
(n−1/2) of ψ(ηn)−ψ(η0)+P0ϕηn even if each

of these terms individually is not oP ∗
W
(n−1/2).

The bootstrap sampling distribution is a primary consideration when determining which of the two

decompositions in (8) and (9) should be used. The first decomposition is more suitable for the empirical

bootstrap P̂n = Pn. This is because for most of our applications of interest, empirical distributions

are not in the domain of the nuisance parameter η, so that η̂n := η(Pn) does not exist. For example,

this is the case if η(P ) is the Lebesgue density of P . Hence, for the empirical bootstrap, the first set

of conditions, which do not involve η̂n, should typically be used. In this case, n1/2(P̂n − P0)(ϕη∗n −

ϕηn) = Gn(ϕη∗n − ϕηn) = oP ∗
W
(1) under (A1), (A2), (B1)(a), and (B2). Hence, the empirical bootstrap

one-step estimator is conditionally asymptotically linear if (A1)–(A3), (B1)(a), and (B2) hold and

ψ(η∗n) − ψ(η0) + P0ϕη∗n = oP ∗
W
(n−1/2). Alternatively, bootstrap percentile confidence intervals based

on the empirical bootstrap one-step estimator are consistent if (A1)–(A2), (B1)(a), and (B2) hold and

2[ψ(ηn)− ψ(η0) + P0ϕηn ]− [ψ(η∗n)− ψ(η0) + P0ϕη∗n ] = oP ∗
W
(n−1/2).

For non-empirical bootstraps where η̂n is well-defined, we expect the second decomposition in (8)

and (9) to be easier to verify. This is because in many cases when P̂n ̸= Pn, it may be difficult to

show that (P̂n − P0)(ϕη∗n − ϕηn) = oP ∗
W
(n−1/2). For the special case of P̂n equal to the distribution

corresponding to a kernel density estimator, Section 3.2 of Giné & Nickl (2008) and Theorem 10 of

Radulović & Wegkamp (2009) establish asymptotic uniform equicontinuity of {n1/2(P̂n−P0)f : f ∈ F}

under conditions on the bandwidth and smoothness of functions f ∈ F. This implies (P̂n − P0)(ϕη∗n −

ϕηn) = oP ∗
W
(n−1/2) under conditions (A1), (A2), (B1)(a), and (B2). In cases where asymptotic uniform

equicontinuity of {n1/2(P̂n − P0)f : f ∈ F} is hard to establish, but P̂n and P0 are dominated by a

fixed measure λ, a simple but crude approach to showing (B2) is to use the Cauchy-Schwartz inequality:

|(P̂n − P0)(ϕη∗n − ϕηn)| ≤ ∥ dP̂n − dP0∥L2(λ)∥ϕη∗n − ϕηn∥L2(λ). Alternatively, a more direct calculation
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may be employed.

An important special case is η(P̂n) = ηn; i.e., the bootstrap sampling distribution is based on the

original nuisance estimator. For instance, if ηn is a Lebesgue density estimator, this would correspond to

drawing bootstrap samples from the distribution corresponding to ηn. If η(P̂n) = ηn then η̂n = ηn, and

hence the second decomposition in (8) reduces to ψ(η∗n)−ψ(η̂n)+ P̂nϕη∗n , and the second decomposition

in (9) reduces to [ψ(ηn)− ψ(η0) + P0ϕηn ]− [ψ(η∗n)− ψ(η̂n) + P̂nϕη∗n ].

If we use the original nuisance estimator for the bootstrap estimator, i.e. η∗n = ηn, then R∗
n = 0.

This leads to the following corollary to Theorem 3.4.

Corollary 4.1. For the bootstrap one-step estimator with η∗n = ηn, if conditions (A1)(a), (B1)(b) and

(A2) hold, then T (ηn,P∗
n) = T (ηn, P̂n) + (P∗

n − P̂n)ϕ0 + oP ∗
W
(n−1/2). In particular, for the empirical

bootstrap P̂n = Pn, conditions (A1) and (A2) imply the result.

Corollary 4.1 indicates that a subset of the conditions for asymptotic linearity implies consistency

of the empirical bootstrap for the one-step estimator with the original nuisance estimator. This is

convenient as it means that in this case, no additional work needs to be done to establish asymptotic

validity of bootstrap confidence intervals beyond that for establishing asymptotic linearity of the esti-

mator. However, it also means that consistency of the percentile and percentile t-intervals requires that

Rn = oP ∗
0
(n−1/2), so automatic bias correction of bootstrap confidence intervals does not occur.

4.2 Plug-in estimator

Our next example of an estimator construction is the plug-in estimator. Suppose that the parameter

of interest ψ(P ) depends on P only through η(P ), so that, with some abuse of notation, we can

write ψ(P ) = ψ(ηP ). A plug-in estimator is then given by ψn = ψ(ηn), which can be represented as

ψn = T
(
ηn,Pn

)
for T (η, P ) = ψ(η). In this case, T is a function of η alone, but for consistency of

notation, we will continue to write it as a function of P as well.

For the plug-in estimator, Rn = [ψ(ηn)−ψ(η0)+P0ϕn]−Pnϕn. If the influence function ϕP = ϕηP ,πP

depends on ηP and an additional nuisance parameter πP and we set ϕn = ϕηn,πn for πn an estimator of

πP , then ψ(ηn) − ψ(η0) + P0ϕηn,πn is a second-order remainder term that will typically be oP ∗
0
(n−1/2)

under sufficient rates of convergence of ηn to η0 and πn to π0 in appropriate semi-metrics, as discussed

in Section 4.1. Plug-in estimators also require that Pnϕn = oP ∗
0
(n−1/2), which typically requires careful

construction of ηn, as discussed in Section 3.1.
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We let η∗n be a bootstrap nuisance estimator, and we define ψ∗
n = T (η∗n,P∗

n) = ψ(η∗n) as the bootstrap

plug-in estimator. We then have R∗
n = [ψ(η∗n)−ψ(ηn)+ P̂nϕ∗n]−P∗

nϕ
∗
n. To demonstrate that (B3) holds,

we can decompose R∗
n in two ways:

R∗
n = [ψ(η∗n)− ψ(η0) + P0ϕ

∗
n]− [ψ(ηn)− ψ(η0) + P0ϕn] + (P̂n − P0)(ϕ

∗
n − ϕn) + [P̂nϕn − P∗

nϕ
∗
n]

= [ψ(η∗n)− ψ(η̂n) + P̂nϕ
∗
n]− [ψ(ηn)− ψ(η̂n) + P̂nϕn] + [P̂nϕn − P∗

nϕ
∗
n]

(10)

If ϕn = ϕηn,πn and ϕ∗n = ϕη∗n,π∗
n
, then the first three terms in square braces of the first decomposition

and the first two terms in square braces of the second decomposition are second-order remainder terms.

Negligibility of these terms was discussed following (8). Compared with (8), both decompositions in

(10) additionally involve the term P̂nϕn−P∗
nϕ

∗
n. Ensuring that this term is oP ∗

W
(n−1/2) typically requires

careful construction of η∗n and ηn, as discussed in Section 3.1. If P̂n = Pn is the empirical bootstrap,

then P̂nϕn = oP ∗
0
(n−1/2) is typically required for (A3) to hold, as discussed above. If this holds,

then it is sufficient that P∗
nϕ

∗
n = oP ∗

W
(n−1/2), which is the bootstrap analogue of Pnϕn = oP ∗

0
(n−1/2).

Alternatively, if ϕn = ϕηn,πn and P̂n is based on (ηn, πn), then P̂nϕn = 0, so it is again sufficient that

P∗
nϕ

∗
n = oP ∗

W
(n−1/2).

To demonstrate that bootstrap percentile intervals are asymptotically valid, we can decompose

R∗
n −Rn in two analogous ways:

R∗
n −Rn = [ψ(η∗n)− ψ(η0) + P0ϕ

∗
n]− 2[ψ(ηn)− ψ(η0) + P0ϕn] + (P̂n − P0)(ϕ

∗
n − ϕn)

+ [P̂nϕn + Pnϕn − P∗
nϕ

∗
n]

= [ψ(η∗n)− ψ(η̂n) + P̂nϕ
∗
n]− [ψ(ηn)− ψ(η0) + P0ϕn]− [ψ(ηn)− ψ(η̂n) + P̂nϕn]

+ [P̂nϕn + Pnϕn − P∗
nϕ

∗
n]

(11)

As mentioned in Section 3.4 and Section 4.1, these two expressions can be oP ∗
W
(n−1/2) even if Rn and/or

R∗
n are not. The first three terms in square braces of both decompositions were discussed in Section 4.1.

The bootstrap sampling distribution is a primary consideration when determining which of the two

decompositions in (10) and (11) should be used. We refer readers to Section 4.1 for further discussion.

To show that R∗
n − Rn = oP ∗

W
(n−1/2) using either decomposition in (11), it may be necessary to

additionally show that P̂nϕn + Pnϕn − P∗
nϕ

∗
n = oP ∗

W
(n−1/2). For the empirical bootstrap P̂n = Pn, this

is the case if P∗
nϕ

∗
n is within oP ∗

W
(n−1/2) of 2Pnϕn. If instead P̂n is based on (ηn, πn), then it is sufficient

that P∗
nϕ

∗
n is within oP ∗

W
(n−1/2) of Pnϕn. In both cases, the conditions can be met even if Pnϕn and/or
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P∗
nϕ

∗
n are not oP ∗

0
(n−1/2) and oP ∗

W
(n−1/2), respectively. Hence, bootstrap percentile confidence intervals

based on a plug-in estimator can be asymptotically valid even when the estimator is not targeted toward

the functional of interest.

Lastly, we note that neither (B3) nor R∗
n−Rn = oP ∗

W
(n−1/2) hold for the bootstrap plug-in estimator

if we set η∗n = ηn because this would result in ψ∗
n = ψ(η∗n) = ψ(ηn) = ψn with P ∗

W probability 1; i.e., a

bootstrap distribution equal to a point mass at the original estimator.

4.3 Empirical mean of a nuisance-dependent function

Our next example of an estimator construction is the empirical mean of a nuisance-dependent function,

or empirical mean plug-in estimator for brevity. Suppose that the parameter of interest can be written

as ψ(P ) := PhηP for some known function hη : X 7→ R depending on η ∈ H. A simple estimator is

then given by ψn = Pnhηn , which can be represented as ψn = T
(
ηn,Pn

)
for T (η, P ) = Phη. In some

cases, this estimator and the plug-in estimator considered in Section 4.2 are the same. However, the

representations of the two estimators in terms of T are different, which leads to different conditions for

asymptotic linearity and especially for consistency of the bootstrap.

We can write the influence function as ϕP (x) = hηP (x)+γP (x)−ψ(P ) for γP (x) := ϕP (x)−hηP (x)+

ψ(P ), and we note that PγP = 0. Heuristically, γP can be viewed as the contribution to the influence

function of fluctuating ηP within the model. We write ϕn as ϕn(x) = hηn(x) + γn(x) − ψn for some

estimator γn of γ0. We then have Rn = P0(hηn−hη0+γn)−Pnγn, which leads to the following conditions

under which (A3) holds. If η and γ are compatible in the sense that there exists P ′ ∈ M such that ηP ′ = η

and γP ′ = γ, then ψ(P ′)−ψ(P )+PϕP ′ = P (hη−hηP +γ) is the second-order remainder term discussed

in Section 4.1. Hence, if there exists Pn such that ηPn = ηn and γPn = γn, then P0(hηn − hη0 + γn)

is a second-order remainder and can be expected to be oP ∗
0
(n−1/2) if (ηn, γn) converges to (η0, γ0) at a

sufficient rate in an appropriate semi-metric. The condition that Pnγn = oP ∗
0
(n−1/2) typically requires

careful construction of ηn, as discussed in Section 3.1.

As usual, we let ψ∗
n = T (η∗n,P∗

n) be the bootstrap empirical mean plug-in estimator for a bootstrap

nuisance estimator η∗n. We also define the bootstrap influence function estimator as ϕ∗n(x) = hη∗n(x) +

γ∗n(x)− ψ∗
n, where γ

∗
n is the bootstrap estimator of γ0. We then have R∗

n = P̂n(hη∗n − hηn + γ∗n)− P∗
nγ

∗
n.
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To demonstrate that (B3) holds, we can decompose R∗
n in two ways:

R∗
n = P0(hη∗n − hη0 + γ∗n)− P0(hηn − hη0 + γn)

+ (P̂n − P0)(hη∗n − hηn + γ∗n − γn) + (P̂nγn − P∗
nγ

∗
n)

= P̂n(hη∗n − hη̂n + γ∗n)− P̂n(hηn − hη̂n + γn) + (P̂nγn − P∗
nγ

∗
nt).

(12)

If η∗n and γ∗n are compatible and ηn and γn are compatible, then the first two terms of both decomposi-

tions are second-order remainders. We discussed negligibility of these terms and of the third term in the

first decomposition in Section 4.1. Both decompositions in (12) also have the term P̂nγn − P∗
nγ

∗
n, and

negligibility of this term typically requires careful construction of η∗n and ηn, as discussed in Section 4.2.

We can decompose R∗
n −Rn in two analogous ways:

R∗
n −Rn = P0(hη∗n − hη0 + γ∗n)− 2P0(hηn − hη0 + γn) + (P̂n − P0)(hη∗n − hηn + γ∗n − γn)

+ (P̂nγn + Pnγn − P∗
nγ

∗
n)

= P̂n(hη∗n − hη̂n + γ∗n)− P0(hηn − hη0 + γn)− P̂n(hηn − hη̂n + γn)

+ (P̂nγn + Pnγn − P∗
nγ

∗
n).

(13)

As with the one-step and plug-in estimators, these two expressions can be oP ∗
W
(n−1/2) even if Rn and/or

R∗
n are not; we refer readers to the discussions following (9) and (11).

Lastly, we note that whether condition (B3) holds if we set η∗n = ηn depends on the particular

problem. If γP is a function of P through ηP , then condition (B3) usually will not hold for either the

empirical or non-empirical bootstraps. This is because in this case, η∗n = ηn implies that γ∗n = γn,

so that even if Pnγn = oP ∗
0
(n−1/2), it does not typically follow that P∗

nγ
∗
n = P∗

nγn = oP ∗
W
(n−1/2).

Similarly, P̂nγn + Pnγn − P∗
nγ

∗
n = Pnγn − n−1/2G∗

nγn will not be typically be oP ∗
W
(n−1/2), so that

R∗
n−Rn = oP ∗

W
(n−1/2) may not hold. However, if γP involves additional summaries of P beyond ηP , then

it may be possible to construct ηn in such a way that both Pnγn = oP ∗
0
(n−1/2) and P∗

nγ
∗
n = oP ∗

W
(n−1/2),

or such that R∗
n −Rn = oP ∗

W
(n−1/2).

4.4 Estimating equations-based estimator

We next consider estimating equations-based estimators. Suppose that the influence function ϕP de-

pends on P through ψ(P ) and ηP , so that we can write ϕP = ϕψ(P ),ηP . For each P ∈ M+ and
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η ∈ H, we define the estimating function GP,η : ψ 7→ Pϕψ,η, and we assume for simplicity that for

each (P, η) ∈ M+ × H, there is a unique ψ ∈ R such that GP,η(ψ) = 0. For each η ∈ H, we define

the true population estimating function as G0,η := GP0,η, and we define the sample estimating function

as Gn,ηn := GPn,ηn , where ηn is a nuisance estimator. If ψ0 is the unique solution to G0,η0(ψ0) = 0,

then an estimating equation-based estimator ψn of ψ0 is defined as the solution to Gn,ηn(ψn) = 0.

We can then write ψn = T (ηn,Pn) for T (η, P ) defined as the solution to GP,η = 0. We then have

Rn = ψn − ψ0 + P0ϕψn,ηn . We also note that ψn does not need to solve the equation exactly; it suffices

that Gn,ηn(ψn) = oP ∗
0
(n−1/2). The derivations for estimating equations-based estimators are more com-

plicated than those for other estimator constructions we have considered, so here we provide theorems

for clarity.

Estimating equations-based estimators have been studied in a variety of contexts. Estimating equa-

tions often arise in semiparametric models indexed by the pair (ψ, η) ∈ R×H. We do not explicitly re-

quire this, but our results can be applied in this setting. It is sometimes assumed that ψn approximately

solves a “profile” estimating equation ψ 7→ Pnϕψ,ηn(ψ) = 0, where ηn(ψ) is a solution to η 7→ Pnϕψ,η

(see, e.g., Murphy & van der Vaart, 2000 and Chapter 21 of Kosorok, 2008). This is the case when

(ψn, ηn) are defined as the joint optimizers of a criterion function such as a likelihood. In contrast, our

goal is to permit ηn to be an arbitrary nuisance estimator satisfying certain rate and entropy conditions,

and to use the estimating equation provided by the influence function to mitigate the asymptotic bias,

as the one-step estimator does. This approach is more in line with van der Laan & Robins (2003) and

Chapter 5 of van der Vaart (2000), among others. In particular, Theorem 5.31 of van der Vaart (2000)

provides conditions for asymptotic linearity of an estimating equations-based estimator ψn as we have

defined it above. We now provide a slightly reformulated version of this result under which (A3) holds

for an estimating equations-based estimator. Following van der Vaart (2000) and others, we say that ψ0

is a well-separated solution of the population estimating equation if P0ϕψ0,η0 = 0 < inf |ψ−ψ0|>δ |P0ϕψ,η0 |

for every δ > 0.

Lemma 4.2. If condition (A1) holds for ϕn := ϕψn,ηn, ψ0 is a well-separated solution of the population

estimating equation, ψn = OP ∗
0
(1), there exists a map G′

0,η : R → R depending on η ∈ H such that Γ0,η :

ψ 7→ G0,η(ψ)−G0,η(ψ0)−G′
0,η(ψ0)(ψ − ψ0) satisfies sup|ψ|≤M |Γ0,ηn(ψ)− Γ0,η0(ψ)| = oP ∗

0
(1) for every

M > 0 and supη:∥η−η0∥H<δ |Γ0,η(ψ)| = o (|ψ − ψ0|) for some δ > 0, G′
0,η satisfies limη→η0 G

′
0,η(ψ0) =

G′
0,η0

(ψ0) = −1, ∥ηn − η0∥H = oP ∗
0
(1), and P0ϕψ0,ηn = oP ∗

0
(n−1/2), then (A3) holds for the estimating
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equations-based estimator.

As in Theorem 5.31 of van der Vaart (2000), the assumption that ψ0 is a well-separated solution

of ψ 7→ P0ϕψ,η0 is used to establish consistency of ψn, and the differentiability assumption is used to

ensure that n1/2(ψn − ψ0) can be linearized. The requirement that G′
0,η0

(ψ0) = −1 is not present in

Theorem 5.31 of van der Vaart (2000); this is because we are assuming the estimating function is the

influence function, which requires proper scaling. Theorem 5.31 also permits that the “drift term”

P0ϕψ0,ηn contributes to the asymptotic distribution of n1/2(ψn − ψ0), while we assume it is negligible

since our goal is to establish asymptotic linearity of ψn with influence function ϕ0. Negligibility of this

term is implied by a sufficient rate of convergence of ηn to η0 if η 7→ P0ϕψ0,η is differentiable near η0

in an appropriate sense with derivative map equal to zero (Chernozhukov et al., 2018). However, this

is not always the case, and when it fails, the requirement that P0ϕψ0,ηn = oP ∗
0
(n−1/2) requires under-

smoothing or otherwise targeting ηn. Hence, estimating equations do not always sufficiently control the

asymptotic bias, unlike the one-step estimator. We will see an example of this in Section 5.

We define the bootstrap estimating equations-based estimator as ψ∗
n = T (η∗n,P∗

n); i.e., ψ∗
n is the

solution to G∗
n,η∗n

(ψ) := P∗
nϕψ,η∗n = 0. As above, it is sufficient that G∗

n,η∗n
(ψ∗

n) = oP ∗
W
(n−1/2). We

provide separate sufficient conditions for (B3) for the empirical and smooth bootstraps. First, for the

empirical bootstrap P̂n = Pn, we have R∗
n = ψ∗

n − ψn + Pnϕψ∗
n,η

∗
n
, and we have the following result.

Lemma 4.3. Let P̂n = Pn be the empirical bootstrap. Suppose the conditions of Lemma 4.2 hold,

condition (B1) holds for ϕ∗n = ϕψ∗
n,η

∗
n
, ψ∗

n = OP ∗
W
(1), sup|ψ|≤M |Γ0,η∗n(ψ)−Γ0,η0(ψ0)| = oP ∗

W
(1) for every

M > 0, ∥η∗n−η0∥H = oP ∗
W
(1), and P0ϕψ0,η∗n = oP ∗

W
(1). If P0ϕψ0,η∗n = oP ∗

W
(n−1/2), then (B3) holds for the

estimating equations-based estimator. If P0ϕψ0,η∗n−2P0ϕψ0,ηn = oP ∗
W
(n−1/2), then R∗

n−Rn = oP ∗
W
(n−1/2)

holds for the estimating equations-based estimator.

As discussed above, P0ϕψ0,η∗n = oP ∗
W
(n−1/2) is sometimes implied by a sufficient rate of convergence

of η∗n to η0. In particular, if η∗n = ηn, then this condition is implied by P0ϕψ0,ηn = oP ∗
0
(n−1/2). Hence,

similar to Corollary 4.1 for the bootstrap one-step estimator with fixed nuisance estimator, the empirical

bootstrap estimating equations-based estimator with fixed nuisance parameter is consistent under the

same conditions used for asymptotic linearity of the estimating equations-based estimator. Lemma 4.3

also shows that R∗
n − Rn = oP ∗

W
(n−1/2) can hold even when P0ϕψ0,ηn is not oP ∗

0
(n−1/2) or P0ϕψ0,η∗n is

not oP ∗
W
(n−1/2), as long as P0ϕψ0,η∗n is within oP ∗

W
(n−1/2) of 2P0ϕψ0,ηn . This is analogous to discussions

about validity of bootstrap percentile intervals above.
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Consistency of the empirical bootstrap for estimating equations-based estimators was also studied in

Wellner & Zhan (1996) and Cheng & Huang (2010). Wellner & Zhan (1996) generalized Theorem 3.3.1

of van der Vaart & Wellner (1996) to weighted bootstraps. Cheng & Huang (2010) focused on the case

of a semiparametric model where ψ∗
n solves a profile bootstrap estimating equation. As discussed above,

our results can be used in this context, but also permit η∗n to be constructed in a different manner

than ηn, and can be applied in nonparametric models as well. In addition, Lemma 4.3 also addresses

consistency of certain bootstrap confidence intervals without conditional weak convergence, which was

not studied in these earlier papers.

The next result provides sufficient conditions for (B3) for the bootstrap estimating equations-based

estimator that is applicable to non-empirical bootstrap distributions. We denote ψ̂n := T (η̂n, P̂n). By

definition, we have R∗
n = ψ∗

n − ψ◦
n + P̂nϕψ∗

n,η
∗
n
, where ψ◦

n := T (ηn, P̂n). Below, we define Ĝn,η(ψ) :=

P̂nϕψ,η.

Lemma 4.4. Let P̂n be the smooth bootstrap. Suppose the conditions of Lemma 4.2 hold, condition (B1)

holds for ϕ∗n = ϕψ∗
n,η

∗
n
, ψ∗

n = OP ∗
W
(1), ∥η∗n− η0∥H = oP ∗

W
(1), sup|ψ|≤M |Γ0,η̂n(ψ)− Γ0,η0(ψ)| = oP ∗

0
(1) for

every M > 0, there exists a map Ĝ′
n,η : R → R such that Γ̂n,η : ψ 7→ Ĝn,η(ψ)− Ĝn,η(ψ̂n)− Ĝ′

n,η(ψ̂n)(ψ−

ψ̂n) satisfies sup|ψ|≤M |Γ̂n,η∗n(ψ)− Γ̂n,η̂n(ψ̂n)| = oP ∗
W
(1) for every M > 0 and supη:∥η−η̂n∥H<δ |Γ̂n,η(ψ)| =

oP ∗
0
(ψ− ψ̂n) for some δ > 0, Ĝ′

n,η satisfies Ĝ′
n,η∗n

(ψ̂n) + 1 = oP ∗
W
(1), there exists a P0-Glivenko Cantelli

class F such that ϕψ̂n,η̂n
is contained in F with probability tending to one, ϕψ∗

n,η
∗
n
is contained in F with

conditional probability tending to one, and ∥P̂n − P0∥F = oP ∗
W
(1), ψ̂n = OP ∗

0
(1), P0ϕψ0,η̂n = oP ∗

0
(1),

∥η̂n − η0∥H = oP ∗
0
(1), and ψ◦

n − ψ̂n = oP ∗
0
(n−1/2). If P̂nϕψ̂n,η∗n

= oP ∗
W
(n−1/2), then (B3) holds for the

estimating equations-based estimator. If P̂nϕψ̂n,η∗n
−P0ϕψ0,ηn = oP ∗

W
(n−1/2), then R∗

n−Rn = oP ∗
W
(n−1/2)

holds for the estimating equations-based estimator.

Lemma 4.4 requires P̂nϕψ̂n,η∗n
= oP ∗

W
(n−1/2) for (B3), which as discussed above is sometimes implied

by sufficient rates of convergence of η∗n− η̂n. However, as in previous results, R∗
n−Rn = oP ∗

W
(n−1/2) can

hold even if R∗
n is not oP ∗

W
(n−1/2) and/or Rn is not oP ∗

0
(n−1/2). The conditions ∥P̂n − P0∥F = oP ∗

0
(1)

and P ∗
0 (ϕψ̂n,η̂n

∈ F) → 1 are used to guarantee conditional consistency of (ψ∗
n, η

∗
n). As discussed in

Section 3.3, if P̂n is a smoothing through convolution estimator, then ∥P̂n − P0∥F = oP ∗
0
(1) is implied

by the conditions of Proposition 3.8. Lastly, Lemma 4.4 requires ψ◦
n − ψ̂n = oP ∗

0
(n−1/2). If P̂n is based

on the original nuisance estimator ηn so that η̂n = ηn, then ψ
◦
n = ψ̂n. Otherwise, ψ◦

n− ψ̂n = oP ∗
0
(n−1/2)

follows if P ∗
0 (ϕψ◦

n,ηn ∈ F) → 1, ∥ϕψ◦
n,ηn−ϕψ0,η0∥L2(P0) = oP ∗

0
(1), and n1/2(P̂n−P0) converges weakly to a
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tight measurable limit in ℓ∞(F). For the special case of P̂n equal to the distribution corresponding to a

kernel density estimator, Section 3.2 of Giné & Nickl (2008) and Theorem 10 of Radulović & Wegkamp

(2009) establish weak convergence of n1/2(P̂n−P0) under conditions on the bandwidth and smoothness

of functions f ∈ F.

5 Applications of the general theory

5.1 Average density value

We now illustrate the use of our general results for two bootstrap strategies and three estimators

of the average density value parameter. This example has been used extensively as a test case for

semiparametric theory and methods (see, e.g., Carone et al., 2019; Cai & van der Laan, 2020, and

Cattaneo & Jansson, 2022, among others). We suppose that X ⊆ Rd, and we let M be the set of

probability measures on X dominated by Lebesgue measure λ. For P ∈ M we let ηP := dP/ dλ be

the Lebesgue density function of P . We then define the average density value parameter as ψ(P ) :=∫
X
ηP (x)

2 dx. In this example, the nuisance parameter is the density function ηP ∈ H := {h ∈ L1(λ) :

h ≥ 0,
∫
X
h(x) dx = 1}. The nonparametric efficient influence function of ψ is ϕP (x) := 2ηP (x)−2ψ(P ).

For any α := (α1, . . . , αd) ∈ Nd and x ∈ Rd, we define |α| :=
∑d

i=1 αi, α! :=
∏d
i=1 αi, and x

α :=
∏d
i=1 x

αi
i .

For any suitable function f : Rd → R, we denote Dαf := ∂αf

∂x
α1
1 ···∂xαd

d

. For deterministic sequences rn

and sn, we say rn ≺ sn if rn/sn = o(1).

We consider three approaches to constructing an asymptotically linear estimator of ψ0. We let ηn

be an estimator of the density η0. First, we consider the one-step estimator discussed in Section 4.1. In

this case, T1(η, P ) = ψ(η) + Pϕη = 2Pη −
∫
η2, so that the one-step estimator is ψn,1 := T1(ηn,Pn) =

2Pnηn−
∫
η2n. Second, we consider the plug-in estimator discussed in Section 4.2. In this case, T2(η, P ) =∫

η(x)2 dx, so that the plug-in estimator is given by ψn,2 := T2(ηn,Pn) =
∫
ηn(x)

2 dx. Third, we consider

the mean of a nuisance-dependent function discussed in Section 4.3. In this case, gη(x) := η(x) and

T3(η, P ) = Pη, so that the the estimator is given by ψn,3 := T3(ηn,Pn) = Pnηn. We note that ψn,3 can

also be viewed as an estimating equations-based estimator (discussed in Section 4.4) because it solves

ψ 7→ Pnϕψ,ηn = 2Pnηn − 2ψ = 0.

The next result uses Theorem 3.1 and the derivations in Section 4 to provide conditions on ηn under

which these three estimators are asymptotically linear.
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Proposition 5.1. Suppose that ηn falls in a P0-Donsker class with probability tending to one, there

exists M ∈ (0,∞) such that ∥η0∥∞ < M and ∥ηn∥∞ < M with probability tending to one, and

∥ηn − η0∥L2(λ)
= oP ∗

0
(n−1/4). Then ψn,1 is asymptotically linear with influence function ϕ0. If in

addition
∫
η2n − Pnηn = oP ∗

0
(n−1/2), then ψn,2 and ψn,3 are asymptotically linear as well.

We now discuss the conditions of Proposition 5.1 for the specific case where ηn is a kernel density

estimator (KDE) with bandwidth h ∈ R (depending on n) and kernel function K : Rd → R. For KDEs,

the Donsker condition is satisfied if ηn falls in a class of functions with uniformly bounded partial

derivatives up to order ℓ > d/2 and P0 satisfies a tail bound (van der Vaart, 2000, Example 19.9). If

η0 is m > d/2 times differentiable,
∫
[Dαη0(x)]

2 dx < ∞ for all α ∈ Nd with |α| = m and mth order

kernels are used, then ∥ηn − η0∥L2(λ)
= OP ∗

0
({nhd}−1/2 + hm). Hence, if n−1/(2d) ≺ h ≺ n−1/(4m),

then ∥ηn − η0∥L2(λ)
= oP ∗

0
(n−1/4). These conditions are satisfied if h is selected at the optimal rate

h ∝ n−1/(2m+d), which yields ∥ηn − η0∥L2(λ)
= OP ∗

0
(n−m/(2m+d)).

Proposition 5.1 requires the extra condition that
∫
η2n − Pnηn = oP ∗

0
(n−1/2) for asymptotic linearity

of the plug-in and empirical mean plug-in estimators. This illustrates the excess bias sometimes incurred

by these methods. For ηn a KDE, if η0 is m times differentiable and mth order kernels are used, then∫
η2n − Pnηn = OP ∗

0
({nhd}−1 + hm). Hence, the condition is satisfied if m > d and n−1/(2d) ≺ h ≺

n−1/(2m). This requires that h go to zero faster than the optimal rate h ∝ n−1/(2m+d), which is why

this method is known as under-smoothing. It also requires more smoothness of η0. If η0 is only assumed

to be m ∈ (0, d] times differentiable, then there is no choice of h that makes
∫
η2n − Pnηn = oP ∗

0
(n−1/2),

so in this case it may not be possible to make the bias term for ψn,2 or ψn,3 asymptotically negligible

using a standard KDE.

We now turn to methods of bootstrapping ψn,1, ψn,2, and ψn,3. We let η∗n be a bootstrap estimator

of η0, and we consider the bootstrap estimators ψ∗
n,1 = T1(η

∗
n,P∗

n) = 2P∗
nη

∗
n−

∫
η∗2n , ψ∗

n,2 = T2(η
∗
n,P∗

n) =∫
η∗2n (x) dx, and ψ∗

n,3 = T3(η
∗
n,P∗

n) = P∗
nη

∗
n. The next result uses Theorem 3.4 and the derivations in

Section 4 to provide conditions for conditional asymptotic linearity of these three estimators.

Proposition 5.2. Suppose P̂n = Pn is the empirical bootstrap and the assumptions of Proposition 5.1

hold. For F and M defined in Proposition 5.1, suppose P ∗
W (η∗n ∈ F)

P ∗
0−−→ 1, P ∗

W (∥η∗n∥∞ ≥M) = oP ∗
0
(1),

and ∥η∗n − ηn∥L2(λ)
= oP ∗

W
(n−1/4). Then ψ∗

n,1 = ψn,1 + (P∗
n − Pn)ϕ0 + oP ∗

W
(n−1/2). If in addition∫

η∗2n − P∗
nη

∗
n = oP ∗

W
(n−1/2), then ψ∗

n,2 = ψn,2 + (P∗
n − Pn)ϕ0 + oP ∗

W
(n−1/2) and ψ∗

n,3 = ψn,3 + (P∗
n −

Pn)ϕ0+oP ∗
W
(n−1/2). If ηn and η∗n are KDEs with the same kernel and bandwidth h such that n−1/(2d) ≺ h,
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then ∥η∗n − ηn∥L2(λ)
= oP ∗

W
(n−1/4).

Proposition 5.2 requires that η∗n converge fast enough to ηn conditional on the data. If η∗n = ηn,

then this condition holds automatically. Hence, the empirical bootstrap for the one-step estimator with

fixed nuisance is consistent if the conditions of Proposition 5.1 hold, as guaranteed by Corollary 4.1. If

η∗n is estimated using the bootstrap sample, some care must be taken to ensure that ∥η∗n − ηn∥L2(λ)
=

oP ∗
W
(n−1/4). If the bootstrap nuisance estimator is sensitive to ties in the data, this condition might

not hold. However, Proposition 5.2 demonstrates that for KDEs, fixing the bandwidth at the value

selected by the original data, as suggested by Hall & Kang (2001), Cattaneo & Jansson (2022), and

others, yields ∥η∗n − ηn∥L2(λ)
= oP ∗

W
(n−1/4).

Proposition 5.2 requires the extra condition
∫
η∗2n − P∗

nη
∗
n = oP ∗

W
(n−1/2) for conditional asymp-

totic linearity of the empirical bootstrap plug-in and empirical mean estimators, which is analogous

to the condition required by Proposition 5.1 for asymptotic linearity of these estimators. If η∗n = ηn,

then this condition reduces to
∫
η2n − P∗

nηn = oP ∗
W
(n−1/2), which does not hold because we can write

n1/2
(∫
η2n − P∗

nηn
)
= n1/2

(∫
η2n − Pnηn

)
−G∗

nηn, and G∗
nηn converges weakly to a non-degenerate limit

conditional on the data. Hence, fixing the bootstrap nuisance does not yield a conditionally asymptoti-

cally linear plug-in or empirical mean plug-in estimator for the empirical bootstrap for this parameter.

If η0 is m > d/2 times differentiable with
∫
[Dαη0(x)]

2 dx <∞ for all |α| = m, P ∗
0 (ηn ∈ F) → 1, and η∗n

is a KDE based on the bootstrap data with deterministic bandwidth h and mth order kernel functions,

then
∫
η∗2n −P∗

nη
∗
n = OP ∗

W
({nhd}−1+hm). Hence,

∫
η∗2n −P∗

nη
∗
n = oP ∗

W
(n−1/2) if n−1/(2d) ≺ h ≺ n−1/(2m).

This again requires m > d and under-smoothing the bootstrap nuisance estimator.

The next result provides conditions under which the empirical bootstrap percentile method is asymp-

totically valid.

Proposition 5.3. Suppose P̂n = Pn is the empirical bootstrap, η0 is uniformly bounded and m-times

continuously differentiable with
∫
[Dαη0(x)]

2 dx < ∞ for all |α| = m, both ηn and η∗n are KDEs with

common symmetric mth order kernel function and common bandwidth h such that n−1/d ≺ h. If

h ≺ n−1/(4m), then bootstrap percentile intervals based on ψ∗
n,1 are asymptotically valid. If h ≺ n−1/(2m),

then bootstrap percentile intervals based on ψ∗
n,2 and ψ∗

n,3 are asymptotically valid.

The results of Proposition 5.3 agree with those of Cattaneo & Jansson (2022), though they consider

a different one-step estimator than ours. The conditions for the one-step estimator in Proposition 5.3

can be satisfied if m > d/4, and the conditions for the plug-in and empirical mean plug-in estimators
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can be satisfied if m > d/2. Both of these conditions are weaker than the conditions for (conditional)

asymptotic linearity from Proposition 5.2, and the conditions for the one-step estimator are again weaker

than the plug-in estimators. The conditions for the plug-in and empirical mean plug-in estimators still

require undersmoothing. For the one-step estimator, if m ∈ (d/4, d/2], then satisfying h ≺ n−1/(4m)

also requires under-smoothing.

In the common case that η0 is assumed to be m = 2 times differentiable and a second-order kernel

is used, the (empirical bootstrap) one-step estimator is (conditionally) asymptotically linear for d ≤ 3

if n−1/(2d) ≺ h ≺ n−1/8, so that the optimal bandwidth may be used. However, bootstrap percentile

intervals based on the one-step estimator are asymptotically valid for d ≤ 7 as long as n−1/d ≺ h ≺ n−1/8,

which requires under-smoothing for 4 ≤ d ≤ 7, but not for d ≤ 3. The (empirical bootstrap) plug-in and

empirical mean plug-in estimators are (conditionally) asymptotically linear only for d = 1 if n−1/2 ≺ h ≺

n−1/4, which requires under-smoothing. Empirical bootstrap percentile intervals based on the plug-in

and empirical mean plug-in estimators are asymptotically valid for d ≤ 3 if n−1/d ≺ h ≺ n−1/4, which

again requires under-smoothing.

The next result provides conditions for conditional asymptotic linearity of the three bootstrap esti-

mators when P̂n is a smooth bootstrap distribution.

Proposition 5.4. Suppose P̂n possesses Lebesgue density function η̂n and the assumptions of Propo-

sition 3.7 and Proposition 5.1 hold. For F and M defined in Proposition 5.1, assume that F is a M-

uniform Donsker class such that P ∗
W (η∗n ∈ F)

P ∗
0−−→ 1 and P ∗

W (∥η̂n∥∞ ≥M) = oP ∗
0
(1). If ∥η∗n − η̂n∥L2(λ)

=

oP ∗
W
(n−1/4) and ∥η̂n − ηn∥L2(λ)

= oP ∗
0
(n−1/4), then ψ∗

n,1 = ψn,1+(P∗
n−P̂n)ϕ0+oP ∗

0
(n−1/2). If in addition∫

η∗2n −P∗
nη

∗
n = oP ∗

W
(n−1/2) and

∫
η2n− P̂nηn = oP ∗

0
(n−1/2), then ψ∗

n,2 = ψn,2+(P∗
n− P̂n)ϕ0+ oP ∗

0
(n−1/2)

and ψ∗
n,3 = ψn,3 + n1/2(P∗

n − P̂n)ϕ0 + oP ∗
0
(n−1/2).

Proposition 5.4 requires that η∗n converge fast enough given the data to the density η̂n used for

generating the bootstrap data. If η∗n is an estimator based on the bootstrap sample, then this can again

be achieved by many nonparametric estimators under mild smoothness conditions. For example, if η0

is m > d/2 times differentiable with
∫
[Dαη0(x)]

2 dx < ∞ for all |α| = m, P ∗
0 (η̂n ∈ F) → 1, and η∗n is

a kernel density estimator with bandwidth h∗ and mth order kernel functions, then ∥η∗n − η̂n∥L2(λ)
=

OP ∗
W
({nh∗d}−1/2 + h∗m). Hence, if n1/(2d) ≺ h∗ ≺ n−1/(4m), then ∥η∗n − η̂n∥L2(λ)

= oP ∗
W
(n−1/4). Propo-

sition 5.4 also requires that η∗n falls in a P-uniform Donsker class. Furthermore, Proposition 5.4 requires

that the conditions of Proposition 3.7 hold. If η̂n is a kernel density estimator, then Proposition 3.8 can
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be used to establish the conditions of Proposition 3.7 and the uniform Donsker condition.

Proposition 5.4 requires the extra conditions
∫
η∗2n − P∗

nη
∗
n = oP ∗

W
(n−1/2) and

∫
η2n − P̂nηn =

oP ∗
0
(n−1/2) for consistency of the smooth bootstrap plug-in and empirical mean plug-in estimators.

If η0 is m ≥ 2 times differentiable, η∗n and η̂n are KDEs with bandwidths h∗ and ĥ, respectively, an mth

order kernel function is used for η∗n, n
−1/(2d) ≺ h∗ ≺ n−1/(4m), ĥ ≺ n−1/(2m), and P ∗

0 (ηn ∈ F) → 1, then∫
η∗2n −P∗

nη
∗
n = oP ∗

W
(n−1/2) and

∫
η2n− P̂nηn = oP ∗

0
(n−1/2). Hence, consistency of the smooth bootstrap

for the plug-in or empirical mean plug-in estimators with an under-smoothed nuisance estimator also

requires under-smoothing the bootstrap sampling distribution.

The next result provides conditions under which the bootstrap percentile method is asymptotically

valid when P̂n is the distribution corresponding to the kernel density estimator ηn.

Proposition 5.5. Suppose that η0 is uniformly bounded and m-times continuously differentiable, and

for all |α| = m, Dαη0 is uniformly bounded and
∫
[Dαη0(x)]

2 dx < ∞. If both ηn and η∗n are kernel

density estimators with common uniformly bounded symmetricmth order kernel function K and common

bandwidth h, P̂n is the distribution corresponding to ηn, and n
−1/(2d) ≺ h ≺ n−1/(4m), then bootstrap

percentile intervals based on ψ∗
n,1, ψ

∗
n,2, and ψ

∗
n,3 are asymptotically valid.

To the best of our knowledge, Proposition 5.5 is the first result establishing automatic bias correction

of bootstrap confidence intervals using the smooth bootstrap. The bandwidth condition n−1/(2d) ≺ h ≺

n−1/(4m) in Proposition 5.5 can be satisfied if m > d/2. However, the condition is different from the

bandwidth condition of Proposition 5.3 for the empirical bootstrap in several interesting ways. For

the one-step estimator, the conditions of Proposition 5.5 are the same as those used for (conditional)

asymptotic linearity of the one-step estimator. Hence, unlike the empirical bootstrap, it does not

appear that the smooth bootstrap produces valid confidence intervals based on the one-step estimator

under weaker smoothness or dimension requirements than non-bootstrap Wald intervals. However,

for the plug-in and empirical mean plug-in estimators, the requirements of Proposition 5.5 are weaker

than those required for (conditional) asymptotic linearity of the estimators because they require that

h ≺ n−1/(4m) rather than h ≺ n−1/(2m). Hence, both empirical and smooth bootstrap percentile

confidence intervals based on the plug-in estimators can be valid if m > d/2. However, the conditions

for the plug-in estimators based on the smooth bootstrap are satisfied if the optimal bandwidth is

used, while the conditions for the empirical bootstrap require under-smoothing. Thus, in this case, the

empirical bootstrap is preferable for the one-step estimator, while the smooth bootstrap is preferable for
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the plug-in and empirical mean plug-in estimators. We emphasize that it is not presently clear whether

these conclusions would remain true with other nuisance estimators or smooth bootstrap sampling

distributions, or for other parameter mappings.

5.2 G-computed conditional mean

The second parameter we will use to illustrate the use of our general results is the G-computed con-

ditional mean. Suppose that X = R × {0, 1} × Rd and X = (Y,A,Z), where Y ∈ R is an outcome

of interest, A ∈ {0, 1} is a binary treatment or exposure, and Z ∈ Rd is a vector of adjustment co-

variates. We then define the G-computed conditional mean as ψ(P ) = EP [µP (Z) | A = 1], where

µP (z) := EP (Y | A = 0, Z = z). Under the no unobserved confounding causal model, ψ0 corresponds

to the mean outcome among treated units (i.e., those with A = 1) had they been assigned to receive

control A = 0 (Robins, 1986; Gill & Robins, 2001). We use this parameter as an example rather than the

simpler G-computed mean, EP [µP (Z)] because the one-step and estimating equations-based estimators

are different for the conditional mean, which gives us the chance to illustrate the use of our results for

estimating equations-based estimators.

The efficient influence function of ψ at P relative to a nonparametric model is given by

ϕP (y, a, z) =
I(a = 0)gP (z)

πP [1− gP (z)]
[y − µP (z)] +

I(a = 1)

πP
[µP (z)− ψP ] ,

where gP (z) := P (A = 1 | Z = z) is the propensity score function and πP := P (A = 1). In this example,

the nuisance parameter is ηP = (µP , gP , QP ), where QP is the marginal distribution of Z under P , and

ψP and πP are defined through ηP as ψP =
∫
µP (z)gP (z)π

−1
P dQP (z) and πP =

∫
gP dQP .

We consider two approaches to constructing an asymptotically linear estimator of ψ0. We let ηn =

(µn, gn, Qn) be an estimator of the nuisance η0, where Qn is the marginal empirical distribution of Z.

First, we consider the one-step estimator discussed in Section 4.1, which is given by

ψn,1 =
1

n

n∑
i=1

{
I(Ai = 0)gn(Zi)

πn[1− gn(Zi)]
[Yi − µn(Zi)] +

[
2− π̄n

πn

]
I(Ai = 1)

πn
µn(Zi)

}
,

where πn :=
∫
gn dQn and π̄n := 1

n

∑n
i=1Ai. Second, we consider the estimating equations-based

estimator discussed in Section 4.4. We define the estimating function GP,η(ψ) := Pϕψ,η, and we note
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that with η = (µ, g,Q) and π :=
∫
g dQ,

G0,η(ψ) = π−1P0

[
(g − g0)(µ− µ0)

1− g

]
+
π0
π
(ψ0 − ψ).

In particular, G0(ψ) = ψ0 − ψ, so ψ0 is the unique solution to the population estimating equation, and

G′
0,η(ψ) = −π0/π, which approaches −1 as η → η0. We then define the estimating equations-based

estimator ψn,2 = T2(ηn,Pn) as the solution to the sample estimating function Gn,ηn(ψ) := Pnϕψ,ηn ,

which it is easy to see equals

ψn,2 =
1

n

n∑
i=1

{
I(Ai = 0)gn(Zi)

π̄n[1− gn(Zi)]
[Yi − µn(Zi)] +

I(Ai = 1)

π̄n
µn(Zi)

}
.

We note that if πn = π̄n, then ψn,1 = ψn,2. The next result provides conditions under which these two

estimators are asymptotically linear using Theorem 3.1.

Proposition 5.6. If µn, gn, and (y, a, z) 7→ (1 − a)ygn(z)/[1 − gn(z)] fall in P0-Donsker classes with

probability tending to 1, E0(Y
2) <∞, there exists constants 0 < a < b < 1 such that P0(g0(Z) ∈ (a, b)) =

1, P0(gn(Z) ∈ (a, b)) = 1, and P0(|µn(Z)| ≤ b) = 1, ∥gn− g0∥L2(P0) = oP ∗
0
(1), ∥µn−µ0∥L2(P0) = oP ∗

0
(1),

and P0 {(gn − g0)(µn − µ0)/(1− gn)} = oP ∗
0
(n−1/2), then ψn,2 is asymptotically linear with influence

function ϕ0. If in addition (πn − π0)(ψn − ψ0) = oP ∗
0
(n−1/2), then ψn,1 is asymptotically linear with

influence function ϕ0.

We now turn to methods of bootstrapping ψn,1 and ψn,2. We define η∗n = (µ∗n, g
∗
n, Q

∗
n) as a boot-

strap estimator of η0 based on n bootstrap observations, where Q∗
n is the empirical distribution of the

bootstrap covariates. We then consider ψ∗
n,1 = T1(η

∗
n,P∗

n) and ψ
∗
n,2 = T2(η

∗
n,P∗

n). The next result pro-

vides conditions under which these estimators are conditionally asymptotically linear for the empirical

bootstrap.

Proposition 5.7. Suppose P̂n = Pn is the empirical bootstrap and the conditions of Proposition 5.6 hold.

If µ∗n, g
∗
n, and (y, a, z) 7→ (1−a)yg∗n(z)/[1−g∗n(z)] fall in P0-Donsker classes with conditional probability

tending to 1, there exist constants 0 < a < b < 1 such that P ∗
W (g∗n(Z) ∈ (a, b)) = 1, and P ∗

W (|µ∗n(Z)| ≤

b) = 1, ∥g∗n − g0∥L2(P0) = oP ∗
W
(1), ∥µ∗n − µ0∥L2(P0) = oP ∗

W
(1), and P0 {(g∗n − g0)(µ

∗
n − µ0)/(1− g∗n)} =

oP ∗
W
(n−1/2), then ψ∗

n,2 is conditionally asymptotically linear with influence function ϕ0. If in addition

(π∗n−π0)(ψ∗
n−ψ0) = oP ∗

W
(n−1/2), then ψ∗

n,1 is conditionally asymptotically linear with influence function

ϕ0.
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Proposition 5.7 requires that µ∗n and g∗n converge fast enough to µ0 and g0, respectively, conditional

on the data. We also note that, as above, percentile confidence intervals based on the empirical bootstrap

might be consistent under weaker conditions than Proposition 5.7.

The next result addresses the case where P̂n is a non-empirical bootstrap sampling distribution. We

let Q̂n be the marginal distribution of Z under P̂n, ĝn(z) := P̂n(A = 1|Z = z), µ̂n(z) := EP̂n
(Y |A =

0, Z = z), and σ̂2n(z) := VarP̂n
(Y | A = 0, Z = z), all of which we assume are well-defined. We note that

Q̂n need not be a smooth distribution. We also define σ20(z) := Var0(Y | A = 0, Z = z). We then have

the following result regarding conditional asymptotic linearity of the bootstrap one-step and estimating

equations-based estimators when sampling from P̂n.

Proposition 5.8. Suppose P ∗
0 (P̂n ∈ P) → 1, where P is such that limM→∞ supP∈PEP [Y

2I(Y 2 >

M)] = 0, µ̂n ∈ Fµ and ĝn ∈ Fg with probability tending to one, where Fµ is uniformly bounded, Fg

is uniformly bounded away from zero, and Fµ and Fg possess finite uniform entropy integrals, ∥ĝn −

g0∥L2(P0), ∥µ̂n − µ0∥L2(P0), ∥σ̂2n − σ20∥L2(P0) are each oP ∗
0
(1), and each of the following is oP ∗

0
(1):

sup
g,ḡ

∣∣∣∣(Q̂n −Q0)

[
gḡ(1− ĝn)

(1− g)(1− ḡ)
(σ̂2n + µ̂2n)

]∣∣∣∣ , sup
g,ḡ,µ,µ̄

∣∣∣∣(Q̂n −Q0)

[
gḡ(1− ĝn)

(1− g)(1− ḡ)
µµ̄

]∣∣∣∣ ,
sup
µ

∣∣∣(Q̂n −Q0) [µĝn]
∣∣∣ , sup

µ,µ̄

∣∣∣(Q̂n −Q0) [µµ̄ĝn]
∣∣∣ , sup

µ,g

∣∣∣∣(Q̂n −Q0)

[
g(1− ĝn)

1− g
µ

]∣∣∣∣ , (Q̂n −Q0)ĝn.

(14)

where the suprema over µ and µ̄ are taken over Fµ and the suprema over g and ḡ are taken over

Fg, and Q̂n {(ĝn − gn)(µ̂n − µn)/(1− gn)} = oP ∗
0
(n−1/2). Suppose also that µ∗n ∈ Fµ and g∗n ∈ Fg

with conditional probability tending to one, ∥g∗n − g0∥L2(P0)
= oP ∗

W
(1), ∥µ∗n − µ0∥L2(P0)

= oP ∗
W
(1), and

Q̂n {(g∗n − ĝn)(µ
∗
n − µ̂n)/(1− g∗n)} = oP ∗

W
(n−1/2). If (π∗n − π̂n)(ψ

∗
n − ψ̂n) = oP ∗

W
(n−1/2) and (πn −

π̂n)(ψn − ψ̂n) = oP ∗
0
(n−1/2), then ψ∗

n,1 is conditionally asymptotically linear with influence function ϕ0.

If the conditions of Proposition 5.6 hold and π∗n−π̂n = oP ∗
W
(1), then ψ∗

n,2 is conditionmally asymptotically

linear with influence function ϕ0.

Proposition 5.8 illustrates that the bootstrap sampling distribution P̂n can produce valid bootstrap

confidence intervals even if it is not globally consistent. In this case, it is sufficient that the propensity

score, conditional mean, and conditional variance functions induced by P̂n be consistent, and that

certain means of the marginal distribution of the covariates Q̂n be consistent. If Q̂n = Qn is the

empirical distribution of the observed covariates, then the conditions in (14) hold by the assumption

that Fµ and Fg possess finite uniform entropy integrals. However, it may be of interest to use something
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other than the empirical distribution for Q̂n in order to, for instance, produce unique bootstrap covariate

values. We also note that it is possible that stronger notions of consistency of P̂n have implications for

higher-order properties of bootstrap confidence intervals. Finally, we note that some of the conditions

of Proposition 5.8 hold automatically if µ̂n = µn or ĝn = gn.

6 Numerical study

We conducted a simulation study to assess the finite-sample performance of the methods of inference

for the average density value parameter studied in Section 5.1. We set P0 as the standard normal

distribution. For each sample size n ∈ {50, 100, 200, 300, 400, 500, 1000, 2000, 3000, 4000, 5000}, we sim-

ulated 1000 datasets of n independent and identically distributed observations from P0. For each

dataset, we considered the three estimator constructions defined in Section 5: the one-step estimator

ψn,1 = T1(ηn,Pn), the plug-in estimator ψn,2 = T2(ηn,Pn), and the empirical mean plug-in estimator

ψn,3 = T3(ηn,Pn). For each estimator, we used three different nuisance estimators ηn: (1) a KDE

with Gaussian kernel and bandwidth h selected at the optimal rate h ∝ n−1/5 for twice-differentiable

densities using the method of Sheather & Jones (1991); (2) a KDE with under-smoothed bandwidth

h/n1/10; and (3) TMLE using (1) as the initial estimator. Hence, we constructed a total of nine distinct

estimators for each dataset.

We considered four bootstrap sampling distributions: the empirical distribution, and three smooth

distributions corresponding to the three density estimators defined above. For each dataset, we gener-

ated B = 1000 bootstrap datasets using these four bootstrap distributions. For each bootstrap dataset,

we then considered the same three estimator constructions using the bootstrap data: ψ∗
n,1 = T1(η

∗
n,P∗

n),

ψ∗
n,2 = T2(η

∗
n,P∗

n), and ψ∗
n,3 = T3(η

∗
n,P∗

n). We considered two bootstrap nuisance estimators η∗n: the

same nuisance estimation procedure used for the original data applied to the bootstrap sample, with

bandwidth fixed at the value selected using the original data, and using the fixed nuisance estima-

tor obtained from the original data, i.e. η∗n = ηn. Finally, we used all four methods of constructing

bootstrap confidence intervals defined in Section 3.4 to construct two-sided, equi-tailed 95% confidence

intervals for ψ0 based on each bootstrap sample. For the percentile t-method, we used the influence

function-based variance estimator. For comparison, we also constructed ordinary Wald-style confidence

intervals using the influence function-based variance estimator. We evaluated the performance of these

confidence intervals by computing their empirical coverage and average width over the 1000 simulations.
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Figure 1: Empirical coverage of 95% confidence intervals based on the bootstrap one-step estimator when
re-estimating the nuisance using the bootstrap sample. “KDE” stands for kernel density estimator; “US”
stands for under-smoothed; TMLE stands for targeted maximum likelihood estimator.
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Figure 2: Scaled average width of 95% confidence intervals based on the bootstrap one-step estimator
when re-estimating the nuisance using the bootstrap sample. Abbreviations as in Figure 1.
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We now turn to the results of the simulation study. Figures 1, 3, and 4 display empirical coverage and

Figures 2, 5 and 6 display the average width of 95% confidence intervals based on the one-step, plug-in,

and empirical mean plug-in estimators, respectively, when the bootstrap nuisance was re-estimated using

the bootstrap sample. Figures 7 and 8 display empirical coverage and Figures 9 and 10 display average

width based on the one-step and empirical mean plug-in constructions, respectively, when the bootstrap

nuisance was fixed. The results for the plug-in construction with the nuisance fixed are not displayed

because the coverage in this case was always zero, as discussed in Section 4.2. In each figure, the rows

represent the bootstrap sampling distribution and the columns represent the method of construction of

the nuisance estimator. For example, the top left panel of Figure 1 shows the empirical coverage rate

of confidence intervals based on the one-step estimator where the bootstrap sampling distribution was

the empirical distribution Pn and the nuisance estimator was the KDE with optimal bandwidth.

We first discuss the results displayed in Figure 1 for the one-step estimator with re-estimated nui-

sance. Efron’s percentile method did not yield valid confidence intervals at large sample sizes when the

bootstrap sampling distribution was based on a KDE with optimal bandwidth (second row from the top).

This was expected based on the results of Section 3.4. The bias T1(ηn, P̂n)−T1(ηn,Pn) = (Pn− P̂n)ϕηn

in this case is not oP ∗
0
(n−1/2) because P̂n was not under-smoothed. The coverage of all other confidence

intervals for the bootstrap one-step estimator approached 95% as the sample size increased, which is in

line with Propositions 5.2 and 5.4. Efron’s percentile confidence intervals had poor coverage for small

and moderate sample sizes in some cases, which we hypothesize is due to excess bias in this method, as

discussed in Section 3.4. The coverage of (non-bootstrap) Wald-type confidence intervals approached

95% in all cases, as expected, though its performance for smaller sample sizes was not always good. An

exception was when the nuisance estimator was TMLE (third column from the left), in which case the

coverage of the Wald-type estimator was excellent at all sample sizes considered. Otherwise, there was

no clear and consistent best nuisance estimator or bootstrap sampling distribution. The average widths

scaled by n1/2 displayed in Figure 2 all converge to the same value.

We next discuss the results displayed in Figures 3 and 4 for the plug-in and empirical mean plug-in

estimators with re-estimated nuisance. Using the KDE with optimal bandwidth as nuisance estima-

tor did not generally yield valid Wald or bootstrap confidence intervals because neither estimator is

asymptotically linear in this case (first column from the left). However, the percentile and percentile-t

confidence intervals had close to nominal coverage in large samples for both estimators when both the

nuisance estimator and bootstrap sampling distribution were the KDE with optimal bandwidth (second
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Figure 3: Empirical coverage of 95% confidence intervals based on the bootstrap plug-in estimator when
re-estimating the nuisance using the bootstrap sample. Abbreviations as in Figure 1.
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Figure 4: Empirical coverage of 95% confidence intervals based on the bootstrap empirical mean plug-in
estimator when re-estimating the nuisance using the bootstrap sample. Abbreviations as in Figure 1.
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Figure 5: Scaled average width of 95% confidence intervals based on the bootstrap plug-in estimator
when re-estimating the nuisance using the bootstrap sample. Abbreviations as in Figure 1.
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Figure 6: Scaled average width of 95% confidence intervals based on the bootstrap empirical mean
plug-in estimator when re-estimating the nuisance using the bootstrap sample. Abbreviations as in
Figure 1.
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row from the top and first column from the left). This was expected based on Proposition 5.5. Besides

the bootstrap Wald method, using the KDE with optimal bandwidth as the bootstrap sampling distri-

bution did not yield valid bootstrap confidence intervals in large samples for other nuisance estimators

(second row from the top and second and third columns from the left). All other confidence intervals

based on the plug-in and empirical mean plug-in estimators with re-estimated nuisance had close to

95% coverage for large sample sizes, which aligns with Propositions 5.1, 5.2, and 5.4. Among the meth-

ods with good large-sample coverage, using TMLE as the nuisance estimator and bootstrap sampling

distribution along with the Wald, bootstrap Wald, percentile, or percentile t-confidence interval yielded

the best coverage for small and moderate sample sizes. In many cases, Efron’s method again had poor

coverage in small and moderate samples. The average widths scaled by n1/2 displayed in Figures 5

and 6 appear to again converge to roughly the same value.

We now turn to the results displayed in Figure 7 for the one-step estimator with fixed bootstrap nui-

sance. Efron’s percentile method again did not yield valid coverage in large samples when the bootstrap

sampling distribution was based on a KDE with optimal bandwidth (second row from the top). As

discussed following Figure 1, this was expected based on the results of Section 3.4. All other confidence

intervals for the bootstrap one-step estimator with fixed bootstrap nuisance estimator had good cover-

age in large samples, as expected based on Corollary 4.1. Compared to the results in Figure 1 for the

bootstrap one-step estimator with re-estimated nuisance, the coverage of bootstrap Wald, percentile,

and percentile t-confidence intervals were mostly worse when fixing the bootstrap nuisance than when

re-estimating it. However, interestingly, the coverage of Efron’s percentile intervals was often better.

For the empirical bootstrap, percentile t-confidence intervals had slightly better coverage in small sam-

ples than other bootstrap intervals, but in many other cases the various bootstrap methods had very

similar coverage when the nuisance was fixed. For many of the cases considered, bootstrap intervals

had better coverage in small and moderate samples than Wald-type intervals, indicating there may still

be a benefit of the bootstrap even when fixing the bootstrap nuisance. There was not a substantial

difference between the bootstrap sampling distributions, but the KDE with optimal bandwidth had the

best overall performance in small and moderate samples. As with the bootstrap one-step estimator with

the nuisance re-estimated, TMLE had the best performance among the nuisance estimators considered,

with excellent coverage even for small sample sizes. The average widths scaled by n1/2 displayed in

Figures 9 appear to again converge to roughly the same value.

Finally, from Figures 8 and 10, all of the bootstrap confidence intervals for the bootstrap empirical

49



KDE + optimal bandwidth KDE + US bandwidth TMLE

E
m

pirical
K

D
E

 + optim
al bandw

idth
K

D
E

 + U
S

 bandw
idth

T
M

LE

50 100 200 400 1K 2K 4K 50 100 200 400 1K 2K 4K 50 100 200 400 1K 2K 4K

0.70

0.80

0.90

0.95

1.00

0.70

0.80

0.90

0.95

1.00

0.70

0.80

0.90

0.95

1.00

0.70

0.80

0.90

0.95

1.00

Sample size (log scale)

E
m

pi
ric

al
 c

ov
er

ag
e 

of
 9

5%
 C

I

Type of CI Wald Bootstrap Wald Percentile Percentile−t Efron

Nuisance estimator

B
ootstrap sam

pling distribution

Figure 7: Empirical coverage of 95% confidence intervals based on the bootstrap one-step estimator
when the nuisance was not re-estimated using the bootstrap sample. Abbreviations as in Figure 1.
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Figure 8: Empirical coverage of 95% confidence intervals based on the bootstrap empirical mean plug-
in estimator when the nuisance was not re-estimated using the bootstrap sample. Abbreviations as in
Figure 1.
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Figure 9: Scaled average width of 95% confidence intervals based on the bootstrap one-step when the
nuisance was not re-estimated using the bootstrap sample. Abbreviations as in Figure 1.
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Figure 10: Scaled average width of 95% confidence intervals based on the bootstrap empirical mean
plug-in estimator when the nuisance was not re-estimated using the bootstrap sample. Notes as in
Figure 1.
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mean plug-in estimator with fixed bootstrap nuisance had poor coverage at all sample sizes because

they were on average too narrow. This is in line with the results and discussion of Section 4.3.

7 Conclusion

In this paper, we studied the problem of bootstrapping asymptotically estimators that rely on a data-

adaptive nuisance estimator. We proposed a framework that encompasses many approaches to construct-

ing asymptotically linear estimators and bootstrapping them, and we provided high-level conditions for

consistency of the bootstrap in this framework. We also provided more detailed conditions for several

bootstrap distributions and estimator constructions. We used our general results to demonstrate that a

wide variety of bootstrap confidence intervals are asymptotically valid in this setting, and our simulation

study confirmed this. It is our hope that the generality of our framework and theory ensures that there

are many potential future applications of our results.

An important area of future research is establishing rates of convergence for the bootstrap methods

considered here. We focused on consistency of the bootstrap because it is an important first step,

and because we expect that rates of convergence will require stronger assumptions than we used here.

However, understanding how the different components of the original estimator and the bootstrap

sampling scheme contribute to the accuracy of bootstrap confidence intervals is crucial for deciding which

method to use in practice. For instance, while we showed that the precise behavior of the bootstrap

nuisance estimator does not play a role in the first-order asymptotic behavior of the bootstrap estimator

as long as our high-level conditions hold, we expect that it plays an important role in the finite-sample

accuracy of the bootstrap. This was sometimes, but not always, the case in our numerical studies.

Similarly, while we showed that both the empirical and smooth bootstraps can yield asymptotically

valid bootstrap confidence intervals, our results did not reveal which approach will yield better finite-

sample coverage.
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tions. In C. Houdré, V. Koltchinskii, D. M. Mason, &M. Peligrad (Eds.), High Dimensional Probability

V: The Luminy Volume (pp. 84–102).

Robins, J. (1986). A new approach to causal inference in mortality studies with a sustained exposure

period—application to control of the healthy worker survivor effect. Mathematical Modelling, 7(9),

1393–1512.

Rost, D. (2000). Limit theorems for smoothed empirical processes. In E. Giné, D. M. Mason, & J. A.
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Supplementary Material

Supplement A Proof of results in Section 2

Theorem 3.1. If conditions (A1)–(A3) hold, then T (ηn,Pn) is asymptotically linear in the sense that

T (ηn,Pn) = T (η0, P0) + Pnϕ0 + oP ∗
0
(n−1/2), which implies that n1/2 [T (ηn,Pn)− T (η0, P0)]⇝ G0ϕ0.

Proof of Theorem 3.1. Consider the decomposition

T (ηn,Pn)− T (η0, P0) = Pnϕ0 + (Pn − P0)(ϕn − ϕ0) + [T (ηn,Pn)− T (η0, P0)− (Pn − P0)ϕn].

By conditions (A1)–(A2) and Lemma 19.24 of van der Vaart (2000), (Pn − P0)(ϕn − ϕ0) = oP ∗
0
(n−1/2).

By condition (A3), the remainder term is oP ∗
0
(n−1/2). The second statement follows by the central limit

theorem since P0ϕ0 = 0 and P0ϕ
2
0 <∞ by assumption. ■

Proposition 3.2. If (i) P ∗
0 (ϕ

2
n ∈ G) → 1 for a P0-Glivenko Cantelli class of measurable functions G,

and (ii) P0(ϕ
2
n − ϕ20)

P ∗
0−−→ 0, then Pnϕ2n

P ∗
0−−→ σ20. Furthermore, if supf∈F |P0f | < ∞, condition (A1)

implies (i) and condition (A2) implies (ii).

Proof of Proposition 3.2. By adding and subtracting terms, we have

Pnϕ2n − σ20 = (Pn − P0)ϕ
2
n + P0(ϕ

2
n − ϕ20).

The second term is oP ∗
0
(1) by assumption. For the first term, for any ε > 0, we have

P ∗
0

(∣∣(Pn − P0)ϕ
2
n

∣∣ ≥ ε
)
= P ∗

0

(∣∣(Pn − P0)ϕ
2
n

∣∣ ≥ ϵ, ϕ2n ∈ G
)
+ P ∗

0

(∣∣(Pn − P0)ϕ
2
n

∣∣ ≥ ε, ϕ2n /∈ G
)

≤ P ∗
0

(
sup
g∈G

|(Pn − P0)g| ≥ ε

)
+ P ∗

0

(
ϕ2n /∈ G

)
.

Since G is a P0-Glivenko Cantelli class, the first term is o(1), and since ϕ2n ∈ G with probability tending

to one the second term is o(1). Hence, (Pn − P0)ϕ
2
n = oP ∗

0
(1), which completes the proof of the first

statement.

By Theorem 2.10.14 of van der Vaart & Wellner (1996), since supf∈F |P0f | < ∞, condition (A1)

implies that F2 = {f2 : f ∈ F} is P0-Glivenko-Cantelli in probability, and since P ∗
0 (ϕ

2
n ∈ F2) → 1, this
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implies (i). By Cauchy-Schwarz and Minkowski’s inequalities, we also have

∣∣P0(ϕ
2
n − ϕ20)

∣∣ ≤ P0|ϕ2n − ϕ20|

= P0 |(ϕn − ϕ0)(ϕn + ϕ0)|

≤ ∥ϕn − ϕ0∥L2(P0)
∥ϕn + ϕ0∥L2(P0)

≤ ∥ϕn − ϕ0∥L2(P0)
[∥ϕn − ϕ0∥L2(P0)

+ 2 ∥ϕ0∥L2(P0)
],

which is oP ∗
0
(1) by (A2). ■

Supplement B Proof of results in Section 3

Lemma 3.5. Suppose that F is a class of measurable functions such that G∗
n

P ∗
0⇝
W

G0 in ℓ∞(F). Let ϕ∗n be

a sequence of random functions possibly depending on the bootstrap sample such that P ∗
W (ϕ∗n ∈ F)

P ∗
0−−→ 1.

If ρ(ϕ∗n, ϕ∞) = oP ∗
W
(1) for some ϕ∞ ∈ F and a semimetric ρ on F for which the sample paths of G0 are

almost surely uniformly ρ-continuous, then G∗
n(ϕ

∗
n − ϕ∞) = oP ∗

W
(1).

Proof of Lemma 3.5. A standard way to prove results of this type outside the setting of the bootstrap

is the continuous mapping theorem (see, e.g., van der Vaart, 2000, Theorem 19.24). However, the

continuous mapping theorem might not be applicable in the bootstrap setting as the map (w1, . . . , wn) 7→

h(G∗
n(x1, . . . , xn, w1, . . . , wn)) might not be measurable given almost x1, . . . , xn for all h ∈ Cb(ℓ

∞(F)).

For any τ > 0, we define Fτ = {f − f∞ : f ∈ F, ρ(f, f∞) < τ}. We then have

{|G∗
n(f

∗
n − f∞)| ≥ ε} ⊆ {∥G∗

n(f
∗
n − f∞)| ≥ ε, ρ(f∗n, f∞) < τ, f∗n ∈ F}

∪ {ρ(f∗n, f∞) ≥ τ or f∗n /∈ F}

⊆ {∥G∗
n∥Fτ ≥ ε} ∪ {ρ(f∗n, f∞) ≥ τ} ∪ {f∗n /∈ F}

for any ε, τ > 0. Thus,

P ∗
W (|G∗

n(f
∗
n − f∞)| ≥ ε) ≤ P ∗

W (∥G∗
n∥Fτ ≥ ε) + P ∗

W (ρ(f∗n, f∞) ≥ τ) + P ∗
W (f∗n /∈ F) .

The second and third terms on the right-hand side conditionally converge to zero in outer probability

for any τ > 0 by assumption. Hence, the proof is complete if we can show that for all ε, δ, γ > 0 there
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exists τ > 0 such that P ∗
0 (P ∗

W (∥G∗
n∥Fτ ≥ ε) > δ) < γ for all n large enough.

For each ε, τ > 0 there exists a sequence of functions hm : ℓ∞(F) → R such that hm is m-Lipschitz

for all m, 1{∥z∥Fτ ≥ ε} ≤ hm(z) ≤ 1 for all z ∈ ℓ∞(F) and m, and hm(z) monotonically decreases to

1{∥z∥Fτ ≥ ε} as m → ∞ for each z ∈ ℓ∞(F). For instance, hm : z 7→ min{max(m[∥z∥Fτ − ε] + 1, 0), 1}

satisfies these criteria. For any ε, τ > 0 and m ∈ {1, 2, . . . }, we can now write

P ∗
W (∥G∗

n∥Fτ ≥ ε) = [E∗
W 1 {∥G∗

n∥Fτ ≥ ε} − E∗
Whm(G∗

n)] + [E∗
Whm(G∗

n)− E0hm(G0)]

+ [E0hm(G0)− E01 {∥G0∥Fτ ≥ ε}] + P0

(
∥G0∥Fτ

≥ ε
)

≤ [E∗
Whm(G∗

n)− E0hm(G0)] + [E0hm(G0)− E01 {∥G0∥Fτ ≥ ε}]

+ P0

(
∥G0∥Fτ

≥ ε
)
,

where the second inequality follows because E∗
W 1 {∥G∗

n∥Fτ ≥ ε} ≤ E∗
Whm (G∗

n) for all ε, τ > 0 and

m ∈ {1, 2, . . . } by assumption. For the final term on the right-hand side, since almost all sample paths

of G0 are uniformly continuous in ℓ∞(F) with respect to ρ, for any ε, δ > 0, we can choose τ > 0 such

that P0

(
∥G0∥Fτ

≥ ε
)
< δ. For the second term on the right-hand side, by the monotone convergence

theorem, limm→∞E0hm(G0) = E01{∥G0∥Fτ ≥ ε}. Hence, for any ε, δ, τ > 0, we can choose m such

that E0hm(G0)− E01 {∥G0∥Fτ ≥ ε} < δ. Finally, for the first term on the right-hand side, since hm is

bounded andm-Lipschitz, hm/m ∈ BL1(ℓ
∞(F)) for eachm. Therefore, by the assumed conditional weak

convergence of G∗
n to G0 in ℓ∞(F), E∗

W
1
mhm (G∗

n)
P ∗
0−−→ E0

1
mhm(G0) for each m, so that E∗

Whm (G∗
n)

P ∗
0−−→

E0hm(G0) as well. Hence, for any ε, δ, γ, τ > 0 and m ∈ {1, 2, . . . }, P ∗
0 (E∗

Whm (G∗
n)− E0hm(G0) > δ) <

γ for all n large enough. This completes the proof.

■

Theorem 3.4. If conditions (B1)–(B3) hold, then T (η∗n,P∗
n) is conditionally asymptotically linear in

the sense that T (η∗n,P∗
n) = T (ηn, P̂n) + (P∗

n − P̂n)ϕ0 + oP ∗
W
(n−1/2), which implies that

n1/2
[
T (η∗n,P∗

n)− T (ηn, P̂n)
]
P ∗
0⇝
W

G0(ϕ0).

Proof of Theorem 3.4. We let h be an arbitrary element of BL1(R). By adding and subtracting
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terms and the triangle inequality, we have

∣∣∣E∗
Wh

(
n1/2

[
T (η∗n,P∗

n)− T (ηn, P̂n)
])

− E0h (G0ϕ0)
∣∣∣

≤ E∗
W

∣∣∣h(n1/2 [T (η∗n,P∗
n)− T (ηn, P̂n)

])
− h (G∗

nϕ0)
∣∣∣+ |E∗

Wh (G∗
nϕ0)− E0h (G0ϕ0)| .

(15)

For the first term on the right-hand side of (15), we note that for any x1, x2 ∈ R, |h(x1)− h(x2)| ≤

2 ∧ |x1 − x2|, and for any ε > 0, 2 ∧ |x1 − x2| ≤ ε+ 2I(|x1 − x2| > ε), which implies that for any ε > 0,

E∗
W

∣∣∣h(n1/2 [T (η∗n,P∗
n)− T (ηn, P̂n)

])
− h (G∗

nϕ0)
∣∣∣

≤ ε+ 2P ∗
W

(∣∣∣n1/2 [T (η∗n,P∗
n)− T (ηn, P̂n)

]
−G∗

nϕ0

∣∣∣ ≥ ε
)
.

(16)

We now write

n1/2
[
T (η∗n,P∗

n)− T (ηn, P̂n)
]
−G∗

nϕ0 = G∗
n(ϕ

∗
n − ϕ0) + n1/2

[
T (η∗n,P∗

n)− T (ηn, P̂n)− (P∗
n − P̂n)ϕ

∗
n

]
= G∗

n(ϕ
∗
n − ϕ0) + n1/2R∗

n.

Note that G∗
n(ϕ

∗
n − ϕ0) = oP ∗

W
(1) by conditions (B1)–(B2) and Lemma 3.5, and n1/2R∗

n = oP ∗
W
(1) by

condition (B3). This implies the first term on the right-hand side of (15) is oP ∗
0
(1). For the second

term on the right hand side of (15), we define the function g : ℓ∞(F) → R as g(z) := h(z(ϕ0)). For any

z1, z2 ∈ ℓ∞(F) with ∥z1 − z2∥F > 0, we have

|g(z1)− g(z2)|
∥z1 − z2∥F

=
|h(z1(ϕ0))− h(z2(ϕ0))|

∥z1 − z2∥F
≤ |z1(ϕ0)− z2(ϕ0)|

∥z1 − z2∥F
≤ 1

because h ∈ BL1(R) and ϕ0 ∈ F. Hence, g ∈ BL1(ℓ
∞(F)). Therefore,

|E∗
Wh (G∗

nϕ0)− E0h (G0ϕ0)| ≤ sup
g∈BL1(ℓ∞(F))

|E∗
W g (G∗

n)− E0g (G0)|
P ∗
0−−→ 0

by condition (B1). This implies conditional asymptotic linearity of T (η∗n,P∗
n). Conditional weak con-

vergence of n1/2
[
T (η∗n,P∗

n)− T (ηn, P̂n)
]
is then implied by (16). ■

Lemma 3.7 (Theorem 4.5 of Sheehy & Wellner, 1992). If F is a class of measurable functions with

envelope function F such that: (i) F is square integrable uniformly in P ∈ P in the sense that

limM→∞ supP∈P PF
21{F > M} = 0; (ii) F is Donkser uniformly in P ∈ P where P is such that
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P ∗
0 (P̂n ∈ P) → 1; and (iii) the semi-metric L2(P̂n) converges uniformly to L2(P0) in the sense that

sup
f,g∈F

∣∣∣∥f − g∥L2(P̂n)
− ∥f − g∥L2(P0)

∣∣∣ P ∗
0−−→ 0, (2)

then G∗
n

P ∗
0⇝
W

G0 in ℓ∞(F).

Proof of Lemma 3.7. We argue along subsequences using a standard argument structure. By Lemma 1.9.2

of van der Vaart & Wellner (1996), every subsequence {nk : k = 1, 2, . . . } has a further subsequence

{nkl : l = 1, 2, . . . } such

sup
f,g∈F

∣∣∣∣∥f − g∥L2(P̂nkl
) − ∥f − g∥L2(P0)

∣∣∣∣ a.s.*−→ 0.

By Theorem 4.5 of Sheehy & Wellner (1992), we then have n
1/2
kl

(P∗
nkl

− P̂nkl
)
a.s.*
⇝
W

G0. Hence, every {nk}

has a further subsequence {nkl} such that

sup
h∈BL1(ℓ∞(F))

∣∣∣E∗
Wh(G∗

nkl
)− E0h(G0)

∣∣∣ a.s.*−→ 0,

which by Lemma 1.9.2 of van der Vaart & Wellner (1996) again implies that

sup
h∈BL1(ℓ∞(F))

|E∗
Wh(G∗

n)− E0h(G0)|
P ∗
0−−→ 0,

i.e., G∗
n

P ∗
0⇝
W

G0.

■

Proposition 3.8. Suppose F is a class of Borel measurable functions with uniformly bounded envelope

function F and finite uniform entropy integral as in (3) such that Fδ,P = {f−g : f, g ∈ F, ∥f − g∥L2(P ) <

δ} and F2
∞ = {(f − g)2 : f, g ∈ F} are P -measurable for every δ > 0 and P ∈ M. If P0 is absolutely

continuous with respect to Lebesgue measure λ with uniformly bounded and Lipschitz continuous density

function p0, and P̂n = Pn∗Ln for a sequence of random measures Ln converging weakly to Dirac measure

at 0, then the conditions of Proposition 3.7 hold, so that G∗
n

P ∗
0⇝
W

G0 in ℓ∞(F).

Proof of Proposition 3.8. Since F has uniformly bounded envelope function and finite uniform en-

tropy integral, by Theorem 2.8.3 of van der Vaart & Wellner (1996), conditions (i)–(ii) of Lemma 3.7

are satisfied. We next show the uniform convergence of semi-metric. For simplicity, we denote F∞ :=
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{f − g : f, g ∈ F} and F2
∞ := {(f − g)2 : f, g ∈ F}. Since |

√
x−√

y| ≤
√
|x− y| for all x, y ∈ R, we have

sup
f,g∈F

∣∣∣∥f − g∥L2(P̂n)
− ∥f − g∥L2(P0)

∣∣∣ ≤ sup
f,g∈F

∣∣∣∣∫ (f − g)2 d(P̂n − P0)

∣∣∣∣1/2

Hence, condition (iii) of Lemma 3.7 is satisfied if ∥P̂n − P0∥F2
∞

= oP ∗
0
(1).

We show that P ∗
0 (∥P̂n − P0∥F2

∞
≥ δ) → 0 for all δ > 0 using Theorem 2.2 of Gaenssler & Rost

(2000). To do so, we verify their conditions (2.2)–(2.5) with µn = Ln and νn = Pn. Since F2
∞

is uniformly bounded by the uniform boundedness of F, conditions (2.2) and (2.3) are satisfied, as

discussed following Theorem 2.2 of Gaenssler & Rost (2000). To show condition (2.4), we firstly note

that following inequality holds for all ε > 0 and measures Q on (X,B),

N(4ε,F2
∞, L1(Q)) ≤ N(4ε,F2

∞, L2(Q)) ≤ N(2ε,F∞, L2(Q)) ≤ N(ε,F, L2(Q))2.

The first inequality is because ∥ · ∥L1(Q) ≤ ∥ · ∥L2(Q) by Hölder’s inequality. The second inequality is

because for any f∞, g∞ ∈ F∞, we have Q(f2∞ − g2∞)2 = Q(f∞ − g∞)2(f∞ + g∞)2 ≤ 4Q(f∞ − g∞)2

by uniform boundedness of F. The third inequality is because for any f1, g1, f2, g2 ∈ F, we have

Q((f1−g1)−(f2−g2))2 ≤ Q(f1−f2)2+Q(g1−g2)2+2∥f1−f2∥L2(Q)∥g1−g2∥L2(Q). Since F has uniformly

integrable L2 entropy, we have
∫∞
0 supQ {logN(ε,F, L2(Q))}1/2 dε <∞, where the supremum is taken

over all finitely discrete probability measures Q on (X,B). By exercise 1 in Chapter 2.5 of van der

Vaart & Wellner (1996), the supremum over finitely discrete Q can be replaced by the supremum over

all probability measures Q such that 0 < QF 2 < ∞ without changing the assumption of uniformly

integrable L2 entropy of F. So, we have

∫ ∞

0
sup
Q

{
logN(ε,F2

∞, L1(Q))
}1/2

dε <∞, (17)

where the supremum is taken over all probability measures Q on (X,B). Since N(ε,F2
∞, L1(P̂n)) ≤

supQN(ε,F2
∞, L1(Q)) almost surely, and the latter is finite for ε > 0 by (17), N(ε,F2

∞, L1(P̂n)) is

stochastically bounded for all ε > 0. Furthermore, since ∥ · ∥
d
(1)
ν̃n

≤ ∥ · ∥L1(P̂n)
for d

(1)
ν̃n

defined in

Gaenssler & Rost (2000), this further implies that condition (2.4) of Theorem 2.2 of Gaenssler & Rost

(2000) holds.

66



Lastly, to show condition (2.5) in Theorem 2.2 of Gaenssler & Rost (2000) holds, we show that

lim
n→∞

sup
f∞∈F∞

∣∣P0 ∗ Ln(f2∞)− P0(f
2
∞)
∣∣

= lim
n→∞

sup
f∞∈F∞

∣∣∣∣∫∫ f∞(x+ y)2 dP0(x) dLn(y)−
∫∫

f∞(x+ y)2 dP0(x) dδ0(y)

∣∣∣∣ = 0.

The function y 7→
∫
f2∞(x+ y) dP0(x) is uniformly bounded by 1 since F2

∞ is uniformly bounded by 1.

Furthermore, for any y1, y2 ∈ X and f∞ ∈ F∞, using the assumption that p0 is Lipschitz, we have

∣∣∣∣∫ f∞(x+ y1)
2 dP0(x)−

∫
f∞(x+ y2)

2 dP0(x)

∣∣∣∣
=

∣∣∣∣∫ f∞(x+ y1)
2p0(x) dλ(x)−

∫
f∞(x+ y2)

2p0(x) dλ(x)

∣∣∣∣
=

∣∣∣∣∫ f∞(z)2[p0(z − y1)− p0(z − y2)] dλ(z)

∣∣∣∣
≤ γ |y1 − y2|

∫
f2∞ dλ

≤ 4γ |y1 − y2|
∫
F 2 dλ.

for some γ > 0. Since
∫
F 2 dλ < ∞ by assumption, this implies y 7→

∫
f2∞(x + y) dP0(x) is uniformly

bounded by 1 and γ′-Lipschitz for γ′ := 4γ
∫
F 2 dλ for all f∞ ∈ F∞. Thus, the function min(γ′−1, 1)×∫

f2∞(x+ ·) dP0(x) ∈ BL1(R), which implies that

sup
f∞∈F∞

∣∣∣∣∫∫ f∞(x+ y)2 dP0(x) dLn(y)−
∫∫

f∞(x+ y)2 dP0(x) dδ0(y)

∣∣∣∣
≤ 1

min(γ′−1, 1)
sup

h∈BL1(X)

∣∣∣∣∫ h(y) dLn(y)−
∫
h(y) dδ0(y)

∣∣∣∣ ,
which goes to 0 as n→ ∞ because Ln converges weakly to δ0 by assumption. We have now checked all

the conditions of Theorem 2.2 of Gaenssler & Rost, 2000, so we conclude that E∗
0∥P̂n − P0∥pF2

∞
→ 0 for

all p ≥ 1. This demonstrates that condition (iii) of Lemma 3.7 holds, so the result follows.

■

Lemma 3.11. If there exists a class of measurable functions G such that (i) P ∗
W (ϕ∗2n ∈ G)

P ∗
0−−→ 1, (ii)

supg∈G |(P̂n − P0)g| = oP ∗
0
(1), (iii) supg∈G |(P∗

n − P̂n)g| = oP ∗
W
(1), and (iv) P0(ϕ

∗2
n − ϕ20) = oP ∗

W
(1), then

P∗
nϕ

∗2
n − σ20 = oP ∗

W
(1). Furthermore, condition (B2) implies (iv). For the empirical bootstrap where

P̂n = Pn, condition (B1) implies condition (i)–(iii). For any bootstrap P̂n, condition (B1)(a) and the
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conditions of Proposition 3.7 imply conditions (i)–(iii).

Proof of Lemma 3.11. By adding and subtracting terms,

P∗
nϕ

∗2
n − σ20 = (P∗

n − P̂n)ϕ
∗2
n + (P̂n − P0)ϕ

∗2
n + P0(ϕ

∗2
n − ϕ20). (18)

For the first term on the right-hand side of (18), for any ε > 0, we have

P ∗
W

(∣∣∣(P∗
n − P̂n)ϕ

∗2
n

∣∣∣ ≥ ε
)
= P ∗

W

(∣∣∣(P∗
n − P̂n)ϕ

∗2
n

∣∣∣ ≥ ε, ϕ∗2n ∈ G
)

+ P ∗
W

(∣∣∣(P∗
n − P̂n)ϕ

∗2
n

∣∣∣ ≥ ε, ϕ∗2n /∈ G
)

≤ P ∗
W

(
sup
g∈G

∣∣∣(P∗
n − P̂n)g

∣∣∣ ≥ ε

)
+ P ∗

W

(
ϕ∗2n /∈ G

)
= oP ∗

0
(1).

For the second term on the right-hand side of (18), for any ε > 0, we have

P ∗
W

(∣∣∣(P̂n − P0)ϕ
∗2
n

∣∣∣ ≥ ε
)
= P ∗

W

(∣∣∣(P̂n − P0)ϕ
∗2
n

∣∣∣ ≥ ε, ϕ∗2n ∈ G
)

+ P ∗
W

(∣∣∣(P̂n − P0)ϕ
∗2
n

∣∣∣ ≥ ε, ϕ∗2n /∈ G
)

≤ P ∗
W

(
sup
g∈G

∣∣∣(P̂n − P0)g
∣∣∣ ≥ ε

)
+ P ∗

W

(
ϕ∗2n /∈ G

)
= oP ∗

0
(1).

Therefore, P∗
nϕ

∗
n − σ20 = oP ∗

W
(1) by assumption. Furthermore, P0(ϕ

∗2
n − ϕ20) = oP ∗

W
(1) is implied by

condition (B2). This is because by Cauchy-Schwarz and Minkowski’s inequalities,

∣∣P0(ϕ
∗2
n − ϕ20)

∣∣ ≤ P0|ϕ∗2n − ϕ20|

= P0 |(ϕ∗n − ϕ0)(ϕ
∗
n + ϕ0)|

≤ ∥ϕ∗n − ϕ0∥L2(P0)
∥ϕ∗n + ϕ0∥L2(P0)

≤ ∥ϕ∗n − ϕ0∥L2(P0)
[∥ϕ∗n − ϕ0∥L2(P0)

+ 2 ∥ϕ0∥L2(P0)
]

= oP ∗
W
(1).

Specifically, for the empirical bootstrap P̂n = Pn, condition (B1)(b) implies F is P0-Donsker by The-
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orem 3.6.1 of van der Vaart & Wellner (1996). Hence, G = {f2 : f ∈ F} is P0-Glivenko-Cantelli in

probability by Lemma 2.10.14 of van der Vaart (1991), which implies (ii) and (iii) by Theorem 2.6 of

Giné & Zinn (1990). Meanwhile, (i) is implied by condition (B1)(a), where G = {f2 : f ∈ F}. ■

Lemma B.1 (Bootstrap Slutsky’s Theorem). Let X∗
n and Y ∗

n be two sequences of real-valued random

variables defined on the product probability space (X,B, P0)
n × (Wn,Cn, Qn)

n. Assume that X∗
n

P ∗
0⇝
W
X

and Y ∗
n

P ∗
0−−→
W

c in R, where X is a tight, Borel measurable limit and c is a constant. We then have (i)

Y ∗
nX

∗
n

P ∗
0⇝
W
cX in R, (ii) (Y ∗

n )
−1X∗

n

P ∗
0⇝
W
c−1X in R provided c ̸= 0, and (iii) X∗

n + Y ∗
n

P ∗
0⇝
W
X + Y in R.

Proof of Lemma B.1. We only show (i); a similar argument can be applied to yield (ii) and (iii).

As in the proof of Lemma 3.5, a standard way to prove results of this type outside the setting of

the bootstrap is the continuous mapping theorem (e.g., Lemma 2.8 of van der Vaart, 2000). How-

ever, the continuous mapping theorem might not be applicable in the bootstrap setting as the map

(w1, . . . , wn) 7→ h(G∗
n(x1, . . . , xn, w1, . . . , wn)) might not be measurable given almost every x1, . . . , xn

for all h ∈ Cb(ℓ
∞(F)).

We let h be an arbitrary element of BL1(R). By adding and subtracting terms and the triangle

inequality, for any ε > 0,

|E∗
Wh(X

∗
nY

∗
n )− E0h(Xc)| ≤ |E∗

Wh(X
∗
nY

∗
n )− E∗

Wh(X
∗
nc)|+ |E∗

Wh(X
∗
nc)− E0h(Xc)|

≤ ε+ 2P ∗
W (|X∗

nY
∗
n −X∗

nc| ≥ ε) + |E∗
Wh(X

∗
nc)− E0h(Xc)|, (19)

where the second inequality is because |h(x1)− h(x2)| ≤ 2 ∧ |x1 − x2| ≤ ε + 2I(|x1 − x2| > ε) for any

x1, x2 ∈ R. By defining g : R 7→ R as g(x) = cx, we note that min(|c|−1, 1)× (h ◦ g) ∈ BL1(R) because

for any x1, x2 ∈ R and x1 ̸= x2,

|min(|c|−1, 1)× (h ◦ g)(x1)−min(|c|−1, 1)× (h ◦ g)(x2)|
|x1 − x2|

= min(|c|−1, 1)
|(h ◦ g)(x1)− (h ◦ g)(x2)|

|g(x1)− g(x2)|
|g(x1)− g(x2)|

|x1 − x2|

≤ min(|c|, 1) |(h ◦ g)(x1)− (h ◦ g)(x2)|
|g(x1)− g(x2)|

≤ 1

because h ∈ BL1(R). Since in addition |min(|c|−1, 1) × (h ◦ g)| ≤ 1, min(|c|−1, 1) × (h ◦ g) ∈ BL1(R).
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Hence, for the third term on the right-hand side of (19), we have

|E∗
Wh(X

∗
nc)− E0h(Xc)| =

1

min(|c|−1, 1)

∣∣E∗
W (min(|c|−1, 1)× (h ◦ g))(X∗

n)− E0(min(|c|−1, 1)× (h ◦ g))(X)
∣∣

≤ 1

min(|c|−1, 1)
sup

h∈BL1(R)
|E∗

Wh(X
∗
n)− E0h(X)|,

which converges to 0 in outer probability since X∗
n

P ∗
0⇝
W
X by assumption. For the second term on the

right-hand side of (19), for any M > 0,

P ∗
W (|X∗

nY
∗
n −X∗

nc| ≥ ε) = P ∗
W (|X∗

nY
∗
n −X∗

nc| ≥ ε, |X∗
n| < M)

+ P ∗
W (|X∗

nY
∗
n −X∗

nc| ≥ ε, |X∗
n| ≥M)

≤ P ∗
W (|Y ∗

n − c| ≥ ε/M) + P ∗
W (|X∗

n| ≥M).

By assumption, Y ∗
n

P ∗
0−−→
W

c so that P ∗
W (|Y ∗

n − c| ≥ ε/M) = oP ∗
0
(1). Hence, the proof is complete if we can

show that given any ε, γ > 0, there exists M > 0 such that P ∗
0 (P

∗
W (|X∗

n| ≥ M) ≥ ε) < γ for all n large

enough.

For each ε, γ > 0 there exists a sequence of functions hm : R → R such that hm is m-Lipschitz for all

m, 1{|x| ≥M} ≤ hm(z) ≤ 1 for all x ∈ R and m, and hm(z) monotonically decreases to 1{|x| ≥M} as

m→ ∞ for each x ∈ R. For instance, hm : x 7→ min{max(m[|x| −M ] + 1, 0), 1} satisfies these criteria.

For any ε > 0 and m ∈ {1, 2, . . . }, we can now write

P ∗
W (|X∗

n| ≥M) = [E∗
W 1 {|X∗

n| ≥M} − E∗
Whm (X∗

n)] + [E∗
Whm (X∗

n)− E0hm(X)]

+ [E0hm(X)− E01 {|X| ≥M}] + P0 (|X| ≥M)

≤ [E∗
Whm (X∗

n)− E0hm(X)] + [E0hm(X)− E01 {|X| ≥M}]

+ P0 (|X| ≥M) ,

where the second inequality follows because E∗
W 1 {|X∗

n| ≥M} ≤ E∗
Whm (X∗

n) for all ε > 0 and m ∈

{1, 2, . . . } by assumption. We therefore have

P ∗
0 (P

∗
W (|X∗

n| ≥M) ≥ ε)

≤ P ∗
0 ([E∗

Whm (X∗
n)− E0hm(X)] ≥ ε/3) + P ∗

0 ([E0hm(X)− E01 {|X| ≥M}] ≥ ε/3)
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+ P ∗
0 (P0 (|X| ≥M) ≥ ε/3)

= P ∗
0 ([E∗

Whm (X∗
n)− E0hm(X)] ≥ ε/3) + 1 {[E0hm(X)− E01 {|X| ≥M}] ≥ ε/3}

+ 1 {P0 (|X| ≥M) ≥ ε/3} . (20)

First, since X is tight by assumption, we can choose M suh that the third term on the right-hand side

of (20) is 0. Next, for this choice of M , by the monotone convergence theorem we can choose m large

enough so that the second term on the right-hand side of (20) is 0. Finally, for these choices of m and

M , for the first term on the right-hand side of (20), we have min(m−1, 1)×hm ∈ BL1(R) because hm is

bounded and m-Lipschitz. Therefore, by the assumed conditional weak convergence of X∗
n to X in R,

E∗
W [min(m−1, 1)×hm (X∗

n)]
P ∗
0−−→ E0[min(m−1, 1)×hm(X)] for eachm, so that E∗

Whm (X∗
n)

P ∗
0−−→ E0hm(X)

as well. Hence, the first term on the right-hand side of (20) converges to 0 for fixed m and ε, so we can

make it as small as we like for n large enough. Hence, for any ε, there exist M > 0 and m ∈ {1, 2, . . . }

such that P ∗
W (|X∗

n| ≥M) = oP ∗
0
(1) for n large enough. ■

We next have a result that generalizes Theorem 23.4 of van der Vaart (2000) to include smooth

bootstraps.

Lemma B.2 (Conditional CLT). Let ϕ0 : Rd 7→ R satisfy P0ϕ0 = 0 and P0ϕ
2
0 <∞. Let X1, X2, . . . be

IID random vectors with mean µ and covariance matrix Σ. If P̂nϕ
2
0

P ∗
0−−→ P0ϕ

2
0 and (P̂n−P0)[ϕ

2
01{|ϕ0| >

M}]
P ∗
0−−→ 0 for any M > 0, then conditionally on every sequence X1, X2, . . . , in outer probabiliy,

n1/2
(
P∗
n − P̂n

)
ϕ0

P ∗
0⇝
W
N(0, P0ϕ

2
0).

Proof of Lemma B.2. We use the Lindeberg-Feller CLT for triangular arrays (e.g., Proposition 2.27

of van der Vaart, 2000). Since the bootstrap sample X∗
1 , . . . , X

∗
n is drawn IID from P̂n given X1, . . . , Xn,

the conditional mean and variance of ϕ0(X
∗
i ) are given by

EWϕ0(X
∗
i ) =

∫
ϕ0(x) dP̂n(x) = P̂nϕ0, and

EW [ϕ0(X
∗
i )− EWϕ0(X

∗
i )]

2 = EWϕ
2
0(X

∗
i )− [EWϕ0(X

∗
i )]

2 = P̂nϕ
2
0 − (P̂nϕ0)

2 P ∗
0−−→ P0ϕ

2
0.

We next verify the Lindeberg condition. For any ε, γ > 0, there existsM > 0 such that
∫
ϕ0(x)

21{|ϕ0(x)| >
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M} dP0(x) < ε/2 and for all n large enough, M ≤ γ
√
n. Therefore,

P0

(
EW [ϕ0(X

∗
i )

21{|ϕ0(X∗
i )| > γ

√
n}] ≥ ε

)
= P0

(
P̂n[ϕ

2
01{|ϕ0| > γ

√
n}] ≥ ε

)
≤ P0

(
P̂n[ϕ

2
01{|ϕ0| > M}] ≥ ε

)
≤ P0

(
|(P̂n − P0)[ϕ

2
01{|ϕ0| > M}]| ≥ ε/2

)
+ P0

(
P0[ϕ

2
01{|ϕ0| > M}] ≥ ε/2

)
= P0

(
|(P̂n − P0)[ϕ

2
01{|ϕ0| > M}]| ≥ ε/2

)
+ 1

{
P0[ϕ

2
01{|ϕ0| > M}] ≥ ε/2

}
= P0

(
|(P̂n − P0)[ϕ

2
01{|ϕ0| > M}]| ≥ ε/2

)
−→ 0

Thus, EW [ϕ0(X
∗
i )

21{|ϕ0(X∗
i )| > ε

√
n}]

P ∗
0−−→ 0. Therefore, the conditions of the Lindeberg-Feller

CLT holds conditionally on every sequence X1, X2, . . . , in outer probability, which yields the result. ■

Theorem 3.9. Suppose that P̂nϕ
2
0

P ∗
0−−→ P0ϕ

2
0 and (P̂n − P0)[ϕ

2
01{|ϕ0| > M}]

P ∗
0−−→ 0 for every M > 0. If

S∗
n − Sn = oP ∗

W
(n−1/2) and R∗

n −Rn = oP ∗
W
(n−1/2), then

sup
t∈R

∣∣∣P ∗
W

(
T (η∗n,P∗

n)− T (ηn, P̂n) ≤ t
)
− P ∗

0 (T (ηn,Pn)− T (η0, P0) ≤ t)
∣∣∣ P ∗

0−−→ 0,

and the bootstrap percentile confidence interval defined in (6) has asymptotic confidence level 1−α−β.

If in addition σ2n
P ∗
0−−→ σ20, σ

∗2
n

P ∗
0−−→
W

σ20 and (Sn +Rn)(σ
∗
n − σn) = oP ∗

W
(n−1/2), then

sup
t∈R

∣∣∣P ∗
W

(
[T (η∗n,P∗

n)− T (ηn, P̂n)]/σ
∗
n ≤ t

)
− P ∗

0 ([T (ηn,Pn)− T (η0, P0)]/σn ≤ t)
∣∣∣ P ∗

0−−→ 0,

and the percentile t-confidence interval defined in (5) has asymptotic confidence level 1− α− β.

Proof of Theorem 3.9. We prove the result for the percentile t-method; the result for the percentile

method follows the same argument setting σn = σ∗n = σ0 = 1 (so that the additional conditions for the

percentile t-method hold automatically).

We first show that σ∗−1
n (S∗

n+R
∗
n)−σ−1

n (Sn+Rn) = oP ∗
W
(n−1/2). By adding and subtracting terms,

we note that

S∗
n +R∗

n

σ∗n
− Sn +Rn

σn
=
σn(S

∗
n +R∗

n)− σn(Sn +Rn) + σn(Sn +Rn)− σ∗n(Sn +Rn)

σnσ∗n
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=
(S∗
n − Sn) + (R∗

n −Rn)

σ∗n
+

(σn − σ∗n)(Sn +Rn)

σnσ∗n
. (21)

Since σ∗n
P ∗
0−−→
W

σ0 > 0, we can show that σ∗−1
n = OP ∗

W
(1) using the same logic as the unconditional result.

Hence, the above equals oP ∗
W
(n−1/2)OP ∗

W
(1) + oP ∗

W
(n−1/2)OP ∗

W
(1) by assumption.

For any t ∈ R, by definition of Sn and Rn, we have

P ∗
0

(
T (ηn,Pn)− T (η0, P0)

σn
≤ t

)
= P ∗

0

(
σ−1
n Gnϕ0 + n1/2σ−1

n [Sn +Rn] ≤ n1/2t
)

= P ∗
0

(
σ−1
n Gnϕ0 ≤ Tn

)
,

where Tn := n1/2t− n1/2σ−1
n [Sn +Rn]. Thus, by definition of S∗

n and R∗
n,

P ∗
W

(
T (η∗n,P∗

n)− T (ηn, P̂n)

σ∗n
≤ t

)
= P ∗

W

(
σ∗−1
n G∗

nϕ0 + n1/2σ∗−1
n [S∗

n +R∗
n] ≤ n1/2t

)
= P ∗

W

(
σ∗−1
n G∗

nϕ0 + n1/2σ∗−1
n [S∗

n +R∗
n] ≤ Tn + n1/2σ−1

n [Sn +Rn]
)

= P ∗
W

(
σ∗−1
n G∗

nϕ0 +A∗
n ≤ Tn

)
,

where A∗
n := n1/2

{
σ∗−1
n [S∗

n +R∗
n]− σ−1

n [Sn +Rn]
}
. Thus,

sup
t∈R

∣∣∣∣∣P ∗
W

(
T (η∗n,P∗

n)− T (ηn, P̂n)

σ∗n
≤ t

)
− P ∗

0

(
T (ηn,Pn)− T (η0, P0)

σn
≤ t

)∣∣∣∣∣
= sup

t∈R

∣∣P ∗
W

(
σ∗−1
n G∗

nϕ0 +A∗
n ≤ t

)
− P ∗

0

(
σ−1
n Gnϕ0 ≤ t

)∣∣
≤ sup

t∈R

∣∣P ∗
W

(
σ∗−1
n G∗

nϕ0 +A∗
n ≤ t

)
− P ∗

0

(
σ−1
0 G0ϕ0 ≤ t

)∣∣+ sup
ξ∈R

∣∣P ∗
0

(
σ−1
n Gnϕ0 ≤ t

)
− P ∗

0

(
σ−1
0 G0ϕ0 ≤ t

)∣∣ .
By Lemma B.2, we have G∗

nϕ0
P ∗
0⇝
W

G0ϕ0. Since σ
∗2
n

P ∗
0−−→
W

σ20, σ
∗−1
n G∗

nϕ0
P ∗
0⇝
W
σ−1
0 G0ϕ0 by Lemma B.1. Since

A∗
n = oP ∗

W
(1), it follows that σ∗−1

n G∗
nϕ0 + A∗

n

P ∗
0⇝
W
σ−1
0 G0ϕ0. Hence, by the Portmanteau theorem (e.g.,

Lemma 1.3.4 of van der Vaart & Wellner, 1996),

sup
t∈R

∣∣P ∗
W

(
σ∗−1
n G∗

nϕ0 +A∗
n ≤ t

)
− P ∗

0

(
σ−1
0 G0ϕ0 ≤ t

)∣∣ P ∗
0−−→ 0.
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Similarly, σ−1
n Gnϕ0 ⇝ σ−1

0 G0ϕ0, so

sup
t∈R

∣∣P ∗
0

(
σ−1
n Gnϕ0 ≤ ξ

)
− P ∗

0

(
σ−1
0 G0ϕ0 ≤ t

)∣∣→ 0.

The first statement follows.

By definition of ξ∗n,p, S
∗
n, and R

∗
n, we have

ξ∗n,p := inf

{
ξ ∈ R : P ∗

W

(
T (η∗n,P∗

n)− T (ηn, P̂n)

σ∗n
≤ ξ

)
≥ p

}

= inf
{
ξ ∈ R : P ∗

W

(
n−1/2σ∗−1

n G∗
nϕ0 + σ∗−1

n [S∗
n +R∗

n] ≤ ξ
)
≥ p
}
.

Since σ−1
n [Sn +Rn] is a function of the original data, we have

n1/2
(
ξ∗n,p − σ−1

n [Sn +Rn]
)

= inf
{
ξ ∈ R : P ∗

W

(
n−1/2σ∗−1

n G∗
nϕ0 + σ∗−1

n [S∗
n +R∗

n] ≤ n−1/2ξ + σ−1
n [Sn +Rn]

)
≥ p
}

= inf
{
ξ ∈ R : P ∗

W

(
σ∗−1
n G∗

nϕ0 +A∗
n ≤ ξ

)
≥ p
}
.

By the above derivations and van der Vaart, 2000, Lemma 21.2, for any p ∈ (0, 1), we then have

n1/2
(
ξ∗n,p − σ−1

n [Sn +Rn]
) P ∗

0−−→ Φ−1(p).

Therefore,

P ∗
0

(
T (ηn,Pn)− ξ∗n,1−ασn ≤ T (η0, P0) ≤ T (ηn,Pn)− ξ∗n,βσn

)
= P ∗

0

(
n1/2ξ∗n,β ≤ n1/2[T (ηn,Pn)− T (η0, P0)]/σn ≤ n1/2ξ∗n,1−α

)
= P ∗

0

(
n1/2

[
ξ∗n,β − σ−1

n (Sn +Rn)
]
≤ σ−1

n Gnϕ0 ≤ n1/2
[
ξ∗n,1−α − σ−1

n (Sn +Rn)
])

−→ P ∗
0

(
Φ−1(β) ≤ σ−1

0 G0ϕ0 ≤ Φ−1(1− α)
)

= 1− α− β.

■

Corollary 3.10. If conditions (A1)–(A3) and (B1)–(B3) hold, then the bootstrap percentile confidence
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interval has asymptotic confidence level 1 − α − β. If in addition σ2n
P ∗
0−−→ σ20 and σ∗2n

P ∗
0−−→
W

σ20, then the

percentile t-confidence interval defined in (5) has asymptotic confidence level 1− α− β.

Proof of Corollary 3.10. We note that in the proof of Theorem 3.9, the conditions P̂nϕ
2
0

P ∗
0−−→ P0ϕ

2
0

and (P̂n − P0)[ϕ
2
01{|ϕ0| > M}]

P ∗
0−−→ 0 were only used to establish that G∗

nϕ0
P ∗
0⇝
W

G0ϕ0 using Lemma B.2.

However, condition (B1) directly implies G∗
nϕ0

P ∗
0⇝
W

G0ϕ0, so it suffices to check the remainder of the con-

ditions of Theorem 3.9. By conditions (A1)–(A3), we have Sn = oP ∗
0
(n−1/2) and Rn = oP ∗

0
(n−1/2). By

conditions (B1)–(B3), we have S∗
n = oP ∗

W
(n−1/2) and R∗

n = oP ∗
W
(n−1/2). Hence, S∗

n − Sn = oP ∗
W
(n−1/2)

and R∗
n −Rn = oP ∗

W
(n−1/2), which implies the consistency of the bootstrap percentile confidence inter-

val by Theorem 3.9. For the percentile t interval, σ∗n
P ∗
0−−→
W

σ0 and σn
P ∗
0−−→ σ0 by assumption, which also

implies (Sn +Rn)(σ
∗
n − σn) = oP ∗

W
(n−1/2)oP ∗

W
(1) = oP ∗

W
(n−1/2). ■

Theorem 3.12. Suppose that P̂nϕ
2
0

P ∗
0−−→ P0ϕ

2
0 and (P̂n − P0)[ϕ

2
01{|ϕ0| > M}]

P ∗
0−−→ 0 for every M > 0.

If [Rn + Sn] + [R∗
n + S∗

n] + [T (ηn, P̂n)− T (ηn,Pn)] = oP ∗
W
(n−1/2), then

sup
t∈R

|P ∗
W (T (η∗n,P∗

n)− T (ηn,Pn) ≤ t)− P ∗
0 (− [T (ηn,Pn)− T (η0, P0)] ≤ t)|

P ∗
0−−→ 0,

and Efron’s percentile confidence interval [ζ∗n,β, ζ
∗
n,1−α] has asymptotic confidence level 1− α− β.

Proof of Theorem 3.12. For any t ∈ R, by definition of Sn and Rn, we have

P ∗
0 (− [T (ηn,Pn)− T (η0, P0)] ≤ t) = P ∗

0

(
−Gnϕ0 − n1/2 [Sn +Rn] ≤ n1/2t

)
= P ∗

0 (−Gnϕ0 ≤ Tn) ,

where Tn := n1/2t+ n1/2 [Sn +Rn]. Thus, by definition of S∗
n and R∗

n,

P ∗
W (T (η∗n,P∗

n)− T (ηn,Pn) ≤ t) = P ∗
W

(
G∗
nϕ0 + n1/2

[
S∗
n +R∗

n + T (ηn, P̂n)− T (ηn,Pn)
]
≤ n1/2t

)
= P ∗

W (G∗
nϕ0 +B∗

n ≤ Tn) ,

where B∗
n := n1/2

[
S∗
n + Sn +R∗

n +Rn + T (ηn, P̂n)− T (ηn,Pn)
]
. Thus,

sup
t∈R

|P ∗
W (T (η∗n,P∗

n)− T (ηn,Pn) ≤ t)− P ∗
0 (− [T (ηn,Pn)− T (η0, P0)] ≤ t)|

= sup
t∈R

|P ∗
W (G∗

nϕ0 +B∗
n ≤ t)− P ∗

0 (−Gnϕ0 ≤ t)|

≤ sup
t∈R

|P ∗
W (G∗

nϕ0 +B∗
n ≤ t)− P ∗

0 (G0ϕ0 ≤ t)|+ sup
t∈R

|P ∗
0 (−Gnϕ0 ≤ t)− P ∗

0 (G0ϕ0 ≤ t)| .
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By Lemma B.2 and since B∗
n = oP ∗

W
(1) by assumption, we have G∗

nϕ0 + B∗
n

P ∗
0⇝
W

G0ϕ0. Hence, by the

Portmanteau theorem (e.g., Lemma 1.3.4 of van der Vaart & Wellner, 1996),

sup
t∈R

|P ∗
W (G∗

nϕ0 +B∗
n ≤ t)− P ∗

0 (G0ϕ0 ≤ t)|
P ∗
0−−→ 0.

Similarly, Gnϕ0 ⇝ G0ϕ0, and since G0ϕ0 follows a mean-zero normal distribution, Gnϕ0 ⇝ −G0ϕ0 as

well. Therefore,

sup
t∈R

|P ∗
0 (Gnϕ0 ≤ t)− P ∗

0 (−G0ϕ0 ≤ t)| → 0.

The first statement follows.

By definition of ζ∗n,p, S
∗
n and R∗

n, we have

ζ∗n,p := inf {ζ ∈ R : P ∗
W (T (η∗n,P∗

n) ≤ ζ) ≥ p}

= inf
{
ζ ∈ R : P ∗

W

(
n−1/2G∗

nϕ0 + (S∗
n +R∗

n) + T (ηn, P̂n) ≤ ζ
)
≥ p
}
.

Since [Sn +Rn − T (ηn,Pn)] is a function of the original data, we have

n1/2
{
ζ∗n,p + [Sn +Rn − T (ηn,Pn)]

}
= inf

{
ζ ∈ R : P ∗

W

(
n−1/2G∗

nϕ0 + (S∗
n +R∗

n) + T (ηn, P̂n) ≤ n−1/2ζ − [Sn +Rn − T (ηn,Pn)]
)
≥ p
}

= inf {ζ ∈ R : P ∗
W (G∗

nϕ0 +B∗
n ≤ ζ) ≥ p} ,

As argued above, G∗
nϕ0+B∗

n

P ∗
0⇝
W

G0ϕ0, so by Lemma 21.2 of van der Vaart (2000), for any p ∈ (0, 1), we

then have

n1/2
{
ζ∗n,p + [Sn +Rn − T (ηn,Pn)]

} P ∗
0−−→ σ0Φ

−1(p).

Therefore,

P ∗
0

(
ζ∗n,1−α ≤ T (η0, P0) ≤ ζ∗n,β

)
= P ∗

0

(
−n1/2[ζ∗n,β − T (ηn,Pn)] ≤ n1/2[T (ηn,Pn)− T (η0, P0)] ≤ −n1/2[ζ∗n,1−α − T (ηn,Pn)]

)
= P ∗

0

(
−n1/2[ζ∗n,β − T (ηn,Pn)] ≤ Gnϕ0 + n1/2(Sn +Rn) ≤ −n1/2[ζ∗n,1−α − T (ηn,Pn)]

)
= P ∗

0

(
−n1/2[ζ∗n,β + Sn +Rn − T (ηn,Pn)] ≤ Gnϕ0 ≤ −n1/2[ζ∗n,1−α + Sn +Rn − T (ηn,Pn)]

)
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−→ P ∗
0

(
−Φ−1(β) ≤ σ−1

0 G0ϕ0 ≤ −Φ−1(1− α)
)

= 1− α− β,

where the last equality is due to the symmetry of the standard normal distribution. This shows the

consistency of Efron’s percentile method.

■

Corollary 3.13. If (A1)–(A3) and (B1)–(B3) hold, and T (ηn, P̂n) − T (ηn,Pn) = oP ∗
0
(n−1/2), then

Efron’s percentile confidence interval [ζ∗n,β, ζ
∗
n,1−α] has asymptotic confidence level 1− α− β.

Proof of Corollary 3.13. As in the proof of Corollary 3.10, we note that in the proof of Theorem 3.12,

the conditions P̂nϕ
2
0

P ∗
0−−→ P0ϕ

2
0 and (P̂n − P0)[ϕ

2
01{|ϕ0| > M}]

P ∗
0−−→ 0 were only used to establish that

G∗
nϕ0

P ∗
0⇝
W

G0ϕ0 using Lemma B.2. However, condition (B1) directly implies G∗
nϕ0

P ∗
0⇝
W

G0ϕ0, so it suffices

to check the remainder of the conditions of Theorem 3.12.

By conditions (A1)–(A3), we have Sn = oP ∗
0
(n−1/2) and Rn = oP ∗

0
(n−1/2). By conditions (B1)–

(B3), we have S∗
n = oP ∗

W
(n−1/2) and R∗

n = oP ∗
W
(n−1/2). Since T (ηn, P̂n) − T (ηn,Pn) = oP ∗

0
(n−1/2) by

assumption, we then have S∗
n + Sn +R∗

n +Rn + T (ηn, P̂n)− T (ηn,Pn) = oP ∗
W
(n−1/2). Hence, the result

follows by Theorem 3.12.

■

Theorem 3.14. Denote T ∗
n := n1/2[T (η∗n,P∗

n) − T (ηn, P̂n)]. If conditions (A1)–(A3) and (B1)–(B3)

hold and T ∗
n is asymptotically uniformly square-integrable in the sense that

lim
m→∞

lim sup
n→∞

E∗
0E

∗
W

[
T ∗2
n 1{T ∗2

n ≥ m}
]
= 0,

then σ̄n
P ∗
0−−→ σ0, so the bootstrap Wald confidence interval defined in (7) has asymptotic confidence level

1− α− β.

Proof of Theorem 3.14. Let h(x) := x2. There exists a sequence of functions hm : R 7→ R, m =

1, 2, . . . such that hm ∈ BL1(R) for all m and mhm monotonically increases to h as m → ∞. For

instance, hm(x) := min{x2/(m ∨ 4), 1} satisfies these criteria. We then write

E∗
Wh (T

∗
n)− E0h(G0ϕ0) = [E∗

Wh (T
∗
n)−mE∗

Whm (T ∗
n)] + [mE∗

Whm (T ∗
n)−mE0hm (G0ϕ0)]
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+ [mE0hm (G0ϕ0)− E0h(G0ϕ0)].

Hence, for any ε > 0, we have

P ∗
0 (|E∗

Wh (T
∗
n)− E0h(G0ϕ0)| ≥ ε)

≤ P ∗
0 (|E∗

Wh (T
∗
n)−mE∗

Whm (T ∗
n)| ≥ ε/3) + P ∗

0 (|E∗
Whm (T ∗

n)− E0hm (G0ϕ0)| ≥ ε/(3m))

+ P ∗
0 (|mE0hm (G0ϕ0)− E0h(G0ϕ0)| ≥ ε/3)

≤ P ∗
0 (|E∗

Wh (T
∗
n)−mE∗

Whm (T ∗
n)| ≥ ε/3) + P ∗

0

(
sup

g∈BL1(R)
|E∗

W g (T
∗
n)− E0g (G0ϕ0)| ≥ ε/(3m)

)

+ 1 {E0 |mhm (G0ϕ0)− h(G0ϕ0)| ≥ ε/3} .

By conditions (B1)-(B3), we have E∗
WT

∗
n

P ∗
0⇝
W

G0ϕ0, i.e., supg∈BL1(R) |E
∗
W g (T

∗
n)− E0g(G0ϕ0)|

P ∗
0−−→ 0.

Therefore, for each fixed m, the second term on the right-hand side of previous display converges to

0. By the monotone convergence theorem, the third term on the right-hand side of previous display

converges to 0 as m −→ ∞. For the first term on the right hand side of previous display, we note that

P ∗
0 (|E∗

Wh (T
∗
n)−mE∗

Whm (T ∗
n)| ≥ ε/3) = P ∗

0

(∣∣E∗
WT

∗2
n − E∗

W min{T ∗2
n ,m}

∣∣ ≥ ε/3
)

= P ∗
0

(∣∣E∗
W (T ∗2

n −m)1{T ∗2
n ≥ m}

∣∣ ≥ ε/3
)

≤ P ∗
0

(∣∣E∗
WT

∗2
n 1{T ∗2

n ≥ m}
∣∣ ≥ ε/3

)
≤ E∗

0E
∗
WT

∗2
n 1{T ∗2

n ≥ m}/(ε/3),

and limm→∞ lim supn→∞ of this latter expression is 0 by assumption. Therefore, we have

lim sup
n→∞

P ∗
0 (|E∗

Wh (T
∗
n)− E0h(G0ϕ0)| ≥ ε) = lim

m→∞
lim sup
n→∞

P ∗
0 (|E∗

Wh (T
∗
n)− E0h(G0ϕ0)| ≥ ε) = 0

for every ε > 0. Hence, σ̄2n = E∗
WT

∗2
n

P ∗
0−−→ E0(G0ϕ0)

2 = σ20. By conditions (A1)–(A3), we have

n1/2[T (ηn,Pn) − T (η0, P0)] ⇝ G0ϕ0. By Slutsky’s theorem, we have n1/2σ̄−1
n [T (ηn,Pn) − T (η0, P0)] ⇝

σ−1
0 G0ϕ0. We then have

P0

(
T (ηn,Pn) + zβσ̄nn

−1/2 ≤ T (η0, P0) ≤ T (ηn,Pn) + z1−ασ̄nn
−1/2

)
= P0

(
−z1−α ≤ n1/2[T (ηn,Pn)− T (η0, P0)]/σ̄n ≤ −zβ

)
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→ P0 (−z1−α ≤ G0ϕ0/σ0 ≤ −zβ)

= 1− α− β,

and the result follows.

■

Supplement C Proof of results in Section 4

We first introduce a Lemma providing conditions under which the (bootstrap) estimating equations-

based estimator is (conditionally) consistent, which may be useful in its own right.

Lemma C.1. If ψ0 is a well-separated solution of ψ 7→ G0,η0(ψ), Pnϕψn,ηn = oP ∗
0
(1), ϕψn,ηn is contained

in a P0-Glivenko Cantelli class with probability tending to one, sup|ψ|≤M |P0(ϕψ,ηn − ϕψ,η0)| = oP ∗
0
(1)

for all M > 0, and ψn = OP ∗
0
(1), then ψn − ψ0 = oP ∗

0
(1). If ψ0 is a well-separated solution of

ψ 7→ G0,η0(ψ), P∗
nϕψ∗

n,η
∗
n
= oP ∗

W
(1), ϕψ∗

n,η
∗
n
is contained in a P0-Glivenko Cantelli class F with conditional

probability tending to one, sup|ψ|≤M
∣∣P0(ϕψ,η∗n − ϕψ,η0)

∣∣ = oP ∗
W
(1) for all M > 0, ψ∗

n = OP ∗
W
(1), and

∥P̂n − P0∥F = oP ∗
0
(1), then ψ∗

n − ψ0 = oP ∗
W
(1).

Proof of Lemma C.1. By the well-separated assumption, for every ε > 0 there exists δ > 0 such that

|P0ϕψ,η0 | ≥ δ for every ψ ∈ R such that |ψ − ψ0| ≥ ε. Therefore, the event {|ψn − ψ0| ≥ ε} is contained

in the event {|P0ϕψn,η0 | ≥ δ}. We then write

P0ϕψn,η0 = −(Pn − P0)ϕψn,ηn + Pnϕψn,ηn − P0 (ϕψn,ηn − ϕψn,η0) .

By the assumption that ϕψn,ηn is contained in a P0-Glivenko Cantelli class with probability tending to

one, (Pn−P0)ϕψn,ηn = oP ∗
0
(1), and Pnϕψn,ηn = oP ∗

0
(1) by assumption. Since ψn = OP ∗

0
(1), for all γ > 0

there exists M such that P ∗
0 (|ψn| > M) < γ for all n large enough. Thus,

P0 (|P0 (ϕψn,ηn − ϕψn,η0)| ≥ δ) ≤ P0

(
sup

|ψ|≤M
|P0 (ϕψ,ηn − ϕψ,η0)| ≥ δ

)
+ P0(|ψn| > M),

which is less than 2γ for all n large enough since sup|ψ|≤M |P0(ϕψ,ηn − ϕψ,η0)| = oP ∗
0
(1) by assumption.

79



Therefore, for any ε > 0,

P ∗
0 (|ψn − ψ0| ≥ ε) ≤ P ∗

0 (|P0ϕψn,η0 | ≥ δ) −→ 0.

We show that ψ∗
n

P ∗
0−−→
W

ψ0 using a similar method. By the well-separated condition, the event

{|ψ∗
n − ψ0| ≥ ε} is contained in the event {|P0ϕψ∗

n,η0 | ≥ δ}. We then write

P0ϕψ∗
n,η0 = −(P∗

n − P̂n)ϕψ∗
n,η

∗
n
− (P̂n − P0)ϕψ∗

n,η
∗
n
+ P∗

nϕψ∗
n,η

∗
n
− P0

(
ϕψ∗

n,η
∗
n
− ϕψ∗

n,η0

)
.

By the assumption that ϕψ∗
n,η

∗
n
is contained in a P0-Glivenko Cantelli class F with conditional probability

tending to one, (P∗
n−P̂n)ϕψ∗

n,η
∗
n
= oP ∗

W
(1) and

∣∣∣(P̂n − P0)ϕψ∗
n,η

∗
n

∣∣∣ ≤ ∥P̂n−P0∥F = oP ∗
W
(1), and P∗

nϕψ∗
n,η

∗
n
=

oP ∗
W
(1) by assumption. Since ψ∗

n = OP ∗
W
(1), for all γ > 0 there existsM such that P ∗

0 (P
∗
W (|ψ∗

n| > M) ≥

γ/2) = o(1). Thus,

P ∗
0

(
P ∗
W

(∣∣P0

(
ϕψ∗

n,η
∗
n
− ϕψ∗

n,η0

)∣∣ ≥ δ
)
≥ γ

)
≤ P ∗

0

(
P ∗
W

(
sup

|ψ|≤M

∣∣P0

(
ϕψ,η∗n − ϕψ,η0

)∣∣ ≥ δ

)
> γ/2

)

+ P ∗
0 (P ∗

W (|ψ∗
n| > M) > γ/2) ,

and both terms are o(1). The result follows. ■

Lemma 4.2. If condition (A1) holds for ϕn := ϕψn,ηn, ψ0 is a well-separated solution of the population

estimating equation, ψn = OP ∗
0
(1), there exists a map G′

0,η : R → R depending on η ∈ H such that Γ0,η :

ψ 7→ G0,η(ψ)−G0,η(ψ0)−G′
0,η(ψ0)(ψ − ψ0) satisfies sup|ψ|≤M |Γ0,ηn(ψ)− Γ0,η0(ψ)| = oP ∗

0
(1) for every

M > 0 and supη:∥η−η0∥H<δ |Γ0,η(ψ)| = o (|ψ − ψ0|) for some δ > 0, G′
0,η satisfies limη→η0 G

′
0,η(ψ0) =

G′
0,η0

(ψ0) = −1, ∥ηn − η0∥H = oP ∗
0
(1), and P0ϕψ0,ηn = oP ∗

0
(n−1/2), then (A3) holds for the estimating

equations-based estimator.

Proof of Lemma 4.2. We first show that the assumptions imply that ψn
P ∗
0−−→ ψ0. By assumption, ψ0

is a well-separated solution of ψ 7→ G0,η0(ψ) and Pnϕψn,ηn = oP ∗
0
(1). By condition (A1), ϕn := ϕψn,ηn is

contained in a P0-Donsker class with probability tending to one, which implies that it is contained in a

P0-Glivenko Cantelli class with probability tending to one. By adding and subtracting terms, we can

write

P0 (ϕψ,ηn − ϕψ,η0) = Γ0,ηn(ψ)− Γ0,η0(ψ) + P0ϕψ0,ηn +
[
G′

0,ηn(ψ0) + 1
]
(ψ − ψ0)
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By assumption, sup|ψ|≤M |Γ0,ηn(ψ)− Γ0,η0(ψ)| = oP ∗
0
(1), P0ϕψ0,ηn = oP ∗

0
(1), and

sup
|ψ|≤M

∣∣[G′
0,ηn(ψ0) + 1

]
(ψ − ψ0)

∣∣ = oP ∗
0
(1)

for every M > 0 since ηn
P ∗
0−−→ η0. Finally, ψn = OP ∗

0
(1) by assumption. Thus, the conditions of

Lemma C.1 are satisfied, so ψn
P ∗
0−−→ ψ0.

We next show that ψn − ψ0 = OP ∗
0
(n−1/2) under the assumptions of the lemma. We have

n1/2(ψn − ψ0) = Gnϕψn,ηn − n1/2Pnϕψn,ηn + n1/2P0ϕψ0,ηn + n1/2 [P0(ϕψn,ηn − ϕψ0,ηn) + (ψn − ψ0)] .

Now, Gnϕψn,ηn = OP ∗
0
(1) by (A1), and n1/2Pnϕψn,ηn and n1/2P0ϕψ0,ηn are both oP ∗

0
(1) by assumption.

Since ∥ηn − η0∥H = oP ∗
0
(1) by assumption, with probability tending to one it holds that

|P0(ϕψn,ηn − ϕψ0,ηn) + (ψn − ψ0)| = |G0,ηn(ψn)−G0,ηn(ψ0) + (ψn − ψ0)|

≤ |Γ0,ηn(ψn)|+
∣∣G′

0,ηn(ψ0) + 1
∣∣ |ψn − ψ0|

≤ sup
η:∥η−η0∥H<δ

|Γ0,η(ψn)|+
∣∣G′

0,ηn(ψ0) + 1
∣∣ |ψn − ψ0| .

Now since ∥ηn−η0∥H = oP ∗
0
(1) andG0,η(ψ0) is continuous in η at η0 withG0,η(ψ0) = −1,

∣∣G′
0,ηn(ψ0) + 1

∣∣ =
oP ∗

0
(1). Since ψn

P ∗
0−−→ ψ0 as established above, we then have supη:∥η−η0∥H<δ |Γ0,η(ψn)| = oP ∗

0
(|ψn − ψ0|)

by the assumed differentiability. Hence, we have

n1/2|ψn − ψ0| = OP ∗
0
(1) + n1/2oP ∗

0
(|ψn − ψ0|),

which implies that ψn − ψ0 = OP ∗
0
(n−1/2).

Now since G′
0,ηn(ψ0) + 1 = oP ∗

0
(1), P0ϕψ0,ηn = oP ∗

0
(n−1/2), and ψn − ψ0 = OP ∗

0
(n−1/2), we have

ψn − ψ0 + P0ϕψn,ηn =
[
P0(ϕψn,ηn − ϕψ0,ηn)−G′

0,ηn(ψ0)(ψn − ψ0)
]

+
[
G′

0,ηn(ψ0) + 1
]
(ψn − ψ0) + P0ϕψ0,ηn

= Γ0,ηn(ψn) + oP ∗
0
(n−1/2).

The first term is oP ∗
0
(n−1/2) by the differentiability assumption since ∥ηn−η0∥H = oP ∗

0
(1) and ψn−ψ0 =

OP ∗
0
(n−1/2) as discussed above. The result follows. ■
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Lemma 4.3. Let P̂n = Pn be the empirical bootstrap. Suppose the conditions of Lemma 4.2 hold,

condition (B1) holds for ϕ∗n = ϕψ∗
n,η

∗
n
, ψ∗

n = OP ∗
W
(1), sup|ψ|≤M |Γ0,η∗n(ψ)−Γ0,η0(ψ0)| = oP ∗

W
(1) for every

M > 0, ∥η∗n−η0∥H = oP ∗
W
(1), and P0ϕψ0,η∗n = oP ∗

W
(1). If P0ϕψ0,η∗n = oP ∗

W
(n−1/2), then (B3) holds for the

estimating equations-based estimator. If P0ϕψ0,η∗n−2P0ϕψ0,ηn = oP ∗
W
(n−1/2), then R∗

n−Rn = oP ∗
W
(n−1/2)

holds for the estimating equations-based estimator.

Proof of Lemma 4.3. We first show that the assumptions imply that ψ∗
n

P ∗
0−−→
W

ψ0. By assumption, ψ0

is a well-separated solution of ψ 7→ G0,η0(ψ) and P∗
nϕψ∗

n,η
∗
n
= oP ∗

0
(1). By condition (A1), ϕ∗n := ϕψ∗

n,η
∗
n

is contained in a P0-Donsker class with probability tending to one, which implies that it is contained

in a P0-Glivenko Cantelli class with probability tending to one. Adding and subtracting terms, we can

write

P0

(
ϕψ,η∗n − ϕψ,η0

)
= Γ0,η∗n(ψ)− Γ0,η0(ψ) + P0ϕψ0,η∗n +

[
G′

0,η∗n
(ψ0) + 1

]
(ψ − ψ0)

By assumption, sup|ψ|≤M
∣∣Γ0,η∗n(ψ)− Γ0,η0(ψ0)

∣∣ = oP ∗
W
(1), P0ϕψ0,η∗n = oP ∗

0
(1), and

sup
|ψ|≤M

∣∣∣[G′
0,η∗n

(ψ0) + 1
]
(ψ − ψ0)

∣∣∣ = oP ∗
0
(1)

for every M > 0 since η∗n
P ∗
0−−→
W

η0. Finally, ψ∗
n = OP ∗

W
(1) and ∥Pn − P0∥F = oP ∗

W
(1) by condition (A1).

Thus, the conditions of Lemma C.1 are satisfied, so ψ∗
n

P ∗
0−−→
W

ψ0.

We next show that |P0(ϕψ∗
n,η

∗
n
−ϕψ0,η∗n)+ (ψ∗

n−ψ0)| = oP ∗
W
(|ψ∗

n−ψ0|) under the assumptions of the

lemma. Since ∥η∗n− η0∥H = oP ∗
W
(1) by assumption, with conditional probability tending to one it holds

that

∣∣P0(ϕψ∗
n,η

∗
n
− ϕψ0,η∗n) + (ψ∗

n − ψ0)
∣∣ = ∣∣G0,η∗n(ψ

∗
n)−G0,η∗n(ψ0) + (ψ∗

n − ψ0)
∣∣

≤
∣∣Γ0,η∗n(ψ

∗
n)
∣∣+ ∣∣∣G′

0,η∗n
(ψ0) + 1

∣∣∣ |ψ∗
n − ψ0|

≤ sup
η:∥η−η0∥H<δ

|Γ0,η(ψ
∗
n)|+

∣∣∣G′
0,η∗n

(ψ0) + 1
∣∣∣ |ψ∗

n − ψ0| .

Now since ∥η∗n−η0∥H = oP ∗
W
(1) andG0,η(ψ0) is continuous in η at η0 withG0,η0(ψ0) = −1,

∣∣∣G′
0,η∗n

(ψ0) + 1
∣∣∣ =

oP ∗
W
(1). Since ψ∗

n

P ∗
0−−→
W

ψ0 as shown above, we also have supη:∥η−η0∥H<δ |Γ0,η(ψ
∗
n)| = oP ∗

W
(|ψ∗

n−ψ0|). The

result follows.
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We now show that ψ∗
n − ψ0 = OP ∗

W
(n−1/2) under the assumptions of the lemma. We have

n1/2(ψ∗
n − ψ0) = G∗

nϕψ∗
n,η

∗
n
+Gnϕψ∗

n,η
∗
n
− n1/2P∗

nϕψ∗
n,η

∗
n
+ n1/2P0ϕψ0,η∗n

+ n1/2
[
P0(ϕψ∗

n,η
∗
n
− ϕψ0,η∗n) + (ψ∗

n − ψ0)
]
.

Now, G∗
nϕψ∗

n,η
∗
n
= OP ∗

W
(1) by (B1), Gnϕψ∗

n,η
∗
n
= OP ∗

W
(1) by (A1), and n1/2P∗

nϕψ∗
n,η

∗
n
and n1/2P0ϕψ0,η∗n

are both oP ∗
W
(1) by assumption. We therefore have

n1/2|ψ∗
n − ψ0| = OP ∗

W
(1) + n1/2

∣∣P0(ϕψ∗
n,η

∗
n
− ϕψ0,η∗n) + (ψ∗

n − ψ0)
∣∣

= OP ∗
W
(1) + n1/2oP ∗

W
(|ψ∗

n − ψ0|),

which implies that ψ∗
n − ψ0 = OP ∗

W
(n−1/2).

We now show the first statement of Lemma 4.3. We write

ψ∗
n − ψn − (P∗

n − Pn)ϕψ∗
n,η

∗
n
= [ψ∗

n − ψ0 + P0ϕψ∗
n,η

∗
n
]− [ψn − ψ0 + P0ϕψn,ηn ]

+ (Pn − P0)(ϕψ∗
n,η

∗
n
− ϕψn,ηn) + Pnϕψn,ηn − P∗

nϕψ∗
n,η

∗
n
.

(22)

By Lemma 4.2, we have ψn−ψ0+P0ϕψn,ηn = oP ∗
0
(n−1/2). By the definitions of ψn and ψ∗

n, we have

Pnϕψn,ηn = oP ∗
W
(n−1/2) and P∗

nϕψ∗
n,η

∗
n
= oP ∗

W
(n−1/2). By conditions (A1) and (A2) and Lemma 19.24 of

van der Vaart (2000), we have (Pn − P0)(ϕψn,ηn − ϕψ0,η0) = oP ∗
0
(n−1/2). Similarly, by (A1)(b), (B1)(a),

(B2) and a minor modification of Lemma 19.24 van der Vaart (2000), we have (Pn−P0)(ϕψ∗
n,η

∗
n
−ϕψ0,η0) =

oP ∗
W
(n−1/2). Hence, (Pn − P0)(ϕψ∗

n,η
∗
n
− ϕψn,ηn) = oP ∗

W
(n−1/2). Finally, since G′

0,η∗n
(ψ0) + 1 = oP ∗

W
(1),

P0ϕψ0,η∗n = oP ∗
W
(n−1/2), and ψ∗

n − ψ0 = OP ∗
W
(n−1/2), we have

|ψ∗
n − ψ0 + P0ϕψ∗

n,η
∗
n
| ≤

∣∣P0(ϕψ∗
n,η

∗
n
− ϕψ0,η∗n) + (ψ∗

n − ψ0)
∣∣+ ∣∣P0ϕψ0,η∗n

∣∣
= oP ∗

W
(|ψ∗

n − ψ0|) + oP ∗
W
(n−1/2)

= oP ∗
W
(n−1/2).

The result follows.

We next show the second statement in Lemma 4.3. Since Rn = ψn − ψ0 − (Pn − P0)ϕψn,ηn and
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R∗
n = ψ∗

n − ψn − (P∗
n − Pn)ϕψ∗

n,η
∗
n
, by adding and subtracting terms, we have

R∗
n −Rn =

(
ψ∗
n − ψ0 + P0ϕψ∗

n,η
∗
n
− P0ϕψ0,η∗n

)
− 2 (ψn − ψ0 + P0ϕψn,ηn − P0ϕψ0,ηn)

+ (P0ϕψ0,η∗n − 2P0ϕψ0,ηn) + (Pn − P0)
(
ϕψ∗

n,η
∗
n
− ϕψn,ηn

)
+
(
2Pnϕψn,ηn − P∗

nϕψ∗
n,η

∗
n

)
.

As we showed above, ψ∗
n − ψ0 + P0ϕψ∗

n,η
∗
n
− P0ϕψ0,η∗n = oP ∗

W
(n−1/2) and (Pn − P0)(ϕψ∗

n,η
∗
n
− ϕψn,ηn) =

oP ∗
W
(n−1/2). By assumption, P0ϕψ0,η∗n − 2P0ϕψ0,ηn = oP ∗

W
(n−1/2). By the definitions of ψ∗

n and ψn,

2Pnϕψn,ηn and P∗
nϕψ∗

n,η
∗
n
are both oP ∗

W
(n−1/2). Therefore,

R∗
n −Rn = −2 (ψn − ψ0 + P0ϕψn,ηn − P0ϕψ0,ηn) + oP ∗

W
(n−1/2)

= −2Γ0,ηn(ψn)− 2
[
G′

0,ηn(ψ0) + 1
]
(ψn − ψ0) + oP ∗

W
(n−1/2).

The first two terms are oP ∗
0
(n−1/2) as discussed above. The result follows.

■

Lemma 4.4. Let P̂n be the smooth bootstrap. Suppose the conditions of Lemma 4.2 hold, condition (B1)

holds for ϕ∗n = ϕψ∗
n,η

∗
n
, ψ∗

n = OP ∗
W
(1), ∥η∗n− η0∥H = oP ∗

W
(1), sup|ψ|≤M |Γ0,η̂n(ψ)− Γ0,η0(ψ)| = oP ∗

0
(1) for

every M > 0, there exists a map Ĝ′
n,η : R → R such that Γ̂n,η : ψ 7→ Ĝn,η(ψ)− Ĝn,η(ψ̂n)− Ĝ′

n,η(ψ̂n)(ψ−

ψ̂n) satisfies sup|ψ|≤M |Γ̂n,η∗n(ψ)− Γ̂n,η̂n(ψ̂n)| = oP ∗
W
(1) for every M > 0 and supη:∥η−η̂n∥H<δ |Γ̂n,η(ψ)| =

oP ∗
0
(ψ− ψ̂n) for some δ > 0, Ĝ′

n,η satisfies Ĝ′
n,η∗n

(ψ̂n) + 1 = oP ∗
W
(1), there exists a P0-Glivenko Cantelli

class F such that ϕψ̂n,η̂n
is contained in F with probability tending to one, ϕψ∗

n,η
∗
n
is contained in F with

conditional probability tending to one, and ∥P̂n − P0∥F = oP ∗
W
(1), ψ̂n = OP ∗

0
(1), P0ϕψ0,η̂n = oP ∗

0
(1),

∥η̂n − η0∥H = oP ∗
0
(1), and ψ◦

n − ψ̂n = oP ∗
0
(n−1/2). If P̂nϕψ̂n,η∗n

= oP ∗
W
(n−1/2), then (B3) holds for the

estimating equations-based estimator. If P̂nϕψ̂n,η∗n
−P0ϕψ0,ηn = oP ∗

W
(n−1/2), then R∗

n−Rn = oP ∗
W
(n−1/2)

holds for the estimating equations-based estimator.

Proof of Lemma 4.4. By the same argument as used in Lemma 4.3, and since ∥P̂n−P0∥F = oP ∗
W
(1)

by assumption, we can show that the conditions of Lemma C.1 are satisfied, so that ψ∗
n

P ∗
0−−→
W

ψ0.

We recall that ψ̂n := T (η̂n, P̂n). By the same argument as used in Lemma 4.3, P0ϕψ̂n,η0
= oP ∗

0
(1)

implies that ψ̂n − ψ0 = oP ∗
0
(1). We write

P0ϕψ̂n,η0
= P̂nϕψ̂n,η̂n

−
(
P̂n − P0

)(
ϕψ̂n,η̂n

)
− P0

(
ϕψ̂n,η̂n

− ϕψ̂n,η0

)
.
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By the definition of ψ̂n, we have P̂nϕψ̂n,η̂n
= 0. Under the assumptions ∥P̂n−P0∥F = oP ∗

0
(1) and ϕψ̂n,η̂n

is contained in F with probability tending to one, we have (P̂n − P0)ϕψ̂n,η̂n
= oP ∗

0
(1). Finally, since

ψ̂n = OP ∗
0
(1) and sup|ψ|≤M |Γ0,η̂n(ψ)− Γ0,η0(ψ)| = oP ∗

0
(1) for every M > 0, P0ϕψ0,η̂n = oP ∗

0
(1), and

∥η̂n − η0∥H = oP ∗
0
(1), by the same argument as in Lemma 4.2, P0

(
ϕψ̂n,η̂n

− ϕψ̂n,η0

)
= oP ∗

0
(1). Thus,

P0ϕψ̂n,η0
= oP ∗

0
(1), so that ψ̂n

P ∗
0−−→ ψ0. Hence, we also have ψ∗

n − ψ̂n = (ψ∗
n − ψ0)− (ψ̂n − ψ0)

P ∗
0−−→
W

0.

We now show that P̂n

(
ϕψ∗

n,η
∗
n
− ϕψ̂n,η∗n

)
+ (ψ∗

n − ψ̂n) = oP ∗
W
(ψ∗

n − ψ̂n) under the assumptions of the

lemma. With conditional probability tending to one, it holds that

∣∣∣P̂n(ϕψ∗
n,η

∗
n
− ϕψ̂n,η∗n

)
+ (ψ∗

n − ψ̂n)
∣∣∣

=
∣∣∣Ĝn,η∗n(ψ∗

n)− Ĝn,η∗n(ψ̂n) + (ψ∗
n − ψ̂n)

∣∣∣
≤
∣∣∣Ĝn,η∗n(ψ∗

n)− Ĝn,η∗n(ψ̂n)− Ĝ′
n,η∗n

(ψ̂n)(ψ
∗
n − ψ̂n)

∣∣∣+ ∣∣∣Ĝ′
n,η∗n

(ψ̂n) + 1
∣∣∣ ∣∣∣ψ∗

n − ψ̂n

∣∣∣
≤ sup

η:∥η−η̂n∥H<δ

∣∣∣Γ̂n,η(ψ∗
n)
∣∣∣+ ∣∣∣Ĝ′

n,η∗n
(ψ̂n) + 1

∣∣∣ ∣∣∣ψ∗
n − ψ̂n

∣∣∣
Since by assumption Ĝ′

n,η∗n
(ψn)+1 = oP ∗

W
(1), the second term on the right hand side of previous display

is oP ∗
W
(ψ∗

n − ψ̂n). The result follows.

We next show that ψ∗
n − ψ̂n = OP ∗

W
(n−1/2) under the assumptions of the lemma. We have

n1/2(ψ∗
n − ψ̂n) = G∗

nϕψ∗
n,η

∗
n
− n1/2P∗

nϕψ∗
n,η

∗
n
+ n1/2P̂nϕψ̂n,η∗n

+ n1/2
[
P̂n

(
ϕψ∗

n,η
∗
n
− ϕψ̂n,η∗n

)
+ ψ∗

n − ψ̂n

]
.

Now, G∗
nϕψ∗

n,η
∗
n
= OP ∗

W
(1) because (B1) holds for ϕ∗n = ϕψ∗

n,η
∗
n
by assumption, and n1/2P∗

nϕψ∗
n,η

∗
n
and

n1/2P̂nϕψ̂n,η∗n
are both oP ∗

W
(1) by assumption. As discussed above, P̂n

(
ϕψ∗

n,η
∗
n
− ϕψ̂n,η∗n

)
+ ψ∗

n − ψ̂n =

oP ∗
W
(ψ∗

n − ψ̂n). Hence, we have

n1/2|ψ∗
n − ψ̂n| = OP ∗

W
(1) + n1/2oP ∗

W
(|ψ∗

n − ψ̂n|),

which implies that ψ∗
n − ψ̂n = OP ∗

W
(n−1/2).

We can now show the first statement of Lemma 4.4. We recall that ψ◦
n := T (ηn, P̂n). We can write

R∗
n = ψ∗

n − ψ◦
n − (P∗

n − P̂n)ϕψ∗
n,η

∗
n

=
(
ψ∗
n − ψ̂n + P̂nϕψ∗

n,η
∗
n
− P̂nϕψ̂n,η∗n

)
−
(
ψ◦
n − ψ̂n

)
+ P̂nϕψ̂n,η∗n

− P∗
nϕψ∗

n,η
∗
n
;
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We have ψ◦
n − ψ̂n = oP ∗

0
(n−1/2) and P̂nϕψ̂n,η∗n

= oP ∗
W
(n−1/2) by assumption, P∗

nϕψ∗
n,η

∗
n
= oP ∗

W
(n−1/2) by

definition of ψ∗
n, and

ψ∗
n − ψ̂n + P̂nϕψ∗

n,η
∗
n
− P̂nϕψ̂n,η∗n

= oP ∗
W

(
ψ∗
n − ψ̂n

)
= oP ∗

W
(n−1/2)

by the derivations above. Hence, R∗
n = oP ∗

W
(n−1/2).

Lastly, we show the second statement in Lemma 4.4. Recall that Rn = ψn − ψ0 − (Pn − P0)ϕψn,ηn

and R∗
n = ψ∗

n − ψ◦
n − (P∗

n − P̂n)ϕψ∗
n,η

∗
n
. By adding and subtracting terms, we can write

R∗
n −Rn =

(
ψ∗
n − ψ̂n + P̂nϕψ∗

n,η
∗
n
− P̂nϕψ̂n,η∗n

)
− (ψn − ψ0 + P0ϕψn,ηn − P0ϕψ0,ηn)

+
(
P̂nϕψ̂n,η∗n

− P0ϕψ0,ηn

)
+
(
Pnϕψn,ηn − P∗

nϕψ∗
n,η

∗
n

)
+
(
ψ̂n − ψ◦

n

)
.

We have ψ∗
n − ψ̂n + P̂nϕψ∗

n,η
∗
n
− P̂nϕψ̂n,η∗n

= oP ∗
W
(n−1/2) by the derivations above, ψn − ψ0 + P0ϕψn,ηn −

P0ϕψ0,ηn = oP ∗
0
(n−1/2) by Lemma 4.2, ψ̂n − ψ◦

n = oP ∗
W
(n−1/2) and P̂nϕψ̂n,η∗n

− P0ϕψ0,ηn = oP ∗
W
(n−1/2)

by assumption, and Pnϕψn,ηn − P∗
nϕψ∗

n,η
∗
n
= oP ∗

W
(n−1/2) by the definitions of ψn and ψ∗

n. ■

Supplement D Proof of results in Section 5

Proposition 5.1. Suppose that ηn falls in a P0-Donsker class with probability tending to one, there

exists M ∈ (0,∞) such that ∥η0∥∞ < M and ∥ηn∥∞ < M with probability tending to one, and

∥ηn − η0∥L2(λ)
= oP ∗

0
(n−1/4). Then ψn,1 is asymptotically linear with influence function ϕ0. If in

addition
∫
η2n − Pnηn = oP ∗

0
(n−1/2), then ψn,2 and ψn,3 are asymptotically linear as well.

Proof of Proposition 5.1. We use Theorem 3.1. Condition (A1) holds because ηn falls in a P0-

Donsker class by assumption. For any ε > 0, by the triangle and Cauchy–Schwarz inequalities, we

have

P ∗
0

(
∥ϕn − ϕ0∥L2(P0)

≥ ε
)

≤ P ∗
0

(
2 ∥ηn − η0∥L2(P0)

≥ ε/2
)
+ P ∗

0

(
2

∣∣∣∣∫ η2n −
∫
η20

∣∣∣∣ ≥ ε/2

)
≤ P ∗

0

(
2M ∥ηn − η0∥L2(λ)

≥ ε/2
)
+ P ∗

0

(
2 ∥ηn − η0∥L2(λ)

∥ηn + η0∥L2(λ)
≥ ε/2

)
≤ P ∗

0

(
2M ∥ηn − η0∥L2(λ)

≥ ε/2
)
+ P ∗

0

(
4M ∥ηn − η0∥L2(λ)

≥ ε/2
)
+ P ∗

0

(
∥ηn∥L2(λ)

≥M
)
.
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Each term on the right-hand side converges to 0, which implies condition (A2).

For condition (A3) for ψn,1, we have

T1(ηn,Pn)− T1(η0, P0)− (Pn − P0)ϕn =

(
2Pnηn −

∫
η2n

)
−
∫
η20 − 2(Pn − P0)ηn

= −
∫
(ηn − η0)

2

= −∥ηn − η0∥2L2(λ)

which is oP ∗
0
(n1/2) by assumption. For ψn,2 and ψn,3, we have

T2(ηn,Pn)− T2(η0, P0)− (Pn − P0)ϕn =

∫
η2n −

∫
η20 − 2(Pn − P0)ηn

= −
∫
(ηn − η0)

2 + 2

[∫
η2n − Pnηn

]
T3(ηn,Pn)− T3(η0, P0)− (Pn − P0)ϕn = Pnηn − P0η0 − 2(Pn − P0)ηn

= −
∫
(ηn − η0)

2 +

[∫
η2n − Pnηn

]
,

which are both oP ∗
0
(n−1/2) when

∫
η2n − Pnηn = oP ∗

0
(n−1/2) and ∥ηn − η0∥2L2(λ)

= oP ∗
0
(n−1/4). ■

Proposition 5.2. Suppose P̂n = Pn is the empirical bootstrap and the assumptions of Proposition 5.1

hold. For F and M defined in Proposition 5.1, suppose P ∗
W (η∗n ∈ F)

P ∗
0−−→ 1, P ∗

W (∥η∗n∥∞ ≥M) = oP ∗
0
(1),

and ∥η∗n − ηn∥L2(λ)
= oP ∗

W
(n−1/4). Then ψ∗

n,1 = ψn,1 + (P∗
n − Pn)ϕ0 + oP ∗

W
(n−1/2). If in addition∫

η∗2n − P∗
nη

∗
n = oP ∗

W
(n−1/2), then ψ∗

n,2 = ψn,2 + (P∗
n − Pn)ϕ0 + oP ∗

W
(n−1/2) and ψ∗

n,3 = ψn,3 + (P∗
n −

Pn)ϕ0+oP ∗
W
(n−1/2). If ηn and η∗n are KDEs with the same kernel and bandwidth h such that n−1/(2d) ≺ h,

then ∥η∗n − ηn∥L2(λ)
= oP ∗

W
(n−1/4).

Proof of Proposition 5.2. We use Theorem 3.4. Condition (B1) holds by Lemma 3.6 because η∗n is

contained in a P0-Donsker class with P ∗
W probability tending to one. For any ε > 0, by the triangle and

Cauchy–Schwarz inequalities, we have

P ∗
W

(
∥ϕ∗n − ϕ0∥L2(P0)

≥ ε
)

≤ P ∗
W

(
2 ∥η∗n − η0∥L2(P0)

≥ ε/2
)
+ P ∗

W

(
2

∣∣∣∣∫ η∗2n −
∫
η20

∣∣∣∣ ≥ ε/2

)
≤ P ∗

W

(
2M ∥η∗n − η0∥L2(λ)

≥ ε/2
)
+ P ∗

W

(
2 ∥η∗n − η0∥L2(λ)

∥η∗n + η0∥L2(λ)
≥ ε/2

)
≤ P ∗

W

(
2M ∥η∗n − η0∥L2(λ)

≥ ε/2
)
+ P ∗

W

(
4M ∥η∗n − η0∥L2(λ)

≥ ε/2
)
+ P ∗

W

(
∥η∗n∥L2(λ)

≥M
)
,
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Each term on the right-hand side is oP ∗
0
(1), which implies condition (B2).

For condition (B3) for ψ∗
n,1, we write

|T1(η∗n,P∗
n)− T1(ηn,Pn)− (P∗

n − Pn)ϕ∗n|

=

∣∣∣∣(2P∗
nη

∗
n −

∫
η∗2n

)
−
(
2Pnηn −

∫
η2n

)
− (P∗

n − Pn)2η∗n

∣∣∣∣
=

∣∣∣∣−∫ (η∗n − ηn)
2 − 2

∫
ηn(η

∗
n − ηn) + 2(Pn − P0)(η

∗
n − ηn) + 2P0(η

∗
n − ηn)

∣∣∣∣
=

∣∣∣∣− ∫ (η∗n − ηn)
2 − 2

∫
(ηn − η0)(η

∗
n − ηn) + 2(Pn − P0)(η

∗
n − ηn)

∣∣∣∣
≤ ∥η∗n − ηn∥2L2(λ)

+ 2 ∥ηn − η0∥L2(λ)
∥η∗n − ηn∥L2(λ)

+ 2n−1/2 |Gn(η
∗
n − ηn)| .

The first two terms are oP ∗
W
(n−1/2) by assumption. In addition, Gn(η

∗
n − η0) = oP ∗

W
(1) because

∥η∗n − η0∥L2(P0)
= oP ∗

W
(1) and η∗n is contained in a P0-Donsker class with P ∗

W -probability tending to

one. Hence, condition (B3) holds for ψ∗
n,1, and the conditional asymptotic linearity result for ψ∗

n,1

follows.

For condition (B3) for ψ∗
n,2 and ψ∗

n,3, we have

T2(η
∗
n,P∗

n)− T2(ηn,Pn)− (P∗
n − Pn)ϕ∗n =

∫
η∗2n −

∫
η2n − 2(P∗

n − Pn)η∗n

= −
∫
(η∗n − ηn)

2 + 2

(∫
η∗2n − P∗

nη
∗
n

)
− 2

(∫
ηnη

∗
n − Pnη∗n

)
T3(η

∗
n,P∗

n)− T3(ηn,Pn)− (P∗
n − Pn)ϕ∗n = P∗

nη
∗
n − Pnηn − 2(P∗

n − Pn)η∗n

= −
∫
(η∗n − ηn)

2 +

(∫
η∗2n − P∗

nη
∗
n

)
+

(∫
η2n − Pnηn

)
− 2

(∫
ηnη

∗
n − Pnη∗n

)
.

Now,
∫
(η∗n− ηn)

2 and
∫
η∗2n −P∗

nη
∗
n are both oP ∗

W
(n−1/2) by assumption, and

∫
η2n−Pnηn = oP ∗

0
(n−1/2)

by assumption. In addition,

∣∣∣∣∫ ηnη
∗
n − Pnη∗n

∣∣∣∣ = ∣∣∣∣∫ (ηn − η0)(η
∗
n − ηn)− (Pn − P0)(η

∗
n − ηn) +

∫
η2n − Pnηn

∣∣∣∣
≤ ∥ηn − η0∥L2(λ)

∥η∗n − ηn∥L2(λ)
+ n−1/2 |Gn(η

∗
n − ηn)|+

∣∣∣∣∫ η2n − Pnηn
∣∣∣∣ ,

which is oP ∗
W
(n−1/2). Therefore, condition (B3) holds for ψ∗

n,2 and ψ∗
n,3.

We now turn to the setting where ηn and η∗n are kernel density estimators using the same bandwidth
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h. We note that for any x, since P̂n is the empirical bootstrap,

E∗
W [η∗n(x)] = E∗

W

[
P∗
nh

−dK

(
X∗
i − x

h

)]
= Pnh−dK

(
Xi − x

h

)
= ηn(x).

We therefore have

E∗
W ∥η∗n − ηn∥2L2(λ)

=

∫
E∗
W [η∗n(x)− ηn(x)]

2 dx =

∫
Var∗W (η∗n(x)) dx

=

∫
1

nh2d
Var∗W

[
K

(
X∗

1 − x

h

)]
dx

≤ 1

nh2d

∫
E∗
W

[
K

(
X∗

1 − x

h

)]2
dx

=
1

nh2d

∫
Pn
[
K

(
Xi − x

h

)]2
dx

=
1

nhd

∫
K2(t) dt.

Hence, by Chebyshev’s inequality, for any ε > 0, we have

P ∗
W

(
n1/4 ∥η∗n − ηn∥L2(λ)

≥ ε
)
≤ n1/2E∗

W ∥η∗n − ηn∥2L2(λ)
/ε2

≤
(
nh2d

)−1/2
ε−2

∫
K2(t) dt,

which goes to zero since nh2d −→ ∞. Therefore ∥η∗n − ηn∥L2(λ)
= oP ∗

W
(n−1/4). ■

The proof of Proposition 5.3 relies on technical lemmas that are stated and proved in Appendix E.

Proposition 5.3. Suppose P̂n = Pn is the empirical bootstrap, η0 is uniformly bounded and m-times

continuously differentiable with
∫
[Dαη0(x)]

2 dx < ∞ for all |α| = m, both ηn and η∗n are KDEs with

common symmetric mth order kernel function and common bandwidth h such that n−1/d ≺ h. If

h ≺ n−1/(4m), then bootstrap percentile intervals based on ψ∗
n,1 are asymptotically valid. If h ≺ n−1/(2m),

then bootstrap percentile intervals based on ψ∗
n,2 and ψ∗

n,3 are asymptotically valid.

Proof of Proposition 5.3. Since ϕP = 2(ηP −ψP ), we then have S∗
n = (P∗

n − Pn)(ϕ∗n − ϕ0) = 2(P∗
n −

Pn)(η∗n − η0) and Sn = 2(Pn − P0)(ηn − η0). By Lemma E.7, we have S∗
n − Sn = oP ∗

W
(n−1/2) under the

stated assumptions.

We have R∗
n = ψ∗

n − ψn − (P∗
n − Pn)ϕ∗n = ψ∗

n − ψn − 2(P∗
n − Pn)η∗n. For the one-step estimator ψ∗

n,1,
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we have R∗
n = −

∫
(η∗n − η0)

2 +
∫
(ηn − η0)

2 + (Pn − P0)(ϕ
∗
n − ϕn) and Rn = −

∫
(ηn − η0)

2. Hence

R∗
n −Rn = −

∫
(η∗n − η0)

2 + 2

∫
(ηn − η0)

2 + (Pn − P0)(ϕ
∗
n − ϕn).

If nh4m −→ 0 and nhd −→ ∞ hold, then
∫
(η∗n− η0)

2 − 2
∫
(ηn− η0)

2 = oP ∗
W
(n−1/2) by Lemma E.8, and

(Pn−P0)(ϕ
∗
n−ϕn) = oP ∗

W
(n−1/2) by Lemma E.7. This implies bootstrap percentile confidence intervals

based on ψ∗
n,1 are asymptotically valid by Theorem 3.9.

For the plug-in estimator ψ∗
n,2, we have R∗

n = −
∫
(η∗n − η0)

2 +
∫
(ηn − η0)

2 − P∗
nϕ

∗
n + Pnϕn + (Pn −

P0)(ϕ
∗
n − ϕn) and Rn = −

∫
(ηn − η0)

2 − Pnϕn. Hence,

R∗
n −Rn = −

∫
(η∗n − η0)

2 + 2

∫
(ηn − η0)

2 − P∗
nϕ

∗
n + 2Pnϕn + (Pn − P0)(ϕ

∗
n − ϕn).

Since nh2m −→ 0 and nhd −→ ∞ hold, we have
∫
(η∗n−η0)2−2

∫
(ηn−η0)2 = oP ∗

W
(n−1/2) by Lemma E.8,

P∗
nϕ

∗
n−2Pnϕn = oP ∗

W
(n−1/2) by Lemma E.9 and (Pn−P0)(ϕ

∗
n−ϕn) = oP ∗

W
(n−1/2) by Lemma E.7. This

implies bootstrap percentile confidence intervals based on ψ∗
n,2 are asymptotically valid by Theorem 3.9.

For the empirical mean plug-in estimator ψ∗
n,3, we have R

∗
n = −

∫
(η∗n−η0)2+

∫
(ηn−η0)2−P∗

nϕ
∗
n/2+

Pnϕn/2 + (Pn − P0)(ϕ
∗
n − ϕn) and Rn = −

∫
(ηn − η0)

2 − Pnϕn/2. Hence,

R∗
n −Rn = −

∫
(η∗n − η0)

2 + 2

∫
(ηn − η0)

2 − P∗
nϕ

∗
n/2 + Pnϕn + (Pn − P0)(ϕ

∗
n − ϕn).

Since nh2m −→ 0 and nhd −→ ∞ hold, we have
∫
(η∗n−η0)2 = 2

∫
(ηn−η0)2+oP ∗

W
(n−1/2) by Lemma E.8,

P∗
nϕ

∗
n = 2Pnϕn+oP ∗

W
(n−1/2) by Lemma E.9 and (Pn−P0)(ϕ

∗
n−ϕn) = oP ∗

W
(n−1/2) by Lemma E.7. This

implies bootstrap percentile confidence intervals based on ψ∗
n,3 are asymptotically valid by Theorem 3.9.

■

Proposition 5.4. Suppose P̂n possesses Lebesgue density function η̂n and the assumptions of Propo-

sition 3.7 and Proposition 5.1 hold. For F and M defined in Proposition 5.1, assume that F is a M-

uniform Donsker class such that P ∗
W (η∗n ∈ F)

P ∗
0−−→ 1 and P ∗

W (∥η̂n∥∞ ≥M) = oP ∗
0
(1). If ∥η∗n − η̂n∥L2(λ)

=

oP ∗
W
(n−1/4) and ∥η̂n − ηn∥L2(λ)

= oP ∗
0
(n−1/4), then ψ∗

n,1 = ψn,1+(P∗
n−P̂n)ϕ0+oP ∗

0
(n−1/2). If in addition∫

η∗2n −P∗
nη

∗
n = oP ∗

W
(n−1/2) and

∫
η2n− P̂nηn = oP ∗

0
(n−1/2), then ψ∗

n,2 = ψn,2+(P∗
n− P̂n)ϕ0+ oP ∗

0
(n−1/2)

and ψ∗
n,3 = ψn,3 + n1/2(P∗

n − P̂n)ϕ0 + oP ∗
0
(n−1/2).

Proof of Proposition 5.4. We use Theorem 3.4. Condition (B1) holds because PW (η∗n ∈ F)
P ∗
0−−→ 1
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and the conditions of Lemma 3.7 hold by assumption. For any ε > 0, by the triangle and Cauchy–Schwarz

inequalities, we have

P ∗
W

(
∥ϕ∗n − ϕ0∥L2(P0)

≥ ε
)

≤ P ∗
W

(
2 ∥η∗n − η0∥L2(P0)

≥ ε/2
)
+ P ∗

W

(
2

∣∣∣∣∫ η∗2n −
∫
η20

∣∣∣∣ ≥ ε/2

)
≤ P ∗

W

(
2M ∥η∗n − η0∥L2(λ)

≥ ε/2
)
+ P ∗

W

(
2 ∥η∗n − η0∥L2(λ)

∥η∗n + η0∥L2(λ)
≥ ε/2

)
≤ P ∗

W

(
2M ∥η∗n − η0∥L2(λ)

≥ ε/2
)
+ P ∗

W

(
4M ∥η∗n − η0∥L2(λ)

≥ ε/2
)
+ P ∗

W

(
∥η∗n∥L2(λ)

≥M
)
.

Since ∥η∗n − η0∥L2(λ)
≤ ∥η∗n − η̂n∥L2(λ)

+ ∥η̂n − η0∥L2(λ)
and ∥η∗n∥L2(λ)

≤ ∥η∗n∥∞, each term on the right-

hand side of the previous display is oP ∗
0
(1), which implies condition (B2).

For condition (B3), we have

T1(η
∗
n,P∗

n)− T1(ηn, P̂n)− (P∗
n − P̂n)ϕ

∗
n =−

∫
(η∗n − η̂n)

2 +

∫
(η̂n − ηn)

2,

which is oP ∗
W
(n−1/2) by assumption. Hence, condition (B3) holds for ψ∗

n,1. We next have

T2(η
∗
n,P∗

n)− T2(ηn, P̂n)− (P∗
n − P̂n)ϕ

∗
n =

∫
η∗2n −

∫
η2n − 2(P∗

n − P̂n)η
∗
n

= −
∫
(η∗n − η̂n)

2 +

∫
(η̂n − ηn)

2 + 2

[∫
η∗2n − P∗

nη
∗
n

]
− 2

[∫
η2n − P̂nηn

]
,

T3(η
∗
n,P∗

n)− T3(ηn, P̂n)− (P∗
n − P̂n)ϕ

∗
n = P∗

nη
∗
n − P̂nηn − 2(P∗

n − P̂n)η
∗
n

= −
∫
(η∗n − η̂n)

2 +

∫
(η̂n − ηn)

2 +

[∫
η∗2n − P∗

nη
∗
n

]
−
[∫

η2n − P̂nηn

]
,

both of which are oP ∗
W
(n−1/2) by assumption. Hence, condition (B3) holds for ψ∗

n,2 and ψ∗
n,3.

■

The proof of Proposition 5.5 relies on technical lemmas that are stated and proved in Appendix F.

Proposition 5.5. Suppose that η0 is uniformly bounded and m-times continuously differentiable, and

for all |α| = m, Dαη0 is uniformly bounded and
∫
[Dαη0(x)]

2 dx < ∞. If both ηn and η∗n are kernel

density estimators with common uniformly bounded symmetricmth order kernel function K and common
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bandwidth h, P̂n is the distribution corresponding to ηn, and n
−1/(2d) ≺ h ≺ n−1/(4m), then bootstrap

percentile intervals based on ψ∗
n,1, ψ

∗
n,2, and ψ

∗
n,3 are asymptotically valid.

Proof of Proposition 5.5. Since ϕP = 2(ηP −ψP ), we then have S∗
n = (P∗

n − P̂n)(ϕ
∗
n − ϕ0) = 2(P∗

n −

P̂n)(η
∗
n − η0) and Sn = 2(Pn − P0)(ηn − η0). By Lemma F.8, we have S∗

n − Sn = oP ∗
W
(n−1/2) under the

stated assumptions.

We have R∗
n = ψ∗

n − T (ηn, P̂n) − (P∗
n − P̂n)ϕ

∗
n = ψ∗

n − T (ηn, P̂n) − 2(P∗
n − P̂n)η

∗
n. For the one-step

estimator ψ∗
n,1, we have R∗

n = −
∫
(η∗n − ηn)

2 and Rn = −
∫
(ηn − η0)

2. Hence

R∗
n −Rn = −

∫
(η∗n − ηn)

2 +

∫
(ηn − η0)

2

If nh4m −→ 0 and nh2d −→ ∞ hold, then
∫
(η∗n− ηn)2−

∫
(ηn− η0)2 = oP ∗

W
(n−1/2) by Lemma F.9. This

implies bootstrap percentile confidence intervals based on ψ∗
n,1 are asymptotically valid by Theorem 3.9.

For the plug-in estimator ψ∗
n,2, we have R

∗
n = −

∫
(η∗n−ηn)2−P∗

nϕ
∗
n and Rn = −

∫
(ηn−η0)2−Pnϕn.

Hence,

R∗
n −Rn = −

∫
(η∗n − ηn)

2 +

∫
(ηn − η0)

2 − P∗
nϕ

∗
n + Pnϕn.

Since nh4m −→ 0 and nh2d −→ ∞ hold, we have
∫
(η∗n−ηn)2−

∫
(ηn−η0)2 = oP ∗

W
(n−1/2) by Lemma F.9,

P∗
nϕ

∗
n−Pnϕn = oP ∗

W
(n−1/2) by Lemma F.10. This implies bootstrap percentile confidence intervals based

on ψ∗
n,2 are asymptotically valid by Theorem 3.9.

For the empirical mean plug-in estimator ψ∗
n,3, we have R∗

n = −
∫
(η∗n − ηn)

2 − P∗
nϕ

∗
n/2 and Rn =

−
∫
(ηn − η0)

2 − Pnϕn/2. Hence,

R∗
n −Rn = −

∫
(η∗n − ηn)

2 +

∫
(ηn − η0)

2 − P∗
nϕ

∗
n/2 + Pnϕn/2.

Since nh4m −→ 0 and nh2d −→ ∞ hold, we have
∫
(η∗n−ηn)2−

∫
(ηn−η0)2 = oP ∗

W
(n−1/2) by Lemma F.9,

P∗
nϕ

∗
n−Pnϕn = oP ∗

W
(n−1/2) by Lemma F.10. This implies bootstrap percentile confidence intervals based

on ψ∗
n,3 are asymptotically valid by Theorem 3.9. ■

Proposition 5.6. If µn, gn, and (y, a, z) 7→ (1 − a)ygn(z)/[1 − gn(z)] fall in P0-Donsker classes with

probability tending to 1, E0(Y
2) <∞, there exists constants 0 < a < b < 1 such that P0(g0(Z) ∈ (a, b)) =

1, P0(gn(Z) ∈ (a, b)) = 1, and P0(|µn(Z)| ≤ b) = 1, ∥gn− g0∥L2(P0) = oP ∗
0
(1), ∥µn−µ0∥L2(P0) = oP ∗

0
(1),

and P0 {(gn − g0)(µn − µ0)/(1− gn)} = oP ∗
0
(n−1/2), then ψn,2 is asymptotically linear with influence
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function ϕ0. If in addition (πn − π0)(ψn − ψ0) = oP ∗
0
(n−1/2), then ψn,1 is asymptotically linear with

influence function ϕ0.

Proof of Proposition 5.6. Condition (A1) holds by the Donsker assumptions, the boundedness as-

sumptions on µn and gn, and E(Y 2) < ∞ together with preservation of the Donsker condition under

Lipschitz transformations (e.g., Theorem 2.10.6 of van der Vaart & Wellner, 1996).

We next address condition (A2). By adding and subtracting terms, we have

ϕn(y, a, z)− ϕ0(y, a, z) = (1− a) [y − µ0(z)]
gn(z)

1− gn(z)

1

πnπ0
[π0 − πn] + a [µ0(z)− ψ0]

1

πnπ0
[π0 − πn]

+
(1− a) [y − µ0(z)]

π0 [1− gn(z)] [1− g0(z)]
[gn(z)− g0(z)]

+
1

πn

[
a

gn(z)
− 1

]
gn(z)

1− gn(z)
[µn(z)− µ0(z)]−

a

πn
[ψn − ψ0] .

Therefore, by the assumed bounds and the triangle inequality, ∥ϕn − ϕ0∥L2(P0)
is bounded up to a

constant by

|πn − π0|+ ∥gn − g0∥L2(P0)
+ ∥µn − µ0∥L2(P0)

+ |ψn − ψ0|.

We note that consistency of µn and gn implies consistency of πn and ψn. Therefore, condition (A2)

holds.

For condition (A3) for the one-step estimator ψn,1 = T1(ηn,Pn), we have T1(ηn,Pn) − T1(η0, P0) −

(Pn−P0)ϕn = ψn−ψ0 +P0ϕn. Using the law of total expectation, a straightforward calculation shows

that

P0ϕψ,η = P0

{
(g0 − g)(µ− µ0)

π(1− g)

}
+
π0
π
(ψ0 − ψ).

Therefore,

ψn − ψ0 + P0ϕn = P0

{
(g0 − gn)(µn − µ0)

πn(1− gn)

}
+
πn − π0
πn

(ψn − ψ0).

These terms are both oP ∗
0
(n−1/2) by the assumed rates and boundedness conditions. The result for the

one-step estimator follows.

For the estimating equations-based estimator, we use Lemma 4.2. We have already established that
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condition (A1) holds for ϕn = ϕψn,ηn . We have that the population estimating equation is G0,η0(ψ) =

ψ − ψ0, so G0,η0(ψ0) = 0 and inf |ψ−ψ0|>δ |G0,η0(ψ)| = δ, and hence ψ0 is a well-separated solution of

the population estimating equation. Furthermore, it is straightforward to see that the boundedness

conditions and the assumption that E0(Y
2) <∞ imply that ψn,2 = OP ∗

0
(1). Next, defining G′

0,η(ψ0) =

−π0π−1, we then have G′
0,η0

(ψ0) = −1 and limη→η0 G
′
0,η(ψ0) = limη→η0 −π0π−1 = −1. In addition,

Γ0,η(ψ) = G0,η(ψ)−G0,η(ψ0)−G′
0,η(ψ0)(ψ − ψ0)

= P0ϕη,ψ − P0ϕη,ψ0 +
π0
π
(ψ − ψ0)

= P0

{
g0(Z)− g(Z)

π [1− g(Z)]
[µ(Z)− µ0(Z)]

}
+
π0
π
(ψ − ψ0)

− P0

{
g0(Z)− g(Z)

π [1− g(Z)]
[µ(Z)− µ0(Z)]

}
− π0

π
(ψ0 − ψ0)

+
π0
π
(ψ0 − ψ)

= 0.

Therefore, both conditions about Γ0,η hold. Finally,

P0ϕψ0,ηn = P0

{
g0 − gn

πn [1− gn]
[µn − µ0]

}
− π0
πn

(ψ0 − ψ0)

= P0

{
g0 − gn

πn [1− gn]
[µn − µ0]

}
,

which is oP ∗
0
(n−1/2) by assumption. Hence, condition (A3) holds for the estimating equations-based

estimator. ■

Proposition 5.7. Suppose P̂n = Pn is the empirical bootstrap and the conditions of Proposition 5.6 hold.

If µ∗n, g
∗
n, and (y, a, z) 7→ (1−a)yg∗n(z)/[1−g∗n(z)] fall in P0-Donsker classes with conditional probability

tending to 1, there exist constants 0 < a < b < 1 such that P ∗
W (g∗n(Z) ∈ (a, b)) = 1, and P ∗

W (|µ∗n(Z)| ≤

b) = 1, ∥g∗n − g0∥L2(P0) = oP ∗
W
(1), ∥µ∗n − µ0∥L2(P0) = oP ∗

W
(1), and P0 {(g∗n − g0)(µ

∗
n − µ0)/(1− g∗n)} =

oP ∗
W
(n−1/2), then ψ∗

n,2 is conditionally asymptotically linear with influence function ϕ0. If in addition

(π∗n−π0)(ψ∗
n−ψ0) = oP ∗

W
(n−1/2), then ψ∗

n,1 is conditionally asymptotically linear with influence function

ϕ0.

Proof of Proposition 5.7. By Lemma 3.6, condition (B1) holds by the Donsker assumptions, the

boundedness assumptions on µ∗n and g∗n, and E(Y 2) < ∞ together with preservation of the Donsker
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condition under Lipschitz transformations.

As in the proof of Proposition 5.6, we can show that ∥ϕ∗n − ϕ0∥L2(P0)
is bounded up to a constant

by

|π∗n − π0|+ ∥g∗n − g0∥L2(P0)
+ ∥µ∗n − µ0∥L2(P0)

+ |ψ∗
n − ψ0| .

Therefore, condition (B2) holds under the conditional weak L2(P0) conditional consistency of g∗n and

µ∗n, which also implies weak conditional consistency of ψ∗
n and π∗n.

For condition (B3) for the one-step estimator ψ∗
n,1 = T1(η

∗
n,P∗

n), as in equation (8), we have

R∗
n = [ψ∗

n − ψ0 + P0ϕ
∗
n]− [ψn − ψ0 + P0ϕn] + (Pn − P0)(ϕ

∗
n − ϕn)

By the proof of Proposition 5.6, ψn − ψ0 + P0ϕn = oP ∗
0
(n−1/2), and

n1/2(Pn − P0)(ϕ
∗
n − ϕn) = Gn (ϕ

∗
n − ϕ0)−Gn (ϕn − ϕ0) ,

which is oP ∗
W
(n−1/2) by Proposition 5.6 and the above. By the derivations in Proposition 5.6, we also

have

ψ∗
n − ψ0 + P0ϕ

∗
n = P0

{
(g0 − g∗n) (µ

∗
n − µ0)

π∗n (1− g∗n)

}
+
π∗n − π0
π∗n

(ψ∗
n − ψ0) .

This is oP ∗
W
(n−1/2) by assumption.

For condition (B3) for the estimating equations-based estimator ψ∗
n,2, we use Lemma 4.3. We note

that the conditions of Lemma 4.2 hold by Proposition 5.6 and condition (B1) holds by the above. We

have ψ∗
n,2 = OP ∗

W
(1) by the boundedness conditions and because E0(Y

2) <∞. As in the proof of Propo-

sition 5.6, we have Γ0,η(ψ) = 0 for all η ∈ H and ψ ∈ R, so that sup|ψ|≤M
∣∣Γ0,η∗n(ψ)− Γ0,η0(ψ0)

∣∣ = 0 for

every M > 0. Finally,

P0ϕψ0,η∗n = P0

{
(g0 − g∗n) (µn − µ0)

π∗n (1− g∗n)

}
.

which is oP ∗
W
(n−1/2) by assumption. ■

Proposition 5.8. Suppose P ∗
0 (P̂n ∈ P) → 1, where P is such that limM→∞ supP∈PEP [Y

2I(Y 2 >

M)] = 0, µ̂n ∈ Fµ and ĝn ∈ Fg with probability tending to one, where Fµ is uniformly bounded, Fg
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is uniformly bounded away from zero, and Fµ and Fg possess finite uniform entropy integrals, ∥ĝn −

g0∥L2(P0), ∥µ̂n − µ0∥L2(P0), ∥σ̂2n − σ20∥L2(P0) are each oP ∗
0
(1), and each of the following is oP ∗

0
(1):

sup
g,ḡ

∣∣∣∣(Q̂n −Q0)

[
gḡ(1− ĝn)

(1− g)(1− ḡ)
(σ̂2n + µ̂2n)

]∣∣∣∣ , sup
g,ḡ,µ,µ̄

∣∣∣∣(Q̂n −Q0)

[
gḡ(1− ĝn)

(1− g)(1− ḡ)
µµ̄

]∣∣∣∣ ,
sup
µ

∣∣∣(Q̂n −Q0) [µĝn]
∣∣∣ , sup

µ,µ̄

∣∣∣(Q̂n −Q0) [µµ̄ĝn]
∣∣∣ , sup

µ,g

∣∣∣∣(Q̂n −Q0)

[
g(1− ĝn)

1− g
µ

]∣∣∣∣ , (Q̂n −Q0)ĝn.

(14)

where the suprema over µ and µ̄ are taken over Fµ and the suprema over g and ḡ are taken over

Fg, and Q̂n {(ĝn − gn)(µ̂n − µn)/(1− gn)} = oP ∗
0
(n−1/2). Suppose also that µ∗n ∈ Fµ and g∗n ∈ Fg

with conditional probability tending to one, ∥g∗n − g0∥L2(P0)
= oP ∗

W
(1), ∥µ∗n − µ0∥L2(P0)

= oP ∗
W
(1), and

Q̂n {(g∗n − ĝn)(µ
∗
n − µ̂n)/(1− g∗n)} = oP ∗

W
(n−1/2). If (π∗n − π̂n)(ψ

∗
n − ψ̂n) = oP ∗

W
(n−1/2) and (πn −

π̂n)(ψn − ψ̂n) = oP ∗
0
(n−1/2), then ψ∗

n,1 is conditionally asymptotically linear with influence function ϕ0.

If the conditions of Proposition 5.6 hold and π∗n−π̂n = oP ∗
W
(1), then ψ∗

n,2 is conditionmally asymptotically

linear with influence function ϕ0.

Proof of Proposition 5.8. We use Lemma 3.7 to show condition (B1) holds. By the assumed classes

of µ∗n and g∗n, with conditional probability tending to 1, ϕ∗n falls in a class F with envelope F (y, a, z) :=

c|Y | + d for some fixed c, d ∈ (0,∞). Thus, condition (i) of Lemma 3.7 holds by the assumption that

limM→∞ supP∈PEP [Y
2I(Y 2 > M)] = 0. Next, by preservation of the finite uniform entropy integral

condition under Lipschitz transformations, (see, e.g., Lemma 9.17 of Kosorok, 2008), F posesses finite

uniform entropy integral. Hence, condition (ii) of Lemma 3.7 is satisfied by Theorem 2.8.3 of van der

Vaart & Wellner (1996). Next, as noted following Lemma 3.7, supf,g∈F

∣∣∣(P̂n − P0)(fg)
∣∣∣ = oP ∗

0
(1) implies

(2). Let µ, µ̄ ∈ Fµ and g, ḡ ∈ Fg, and let π, π̄ be implied by g, ḡ and ψ, ψ̄ be implied by µ, g and µ̄, ḡ.

Using the fact that a(1− a) = 0 and the tower property, we then have

(P̂n − P0) (ϕµ,gϕµ̄,ḡ)

=

∫ [
(1− a)gḡ

ππ̄(1− g)(1− ḡ)
(y − µ)(y − µ̄) +

a

ππ̄
(µ− ψ)(µ̄− ψ̄)

]
d(P̂n − P0)

=

∫ [
(1− a)gḡ

ππ̄(1− g)(1− ḡ)

{
y2 − (µ+ µ̄)y + µµ̄

}]
d(P̂n − P0)

+

∫ [ a
ππ̄

(µ− ψ)(µ̄− ψ̄)
]
d(P̂n − P0)

=
1

ππ̄

∫
gḡ

(1− g)(1− ḡ)

{
(1− ĝn)

[
(σ̂2n + µ̂2n)− (µ+ µ̄)µ̂n + µµ̄

]
dQ̂n

− (1− g0)
[
(σ20 + µ20)− (µ+ µ̄)µ0 + µµ̄

]
dQ0

}
96



+
1

ππ̄

∫
(µ− ψ)(µ̄− ψ̄)

[
ĝn dQ̂n − g0 dQ0

]
=

1

ππ̄

∫
gḡ

(1− g)(1− ḡ)

{
(1− ĝn)

[
(σ̂2n + µ̂2n)− (µ+ µ̄)µ̂n + µµ̄

]
−(1− g0)

[
(σ20 + µ20)− (µ+ µ̄)µ0 + µµ̄

]}
dQ0

+
1

ππ̄

∫
gḡ(1− ĝn)

(1− g)(1− ḡ)

[
(σ̂2n + µ̂2n)− (µ+ µ̄)µ̂n + µµ̄

]
d(Q̂n −Q0)

+
1

ππ̄

∫
(µ− ψ)(µ̄− ψ̄)(ĝn − g0) dQ0 +

1

ππ̄

∫
(µ− ψ)(µ̄− ψ̄)ĝn d(Q̂n −Q0).

By adding and subtracting terms and using the assumed bounds, we have

sup
µ,µ̄,g,ḡ

∣∣∣(P̂n − P0) (ϕµ,gϕµ̄,ḡ)
∣∣∣ ≲ ∥ĝn − g0∥L2(Q0) + ∥µ̂n − µ0∥L2(Q0) + ∥σ̂2n − σ20∥L2(Q0)

+ sup
g,ḡ

∣∣∣∣∫ gḡ(1− ĝn)

(1− g)(1− ḡ)
(σ̂2n + µ̂2n) d(Q̂n −Q0)

∣∣∣∣
+ sup
g,ḡ,µ

∣∣∣∣∫ gḡ(1− ĝn)

(1− g)(1− ḡ)
µµ̂n d(Q̂n −Q0)

∣∣∣∣
+ sup
g,ḡ,µ,µ̄

∣∣∣∣∫ gḡ(1− ĝn)

(1− g)(1− ḡ)
µµ̄d(Q̂n −Q0)

∣∣∣∣
+ sup

µ

∣∣∣∣∫ µĝn d(Q̂n −Q0)

∣∣∣∣+ sup
µ,µ̄

∣∣∣∣∫ µµ̄ĝn d(Q̂n −Q0)

∣∣∣∣ .
Since µ̂n ∈ Fµ with probability tending to one, by assumption, each of these terms is oP ∗

0
(1), which

implies (2). Hence, the conditions of Lemma 3.7 hold, which implies condition (B1).

We next show condition (B2) holds. As in the proof of Proposition 5.6, we can show that ∥ϕ∗n − ϕ0∥L2(P0)

is bounded up to a constant by

|π∗n − π0|+ ∥g∗n − g0∥L2(P0)
+ ∥µ∗n − µ0∥L2(P0)

+ |ψ∗
n − ψ0| .

Each of these terms is oP ∗
W
(1).

Finally, we turn to condition (B3). By the tower property, we can show that

Pϕµ,g,ψ = QP

[
(gP − g)(µ− µP )

(1− g)π

]
+
πP
π

[ψ(P )− ψ]

for π :=
∫
g dQ. Thus,

ψ(η)− ψ(P ) + Pϕη = QP

[
(gP − g)(µ− µP )

(1− g)π(η)

]
+
π(η)− πP
π(η)

[ψ(η)− ψ(P )] .
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Hence, for the one-step estimator ψ∗
n,1 = T1(η

∗
n,P∗

n), as in equation (8), we have

R∗
n =

[
ψ(η∗n)− ψ(η̂n) + P̂nϕ

∗
n

]
−
[
ψ(ηn)− ψ(η̂n) + P̂nϕn

]
=

[
Q̂n

{
(ĝn − g∗n)(µ

∗
n − µ̂n)

π∗n(1− g∗n)

}
+
π∗n − π̂n
π∗n

(ψ∗
n − ψ̂n)

]
−
[
Q̂n

{
(ĝn − gn)(µn − µ̂n)

πn(1− gn)

}
+
πn − π̂n
πn

(ψn − ψ̂n)

]
.

Each term is oP ∗
W
(n−1/2) by assumption. The result for the one-step estimator follows.

For condition (B3) for the estimating equations-based estimator ψ∗
n,2, we use Lemma 4.4. Since the

conditions of Proposition 5.6 hold, the conditions of Lemma 4.2 hold as well. We have ψ∗
n,2 = OP ∗

W
(1)

by the boundedness conditions on µ∗n, g
∗
n, and ĝn, and the moment condition for P̂n. A similar argument

shows that ψ̂n = OP ∗
0
(1). As in the proof of Proposition 5.6, we have Γ0,η(ψ) = 0 for any η ∈ H and

ψ ∈ R, so that the condition sup|ψ|≤M |Γ0,η̂n(ψ)− Γ0,η0(ψ)| = oP ∗
0
(1) holds. Next, defining Ĝ′

n,η(ψ̂n) =

−π̂nπ−1, we then have Ĝ′
n,η̂∗n

(ψ̂n) + 1 = 1 − π̂n/π
∗
n = oP ∗

W
(1) because π∗n − π̂n = oP ∗

W
(1) and g∗n is

bounded away from zero. In addition,

Γ̂n,η(ψ) = Ĝn,η(ψ)− Ĝn,η(ψ̂n)− Ĝ′
n,η(ψ̂n)(ψ − ψ̂n)

= P̂nϕη,ψ − P̂nϕη,ψ̂n
+
π̂n
π
(ψ − ψ̂n)

= P̂n

{
ĝn − g

π [1− g]
[µ− µ̂n]

}
+
π̂n
π
(ψ − ψ̂n)− P̂n

{
ĝn − g

π [1− g]
[µ− µ̂n]

}
− π̂n

π
(ψ̂n − ψ̂n)

+
π̂n
π
(ψ̂n − ψ)

= 0.

Hence, the conditions about |Γ̂n,η∗n(ψ)− Γ̂n,η̂n(ψ̂)| and |Γ̂n,η(ψ)| hold. Next, ϕψ̂n,η̂n
and ϕψ∗

n,η̂
∗
n
fall in a

P0-Glivenko Cantelli class with probability to tending one by the finite entropy integral and boundedness

assumptions. Next, we verify that ∥P̂n − P0∥F = oP ∗
0
(1) holds under the stated assumptions.

∫
ϕµ,g(y, a, w) d(P̂n − P0) =

∫ [
(1− a)g

π(1− g)
(y − µ) +

a

π
(µ− ψ)

]
d(P̂n − P0)

=
1

π

∫
g

(1− g)

{
(1− ĝn)(µ̂n − µ) dQ̂n − (1− g0)(µ0 − µ) dQ0

}
+

1

π

∫
(µ− ψ)

[
ĝn dQ̂n − g0 dQ0

]
=

1

π

∫
g

(1− g)
{(1− ĝn)(µ̂n − µ)− (1− g0)(µ0 − µ)} dQ0
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+
1

π

∫
g

(1− g)
(1− ĝn)(µ̂n − µ) d(Q̂n −Q0)

+
1

π

∫
(µ− ψ) (ĝn − g0) dQ0 +

1

π

∫
(µ− ψ)ĝn d(Q̂n −Q0).

Therefore, adding and subtracting terms and using assumed bounds,

sup
µ,g

∣∣∣∣∫ ϕµ,g d(P̂n − P0)

∣∣∣∣ ≲ ∥ĝn − g0∥L2(Q0) + ∥µ̂n − µ0∥L2(Q0)

+ sup
µ,g

∣∣∣∣∫ g

(1− g)
(1− ĝn)(µ̂n − µ) d(Q̂n −Q0)

∣∣∣∣
+ sup

µ

∣∣∣∣∫ (µ− ψ)ĝn d(Q̂n −Q0)

∣∣∣∣ .
Each of these terms is oP ∗

0
(1) by assumption. Thus, ∥P̂n − P0∥F = oP ∗

0
(1).

Next, we have

P0ϕψ0,η̂n = P0

{
(g0 − ĝn) (µ̂n − µ0)

π̂n (1− ĝn)

}
.

which is oP ∗
0
(1) by the assumed boundedness of ĝn away from zero and the consistency of µ̂n and ĝn.

Next, we show that ψ◦
n − ψ̂n = oP ∗

0
(n−1/2). Use the definition of the estimating equations-based

estimator construction T2, we can see that

ψ◦
n := T2(ηn, P̂n) = Q̂n

{
gn (1− ĝn)

π̂n(1− gn)
(µ̂n − µn) +

ĝn
π̂n
µn

}
,

ψ̂n := T2(η̂n, P̂n) = Q̂n

{
ĝn
π̂n
µ̂n

}
,

ψ◦
n − ψ̂n =

1

π̂n
Q̂n

{
gn − ĝn
1− gn

(µ̂n − µn)

}
,

which is oP ∗
0
(n−1/2) by assumption. Finally,

P̂nϕψ̂n,η∗n
= Q̂n

{
ĝn − g∗n

π∗n [1− g∗n]
[µ∗n − µ̂n]

}
− π̂n
π∗n

(ψ̂n − ψ̂n)

= Q̂n

{
ĝn − g∗n

π∗n [1− g∗n]
[µ∗n − µ̂n]

}
,

which is oP ∗
0
(n−1/2) by assumption as discussed above. Hence, condition (B3) holds for the estimating

equations-based estimator.

■
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Supplement E Lemmas supporting the proof of Proposition 5.3

We first present several simple algebraic identities that we will use repeatedly.

Lemma E.1. For any {Zij ∈ R : i, j = 1, 2, . . . , n} such that Zij = Zji and Zii = τf for all i, j, we

have

∑
i ̸=j

Zij

2

= 4
∑

i ̸=j,j ̸=k,k ̸=i
ZijZik + 2

∑
i ̸=j

Z2
ij +

∑
i ̸=j,i̸=k,i̸=l
j ̸=k,j ̸=l,k ̸=l

ZijZkl, and (23)

∑
i,j,k

ZijZik = 2τf
∑
i ̸=j

Zij +
∑
i ̸=j

Z2
ij + nτ2f +

∑
i ̸=j,i̸=k,j ̸=k

ZijZik. (24)

Proof of Lemma E.1. We have

∑
i ̸=j

Zij

2

=
∑

i ̸=j,k ̸=l
ZijZkl

=
∑

i ̸=j,k ̸=l
i=k,j ̸=l

ZijZkl +
∑

i ̸=j,k ̸=l
i=l,j ̸=k

ZijZkl +
∑

i ̸=j,k ̸=l
i ̸=l,j=k

ZijZkl +
∑

i ̸=j,k ̸=l
i ̸=k,j=l

ZijZkl

+
∑

i ̸=j,k ̸=l
i=k,j=l

ZijZkl +
∑

i ̸=j,k ̸=l
i=l,j=k

ZijZkl +
∑

i ̸=j,i̸=k,i̸=l
j ̸=k,j ̸=l,k ̸=l

ZijZkl

= 4
∑

i ̸=j,j ̸=k,k ̸=i
ZijZik + 2

∑
i ̸=j

Z2
ij +

∑
i ̸=j,i̸=k,i̸=l
j ̸=k,j ̸=l,k ̸=l

ZijZkl,

which proves (23). We also have

∑
i,j,k

ZijZik =
∑
i=j ̸=k

ZijZik +
∑
i=k ̸=j

ZijZik +
∑
i ̸=j=k

ZijZik +
∑
i=j=k

ZijZik +
∑

i ̸=j,i̸=k,j ̸=k
ZijZik

= 2τf
∑
i ̸=j

Zij +
∑
i ̸=j

Z2
ij + nτ2f +

∑
i ̸=j,i̸=k,j ̸=k

ZijZik,

which proves (24). ■

We next present several non-asymptotic bounds for empirical and bootstrap empirical V -processes

for a generic function f : Rd×Rd 7→ R satisfying f(x, y) = f(y, x) and f(x, x) = τf ∈ R for all x, y ∈ Rd.

Here, f may depend on n, but is assumed to be deterministic. We use the symbol ≲ to mean “less than

or equal up to a constant not depending on n.”
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Lemma E.2. If f : Rd×Rd 7→ R satisfies f(x, y) = f(y, x) and f(x, x) = τf ∈ R for all x, y ∈ Rd, then

E0

{∫
f d[(Pn − P0)× (Pn − P0)]− n−1τf

}2

≲ n−3

∫ [∫
f(x, y) dP0(x)

]2
dP0(y) + n−2 ∥f∥2L2(P0×P0)

.

Proof of Lemma E.2. For simplicity, we denote V0(x, y) :=
∫
f d [(δx − P0)× (δy − P0)] for any

x, y ∈ Rd. By the law of total expectation, for any i ̸= j, we note that

E0[V0(Xi, Xj) | Xj ] = E0

[
f(Xi, Xj)−

∫
f(Xi, y) dP0(y)−

∫
f(x,Xj) dP0(x) +

∫
f d(P0 × P0) | Xj

]
=

∫
f(x,Xj) dP0(x)−

∫
f d(P0 × P0)−

∫
f(x,Xj) dP0(x) +

∫
f d(P0 × P0)

= 0

Hence, E0[V0(Xi, Xj)] = 0 for i ̸= j and E0[V0(Xi, Xj)V0(Xi, Xk)] = 0 for i ̸= j ̸= k.

By definition, we have

E0

{∫
f d[(Pn − P0)× (Pn − P0)]− n−1τf

}2

= E0

 1

n2

∑
i=j

V0(Xi, Xj) +
1

n2

∑
i ̸=j

V0(Xi, Xj)− n−1τf


2

≲ E0

 1

n2

∑
i=j

V0(Xi, Xj)− n−1τf


2

+ E0

 1

n2

∑
i ̸=j

V0(Xi, Xj)


2

.

(25)

For the first term on the right-hand side of (25), by the symmetry of f and the definition of τf ,

E0

 1

n2

∑
i=j

V0(Xi, Xj)−
τf
n


2

= E0

{
− 2

n

∫
f d(P0 × Pn) +

1

n

∫
f d(P0 × P0)

}2

= E0

{
− 2

n

∫ [∫
f(x, y) dP0(x)

]
d(Pn − P0)(y)−

1

n

∫
f d(P0 × P0)

}2

≲ E0

{
1

n

∫ [∫
f(x, y) dP0(x)

]
d(Pn − P0)(y)

}2

+
1

n2
∥f∥2L1(P0×P0)

=
1

n3
Var

([∫
f(x,X1) dP0(x)

])
+

1

n2
∥f∥2L1(P0×P0)

≤ 1

n3

∫ [∫
f(x, y) dP0(x)

]2
dP0(y) +

1

n2
∥f∥2L1(P0×P0)

.
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For the second term on the right-hand side of (25), by Lemma E.1 and properties of V0,

E0

 1

n2

∑
i ̸=j

V0(Xi, Xj)

2

= E0

 4

n4

∑
i ̸=j,j ̸=k,k ̸=i

V0(Xi, Xj)V0(Xi, Xk) +
2

n4

∑
i ̸=j

V0(Xi, Xj)
2

+
1

n4

∑
i ̸=j,i̸=k,i̸=l
j ̸=k,j ̸=l,k ̸=l

V0(Xi, Xj)V0(Xk, Xl)


= E0

 2

n4

∑
i ̸=j

V0(Xi, Xj)
2


≤ 2

n2
E0

[
V0(X1, X2)

2
]

=
2

n2
E0

[
f(X1, X2)−

∫
f(X1, y) dP0(y)−

∫
f(x,X2) dP0(x) +

∫
f d(P0 × P0)

]2
=

2

n2
E0

[
f(X1, X2)−

∫
f(X1, y) dP0(y)−

∫
f(x,X2) dP0(x)

]2
− 2

n2

[∫
f d(P0 × P0)

]2
≤ 2

n2
E0

[
f(X1, X2)−

∫
f(X1, y) dP0(y)−

∫
f(x,X2) dP0(x)

]2
.

For the right hand side of previous display, we note that

E0

[
f(X1, X2)−

∫
f(X1, y) dP0(y)−

∫
f(x,X2) dP0(x)

]2
= E0[f(X1, X2)

2] + E0

[∫
f(X1, y) dP0(y)

]2
+ E0

[∫
f(x,X2) dP0(x)

]2
− 2E0

[∫
f(X1, y) dP0(y)

]2
− 2E0

[∫
f(x,X2) dP0(x)

]2
+ 2E0

[∫
f(X1, y) dP0(y)

] [∫
f(x,X2) dP0(x)

]
= E0[f(X1, X2)

2]− E0

[∫
f(X1, y) dP0(y)

]2
− E0

[∫
f(x,X2) dP0(x)

]2
+ 2[(P0 × P0)f ]

2

≤ E0[f(X1, X2)
2],

where the last inequality is because [(P0 × P0)f ]
2 ≤ E0

[∫
f(X1, y) dP0(y)

]2
and [(P0 × P0)f ]

2 ≤

E0

[∫
f(x,X2) dP0(x)

]2
by the Cauchy–Schwarz inequality. This implies E0

[
n−2

∑
i ̸=j V0(Xi, Xj)

]2
≲

n−2 ∥f∥2L2(P0×P0)
. ■
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Lemma E.3. If f : Rd ×Rd 7→ R satisfies f(x, y) = f(y, x) and f(x, x) = τf for all x, y ∈ Rd, then for

the empirical bootstrap P̂n = Pn, E0EW
[∫
f d[(Pn − P0)× (P∗

n − Pn)]
]2
≲ n−3τ2f +n

−3τf ∥f∥L1(P0×P0)
+

n−2 ∥f∥2L2(P0×P0)
.

Proof of Lemma E.3. For simplicity, we denote gn(y) :=
∫
f(x, y) d(Pn − P0)(x). We then have

∫
f d[(Pn − P0)× (P∗

n − Pn)] = (P∗
n − Pn)gn =

1

n

n∑
i=1

[gn(X
∗
i )− Pngn]

Since X∗
1 , . . . , X

∗
n

iid∼ Pn, EW [gn(X
∗
i )− Pngn][gn(X∗

j )− Pngn] = 0 for any i ̸= j, so

EW

[
1

n

n∑
i=1

[gn(X
∗
i )− Pngn]

]2
= EW

 1

n2

n∑
i,j

[gn(X
∗
i )− Pngn][gn(X∗

j )− Pngn]


= EW

 1

n2

n∑
i=j

[gn(X
∗
i )− Pngn][gn(X∗

j )− Pngn]


=

1

n
EW [gn(X

∗
i )− Pngn]2

=
1

n

[
Png2n − (Pngn)2

]
≤ 1

n
Png2n.

We then have

Png2n =
1

n3

∑
i,j,k

f(Xi, Xj)f(Xi, Xk)−
2

n2

∑
i,j

f(Xi, Xj)

[∫
f(x,Xj) dP0(x)

]

+
1

n

∑
i=1

[∫
f(x,Xj) dP0(x)

]2
.

(26)

By Lemma E.1, the expectation of the first term on the right-hand side of (26) is

E0

 1

n3

∑
i,j,k

f(Xi, Xj)f(Xi, Xk)


= E0

2τf
n3

∑
i ̸=j

f(Xi, Xj) +
1

n3

∑
i ̸=j

f(Xi, Xj)
2 +

τ2f
n2

+
1

n3

∑
i ̸=j,i̸=k,j ̸=k

f(Xi, Xj)f(Xi, Xk)


=

2(n− 1)τf
n2

E0 [f(X1, X2)] +
n− 1

n2
E0

[
f(X1, X2)

2
]
+
τ2f
n2

+
(n− 1)(n− 2)

n2
E0[f(X1, X2)f(X1, X3)].

103



The expectation of the second term on the right-hand side of (26) is

E0

 2

n2

∑
i,j

f(Xi, Xj)

[∫
f(x,Xj) dP0(x)

]
= E0

 2

n2

∑
i=j

f(Xi, Xj)

[∫
f(x,Xj) dP0(x)

]+ E0

 2

n2

∑
i ̸=j

f(Xi, Xj)

[∫
f(x,Xj) dP0(x)

]
=

2τf
n
E0 [f(X1, X2)] +

2(n− 1)

n
E0 [f(X1, X2)f(X1, X3)] .

The expectation of the third term on the right-hand side of (26) is

E0

 1

n

∑
j=1

[∫
f(x,Xj) dP0(x)

]2 = E0 [f(X1, X2)f(X1, X3)] .

Combining these calculations, we get

∣∣∣∣ 1nE0

(
Png2n

)∣∣∣∣ =
∣∣∣∣∣−2τf

n3
E0 [f(X1, X2)] +

n− 1

n3
E0

[
f(X1, X2)

2
]
+
τ2f
n3

− n− 2

n3
E0 [f(X1, X2)f(X1, X3)]

∣∣∣∣∣
≤

2τf
n3

E0|f(X1, X2)|+
1

n2
E0

[
f(X1, X2)

2
]
+
τ2f
n3

+
1

n2
E0|f(X1, X2)f(X1, X3)|

≤
2τf
n3

E0|f(X1, X2)|+
2

n2
E0

[
f(X1, X2)

2
]
+
τ2f
n3
,

where the last inequality is due to

E0|f(X1, X2)f(X1, X3)| = E0 {E0[|f(X1, X2)| | X1]E0[|f(X1, X3)| | X1]}

= E0

{
(E0[|f(X1, X2)| | X1])

2
}

≤ E0

{
E0

[
f(X1, X2)

2 | X1

]}
= E0

[
f(X1, X2)

2
]
.

The result follows. ■

Lemma E.4. If f : Rd×Rd 7→ R satisfies f(x, y) = f(y, x) and f(x, x) = τf ∈ R for all x, y ∈ Rd, then

for the empirical bootstrap P̂n = Pn,

E0EW

{∫
f d[(P∗

n − Pn)× (P∗
n − Pn)]− n−1τf

}2
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≲ n−3τ2f + n−3τf ∥f∥L1(P0×P0)
+ n−2 ∥f∥2L2(P0×P0)

+ n−3

∫ [∫
f(x, y) dP0(x)

]2
P0(y).

Proof of Lemma E.4. We define

Vn(x, y) :=

∫
f d [(δx − Pn)× (δy − Pn)]

= f(x, y)− 1

n

n∑
k=1

[f(x,Xk) + f(y,Xk)] +
1

n2

n∑
k,l=1

f(Xk, Xl).

By the law of total expectation, for any i ̸= j,

EW
[
Vn(X

∗
i , X

∗
j ) | X∗

j

]
= EW

f(X∗
i , X

∗
j )−

1

n

n∑
k=1

{
f(X∗

i , Xk) + f(X∗
j , Xk)

}
+

1

n2

n∑
k,l=1

f(Xk, Xl) | X∗
j


=

1

n

n∑
i=1

f(Xi, X
∗
j )−

1

n2

n∑
i,k=1

f(Xi, Xk)−
1

n

n∑
k=1

f(X∗
j , Xk) +

1

n2

n∑
k,l=1

f(Xk, Xl)

= 0.

Hence, EW [Vn(X
∗
i , X

∗
j )] = 0 for i ̸= j and EW [Vn(X

∗
i , X

∗
j )Vn(X

∗
i , X

∗
k)] = 0 for i ̸= j ̸= k.

By definition, we have

E0EW

{∫
f d[(P∗

n − Pn)× (P∗
n − Pn)]−

τf
n

}2

= E0EW

 1

n2

∑
i=j

Vn(X
∗
i , X

∗
j ) +

1

n2

∑
i ̸=j

Vn(X
∗
i , X

∗
j )−

τf
n


2

≲ E0EW

 1

n2

∑
i=j

Vn(X
∗
i , X

∗
j )−

τf
n


2

+ E0EW

 1

n2

∑
i ̸=j

Vn(X
∗
i , X

∗
j )


2

(27)

For the first term on the right-hand side of (27),

1

n2

∑
i=j

Vn(X
∗
i , X

∗
j )−

τf
n

=
1

n2

n∑
i=1

∫
f d[(δX∗

i
− Pn)× (δX∗

i
− Pn)]−

τf
n

= − 2

n

∫
f d(Pn × P∗

n) +
1

n

∫
f d(Pn × Pn)

= − 2

n

∫
f d[Pn × (P∗

n − Pn)]−
1

n

∫
f d(Pn × Pn)
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= − 2

n

∫
f d[(Pn − P0)× (P∗

n − Pn)]−
2

n

∫
f d[P0 × (P∗

n − Pn)]−
1

n

∫
f d(Pn × Pn).

Hence,

E0EW

 1

n2

∑
i=j

Vn(X
∗
i , X

∗
j )−

τf
n


2

≲ E0EW

{
1

n

∫
f d[(Pn − P0)× (P∗

n − Pn)]
}2

+ E0EW

{
1

n

∫
f d[P0 × (P∗

n − Pn)]
}2

+ E0

{
1

n

∫
f d(Pn × Pn)

}2

.

(28)

By Lemma E.3, the first term on the right-hand side of (28) is bounded up to a constant by n−5τ2f +

n−5τf ∥f∥L1(P0×P0)
+ n−4 ∥f∥2L2(P0×P0)

. For the second term on the right-hand side of (28),

E0EW

{
1

n

∫
f d[P0 × (P∗

n − Pn)]
}2

=
1

n3
E0

[
VarW

(∫
f(x,X∗

1 ) dP0(x)

)]
≤ 1

n3
E0

[
1

n

n∑
i=1

(∫
f(x,Xi) dP0(x)

)2
]

≤ 1

n3

∫ (∫
f(x, y) dP0(x)

)2

dP0(y).

For the last term on the right-hand side of (28), we have

E0

{
1

n

∫
f d(Pn × Pn)

}2

=
1

n2
E0

 1

n2

∑
i=j

f(Xi, Xj) +
1

n2

∑
i ̸=j

f(Xi, Xj)


2

=
1

n2
E0

τfn +
1

n2

∑
i ̸=j

f(Xi, Xj)


2

=
1

n2

 τ2f
n2

+
2τf
n3

E0

∑
i ̸=j

f(Xi, Xj) +
1

n4
E0

∑
i ̸=j

f(Xi, Xj)

2
≲
τ2f
n4

+
2τf
n3

E0f(X1, X2) +
1

n6
E0

∑
i ̸=j

f(Xi, Xj)

2

≤
τ2f
n4

+
2τf
n3

∥f∥L1(P0×P0)
+

1

n6
E0

∑
i ̸=j

f(Xi, Xj)

2

.
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By Lemma E.1, we note that

E0

∑
i ̸=j

f(Xi, Xj)

2

= E0

4 ∑
i ̸=j,j ̸=k,k ̸=i

f(Xi, Xj)f(Xi, Xk) + 2
∑
i ̸=j

f(Xi, Xj)
2

+
∑

i ̸=j,i̸=k,i̸=l
j ̸=k,j ̸=l,k ̸=l

f(Xi, Xj)f(Xk, Xl)


≲ n3E0f(X1, X2)f(X1, X3) + n2E0f(X1, X2)

2 + n4[E0f(X1, X2)]
2

≤ n3
∫ (∫

f(x, y) dP0(x)

)2

dP0(y) + n2 ∥f∥2L2(P0×P0)
+ n4 ∥f∥2L1(P0×P0)

.

Combining these calculations, we get

E0

{
1

n

∫
f d(Pn × Pn)

}2

≲
τ2f
n4

+
τf
n3

∥f∥L1(P0×P0)
+

1

n2
∥f∥2L1(P0×P0)

+
1

n4
∥f∥2L2(P0×P0)

+
1

n3

∫ (∫
f(x, y) dP0(x)

)2

dP0(y).

Therefore,

E0EW

 1

n2

∑
i=j

Vn(X
∗
i , X

∗
j )−

τf
n


2

≲ τ2fn
−4 + n−3τf ∥f∥L1(P0×P0)

+ n−2 ∥f∥2L1(P0×P0)

+ n−4 ∥f∥2L2(P0×P0)
+ n−3

∫ (∫
f(x, y) dP0(x)

)2

dP0(y).

For the second term on the right-hand side of (27), by Lemma E.1 and the properties of Vn derived

above,

EW

 1

n2

∑
i ̸=j

Vn(X
∗
i , X

∗
j )

2

= EW

 4

n4

∑
i ̸=j,j ̸=k,k ̸=i

Vn(X
∗
i , X

∗
j )Vn(X

∗
i , X

∗
k) +

2

n4

∑
i ̸=j

Vn(X
∗
i , X

∗
j )

2

+
1

n4

∑
i ̸=j,i̸=k,i̸=l
j ̸=k,j ̸=l,k ̸=l

Vn(X
∗
i , X

∗
j )Vn(X

∗
k , X

∗
l )


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= EW

 2

n4

∑
i ̸=j

Vn(X
∗
i , X

∗
j )

2


≤ 2

n2
EW

[
Vn(X

∗
1 , X

∗
2 )

2
]

=
2

n2
EW

[
f(X∗

1 , X
∗
2 )−

∫
f(X∗

1 , y) dPn(y)−
∫
f(x,X∗

2 ) dPn(x) + (Pn × Pn)f
]2

=
2

n2
EW

[
f(X∗

1 , X
∗
2 )−

∫
f(X∗

1 , y) dPn(y)−
∫
f(x,X∗

2 ) dPn(x)
]2

− 2

n2
[(Pn × Pn)f ]2

≤ 2

n2
EW

[
f(X∗

1 , X
∗
2 )−

∫
f(X∗

1 , y) dPn(y)−
∫
f(x,X∗

2 ) dPn(x)
]2
.

Note that

EW

[
f(X∗

1 , X
∗
2 )−

∫
f(X∗

1 , y) dPn(y)−
∫
f(x,X∗

2 ) dPn(x)
]2

= EW

{
f(X∗

1 , X
∗
2 )

2 +

[∫
f(X∗

1 , y) dPn(y)
]2

+

[∫
f(x,X∗

2 ) dPn(x)
]2

− 2f(X∗
1 , X

∗
2 )

[∫
f(X∗

1 , y) dPn(y)
]
− 2f(X∗

1 , X
∗
2 )

[∫
f(x,X∗

2 ) dPn(x)
]

+2

[∫
f(X∗

1 , y) dPn(y)
] [∫

f(x,X∗
2 ) dPn(x)

]}
= EW

{
f(X∗

1 , X
∗
2 )

2 −
[∫

f(X∗
1 , y) dPn(y)

]2
−
[∫

f(x,X∗
2 ) dPn(x)

]2
+ 2

[∫
f d(Pn × Pn)

]2}

≤
∫
f2 d(Pn × Pn),

where the last inequality is because
[
n−2

∑
i,j f(Xi, Xj)

]2
≤ n−1

∑
j

[
n−1

∑
i f(Xi, Xj)

]2
by Jensen’s

inequality. Hence,

E0EW

 1

n2

∑
i ̸=j

Vn(X
∗
i , X

∗
j )

2

≤ 2

n2
E0

∫
f2 d(Pn × Pn)

=
2

n2
E0

 1

n2

∑
i=j

f(Xi, Xj)
2 +

1

n2

∑
i ̸=j

f(Xi, Xj)
2


≲
τ2f
n3

+
1

n2

∫
f2 d(P0 × P0),

and the result follows. ■

In the next few results, we assume that K : Rd → R is a kernel function satisfying K(−x) = K(x)

108



for all x ∈ Rd,
∫
K(x) dx = 1, and

∫
K(x)2 dx < ∞. Notably, K need not be non-negative or have

compact support. We also let h = hn > 0 be a sequence of bandwidths. For simplicity, we assume the

bandwidth matrix is hId, though the results can be extended to more general bandwidth matrices. For

some results, we require thatK is anmth order kernel function, by which we mean that
∫
zαK(z) dz = 0

for all α such that 1 ≤ |α| ≤ m− 1 and
∫
|zαK(z)|dz <∞ for all α such that |α| = m.

As in the main text, we define Kh(x, y) := h−dK
(
h−1(x− y)

)
for x, y ∈ Rd. We define the functions

f1 and f2 from Rd to R, each depending on K and h, as f1 : (x, y) 7→ Kh(x, y) and f2 : (x, y) 7→∫
Kh(x, z)Kh(y, z) dz.

Corollary E.5. If P0 possesses uniformly bounded Lebesgue density function η0, then
∫
f d[(Pn−P0)×

(P∗
n − Pn)] = oP ∗

W
(n−1/2) for each f ∈ {f1, f2}. If in addition nhd −→ ∞, then

∫
f d[(Pn − P0)× (Pn −

P0)] = n−1τf + oP ∗
0
(n−1/2) and

∫
f d[(P∗

n − Pn)× (P∗
n − Pn)] = n−1τf + oP ∗

W
(n−1/2).

Proof of Corollary E.5. We first show that ∥f∥L1(P0×P0)
= O(1),

∫ {∫
f(x, y) dP0(x)

}2
dP0(y) =

O(1), and ∥f∥L2(P0×P0)
= O(h−d/2) for each f ∈ {f1, f2}. Note that

∥f1∥L1(P0×P0)
=

∫∫
1

hd

∣∣∣∣K (x− y

h

)∣∣∣∣ dP0(x) dP0(y)

=

∫∫
|K(s)| η0(sh+ y) dsdP0(y)

≲
∫

|K(s)| ds ≤ ∥K∥L2(λ) <∞, and

∥f2∥L1(P0×P0)
=

∫∫
1

h2d

∣∣∣∣∫ K

(
x− z

h

)
K

(
y − z

h

)
dz

∣∣∣∣ dP0(x) dP0(y)

≤
∫∫

|K (s)K (t)|
[∫

η0(z + hs)η0(z + ht) dz

]
ds dt

≲

[∫
|K (s)| ds

]2
≤ ∥K∥2L2(λ)

<∞.

Next,

∫ [∫
f1(x, y) dP0(x)

]2
dP0(y) =

∫ [
1

hd

∫
K

(
x− y

h

)
dP0(x)

]2
dP0(y)

=

∫ [∫
K (s) η0(sh+ y) ds

]2
dP0(y)

≲ ∥K∥2L2(λ)
<∞, and∫ [∫

f2(x, y) dP0(x)

]2
dP0(y) =

∫ [
1

h2d

∫∫
K

(
x− z

h

)
K

(
y − z

h

)
dz dP0(x)

]2
dP0(y)
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≤
∫ [∫∫

K (s)K (t) η0(y − ht+ hs) ds dt

]2
dP0(y)

≲ ∥K∥2L2(λ)
<∞.

Similarly,

∥f1∥2L2(P0×P0)
=

1

h2d

∫∫
K2

(
x− y

h

)
dP0(x) dP0(y)

=
1

hd

∫∫
K2 (s) η0(sh+ y) dsdP0(y)

≲
1

hd
∥K∥2L2(λ)

,

and

∥f2∥2L2(P0×P0)
=

∫∫ [
1

h2d

∫
K

(
x− z

h

)
K

(
y − z

h

)
dz

]2
dP0(x) dP0(y)

=
1

h4d

∫∫∫∫
K

(
x− z

h

)
K

(
y − z

h

)
K

(
x− w

h

)
K

(
y − w

h

)
dz dw dP0(x) dP0(y)

=
1

h2d

∫∫∫∫
K (s)K

(
s+

y − x

h

)
K (t)K

(
t+

y − x

h

)
ds dt dP0(x) dP0(y)

=
1

hd

∫∫∫∫
K (s)K (r)K (t)K (t+ r − s) η0(y − h(r − s)) ds dtdr dP0(y)

≲
1

hd

∫∫∫
|K (s)K (r)K (t)K (t+ r − s)| ds dtdr

≤ 1

hd

∫∫
|K (s)K (r)|

[∫
K2 (t) dt

]1/2 [∫
K2 (t+ r − s) dt

]1/2
ds dr

=
1

hd

[∫
|K (s)| ds

]2 [∫
K2 (t) dt

]
≤ 1

hd
∥K∥4L2(λ)

,

which implies that ∥f∥L2(P0×P0)
= O(h−d/2) for each f ∈ {f1, f2} as claimed.

We note that f(x, y) = f(y, x) for each f ∈ {f1, f2} because K(−u) = K(u) by assumption, and

τf1 = h−dK(0) and τf2 = h−d
∫
K2(u) du for all x ∈ Rd, which are both O(h−d). Hence, using the

results above, by Lemma E.3, for each f ∈ {f1, f2},

E0EW

{∫
f d[(Pn − P0)× (P∗

n − Pn)]
}2

≲ h−2dn−3 + h−dn−3 ∥f∥L1(P0×P0)
+ n−2 ∥f∥2L2(P0×P0)

≲ h−2dn−3 + h−dn−3 + n−2h−d
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≲ n−1(nhd)−2 + n−1(nhd)−1,

which is o(n−1) if nhd −→ ∞. This implies that
∫
f d[(Pn−P0)×(P∗

n−Pn)] = oP ∗
W
(n−1/2) if nhd −→ ∞.

Since
∫ [∫

f(x, y) dP0(x)
]2

dP0(y) = O(1), by Lemma E.2, we have

E0

{∫
f d[(Pn − P0)× (Pn − P0)]− n−1τf

}2

≲ n−3

∫ [∫
f(x, y) dP0(x)

]2
dP0(y) + n−2 ∥f∥2L2(P0×P0)

≲ n−3 + n−1(nhd)−1,

which is o(n−1) if nhd −→ ∞. This implies that
∫
f d[(Pn − P0)× (Pn − P0)] = n−1τf + oP ∗

W
(n−1/2) if

nhd −→ ∞. Since
∫ [∫

f(x, y) dP0(x)
]2

dP0(y) = O(1), by Lemma E.4, we have

E0EW

{∫
f d[(P∗

n − Pn)× (P∗
n − Pn)]− n−1τf

}2

≲ n−3τ2f + n−3τf ∥f∥L1(P0×P0)
+ n−2 ∥f∥2L2(P0×P0)

+ n−3

∫ [∫
f(x, y) dP0(x)

]2
dP0(y)

≲ n−3h−2d + n−3h−d + n−2h−d + n−3,

which is o(n−1) if nhd −→ ∞. This implies that
∫
f d[(P∗

n − Pn)× (P∗
n − Pn)] = n−1τf + oP ∗

W
(n−1/2) if

nhd −→ ∞. ■

Lemma E.6. Suppose that the density function η0 of P0 is m-times continuously differentiable with∫
[(Dαη0)(x)]

2 dx < ∞ for all α such that |α| = m, and K is an mth order kernel. Then for each

f ∈ {f1, f2}

∫ [∫
f(x, y) dP0(y)− η0(x)

]2
dx = O(h2m).

If in addition supx∈Rd |Dαη0(x)| <∞, then supx∈Rd

∣∣∫ f(x, y) dP0(y)− η0(x)
∣∣ = O(hm).

Proof of Lemma E.6. Since η0 is m-times continuously differentiable, for all u, a Taylor expansion

with the Laplacian representation of the remainder gives

η0(x+ u)− η0(x)

=
∑

1≤|α|≤m−1

1

α!
uα(Dαη0)(x) +

∑
|α|=m

m

α!
uα
∫ 1

0
(1− r)m−1(Dαη0)(x+ ru) dr.

(29)
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Hence, for f = f1 and any x ∈ Rd, we have

∫
f1(x, y) dP0(y)− η0(x) =

∫
1

hd
K

(
x− y

h

)
η0(y) dy − η0(x)

=

∫
K(s)[η0(x+ hs)− η0(x)] ds

=
∑

1≤|α|≤m−1

1

α!
h|α|

∫
sαK(s) ds(Dαη0)(x)

+
∑

|α|=m

m

α!
h|α|

∫∫ 1

0
sαK(s)(1− r)m−1(Dαη0)(x+ rhs) dr ds.

Since K is an mth order kernel function, the first term on the right hand size is zero. Defining

H(x, s, α) :=
∫ 1
0 (1− r)m−1(Dαη0)(x+ rhs) dr, we then have

∫ [∫
f1(x, y) dP0(y)− η0(x)

]2
dx

=

∫  ∑
|α|=m

m

α!
h|α|

∫
sαK(s)H(x, s, α) ds

2

dx

=
∑

|α|,|β|=m

m2

α!β!
h|α|h|β|

∫∫∫
sαtβK(s)K(t)H(x, s, α)H(x, t, β) ds dtdx

≤
∑

|α|,|β|=m

m2

α!β!
h2m

∫∫ ∣∣∣sαtβK(s)K(t)
∣∣∣ [∫ H(x, s, α)2 dx

]1/2 [∫
H(x, t, β)2 dx

]1/2
dsdt.

By the Cauchy–Schwarz inequality, we have

∫
H(x, s, α)2 dx =

∫ [∫ 1

0
(1− r)m−1(Dαη0)(x+ rhs) dr

]2
dx

≤
∫ [∫ 1

0
(1− r)2(m−1) dr

] [∫ 1

0
(Dαη0)(x+ rhs)2 dr

]
dx

≤
∫∫ 1

0
(Dαη0)(x+ rhs)2 dr dx

=

∫
[(Dαη0)(x)]

2 dx,

which is finite by assumption. Hence,

∫ [∫
f1(x, y) dP0(y)− η0(x)

]2
dx ≲ h2m

∑
|α|,|β|=m

∫∫ ∣∣∣sαtβK(s)K(t)
∣∣∣ ds dt
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= h2m

 ∑
|α|=m

∫
|sαK(s)| ds

2

= O(h2m).

If Dαη0 is uniformly bounded, then

∣∣∣∣∫ f1(x, y) dP0(y)− η0(x)

∣∣∣∣
=

∣∣∣∣∣∣
∑

|α|=m

m

α!
h|α|

∫∫ 1

0
sαK(s)(1− r)m−1(Dαη0)(x+ rhs) dr ds

∣∣∣∣∣∣
≤ ∥Dαη0∥∞

∑
|α|=m

mhm

α!

∫
|sαK(s)|

[∫ 1

0
(1− r)m−1 dr

]
ds

= ∥Dαη0∥∞
∑

|α|=m

hm

α!

∫
|sαK(s)|ds,

which is independent of x and order of hm.

For f = f2, we have

∫
f2(x, y) dP0(y)− η0(x)

=

∫∫
1

h2d
K

(
x− z

h

)
K

(
y − z

h

)
dz dP0(y)− η0(x)

=

∫∫
1

hd
K (s)K

(
s+

y − x

h

)
dsdP0(y)− η0(x)

=

∫∫
K(s)K(t)η0(x+ h(t− s)) ds dt− η0(x)

=

∫∫
K(s)K(t)[η0(x+ h(t− s))− η0(x)] ds dt

=
∑

1≤|α|≤m−1

1

α!
h|α|

∫∫
(t− s)αK(s)K(t) dsdt(Dαη0)(x)

+
∑

|α|=m

m

α!
h|α|

∫∫∫ 1

0
(t− s)αK(s)K(t)(1− r)m−1(Dαη0)(x+ rh(t− s)) dr ds dt,

where the first term on the right hand size is zero because K is an mth order kernel function. Hence,

we have

∫ [∫
f2(x, y) dP0(y)− η0(x)

]2
dx

=

∫  ∑
|α|=m

m

α!
h|α|

∫∫
(t− s)αK(s)K(t)H(x, s− t, α) ds dt

2

dx
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=
∑

|α|,|β|=m

m2

α!β!
h|α|h|β|

∫∫∫∫
(t− s)α(t′ − s′)βK(s)K(s′)K(t)K(t′)

×
[∫

H(x, s− t, α)H(x, s′ − t′, β) dx

]
ds dtds′ dt′

≲
∑

|α|,|β|=m

h2m
∫∫∫∫ ∣∣∣(t− s)α(t′ − s′)βK(s)K(s′)K(t)K(t′)

∣∣∣
×
[∫

H(x, s− t, α)2 dx

]1/2 [∫
H(x, s′ − t′, β)2 dx

]1/2
ds dtds′ dt′

≲ h2m

 ∑
|α|=m

∫∫
|(t− s)αK(s)K(t)| dsdt

2

≲ h2m

 ∑
|α|=m

∫∫ ∣∣∣∣∣∣
d∏
i=1

 αi∑
ki=0

tkii s
αi−ki
i

K(s)K(t)

∣∣∣∣∣∣ ds dt
2

≤ h2m

 ∑
|α|=m

∫∫ ∣∣∣∣∣∣∣∣
∑

0≤β≤α
0≤γ≤α

tβsγK(s)K(t)

∣∣∣∣∣∣∣∣ ds dt

2

≤ h2m

 ∑
0≤|β|≤m
0≤|γ|≤m

∫∫ ∣∣∣tβsγK(s)K(t)
∣∣∣ ds dt


2

= h2m

 ∑
0≤|β|≤m

∫ ∣∣∣tβK(t)
∣∣∣ dt

4

,

which is O(h2m) because
∑

|β|=m
∫ ∣∣tβK(t)

∣∣ dt <∞ by assumption, and for any 0 ≤ β < m there exists

α with |α| = m such that

∫ ∣∣∣tβK(t)
∣∣∣ dt = ∫

[−1,1]d

∣∣∣tβK(t)
∣∣∣ dt+ ∫

Rd\[−1,1]d

∣∣∣tβK(t)
∣∣∣ dt

≤
∫

|K(t)| dt+
∫

|tαK(t)| dt,

which is finite by assumption.

If Dαη0 is uniformly bounded, then

∣∣∣∣∫ f2(x, y) dP0(y)− η0(x)

∣∣∣∣
≤ ∥Dαη0∥∞

∑
|α|=m

m

α!
h|α|

∫∫
|(t− s)αK(s)K(t)| ds dt

∫ 1

0
(1− r)m−1 dr
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= ∥Dαη0∥∞
∑

|α|=m

hm

α!

∫∫
|(t− s)αK(s)K(t)| ds dt.

We showed the integral in the final expression is finite above, so the expression is independent of x and

order of hm. ■

We now consider kernel density estimators ηn and η∗n with common bandwidth h and kernel K, i.e.

ηn(x) = n−1
∑n

i=1Kh(x,Xi) and η
∗
n(x) = n−1

∑n
i=1Kh(x,X

∗
i ).

Lemma E.7. Suppose that the density function η0 of P0 is uniformly bounded and m-times continuously

differentiable with
∫
[(Dαη0)(x)]

2 dx < ∞ for all α such that |α| = m and K is an m-th order kernel

function. Then (Pn−P0)(η
∗
n− ηn) = oP ∗

W
(n−1/2). If in addition nhd −→ ∞ holds, then (P∗

n−Pn)(η∗n−

η0)− (Pn − P0)(ηn − η0) = oP ∗
W
(n−1/2).

Proof of Lemma E.7. To show the first statement, we note that

(Pn − P0)(η
∗
n − ηn) =

∫
Kh d[(P∗

n − Pn)× (Pn − P0)],

which is oP ∗
W
(n−1/2) by Corollary E.5 with f = f1.

To show the second statement, by adding and subtracting terms and defining η0,h(x) =
∫
Kh(x, y) dP0(y),

we have

(P∗
n − Pn)(η∗n − η0)− (Pn − P0)(ηn − η0)

= (P∗
n − Pn)(η∗n − ηn) + (P∗

n − Pn)(ηn − η0,h) + (P∗
n − Pn)(η0,h − η0)− (Pn − P0)(ηn − η0,h)

− (Pn − P0)(η0,h − η0)

=

∫
Kh d[(P∗

n − Pn)× (P∗
n − Pn)] +

∫
Kh d[(Pn − P0)× (P∗

n − Pn)]

+

∫
[Kh(x, y)− η0(x)] d(P∗

n − Pn)(x) dP0(y)]−
∫
Kh d[(Pn − P0)× (Pn − P0)]

−
∫
[Kh(x, y)− η0(x)] d(Pn − P0)(x) dP0(y)].

By Corollary E.5 with f = f1,

∫
Kh d[(Pn − P0)× (P∗

n − Pn)] = oP ∗
W
(n−1/2),
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and if nhd −→ 0, then

∫
Kh d[(P∗

n − Pn)× (P∗
n − Pn)]−

∫
Kh d[(Pn − P0)× (Pn − P0)] = oP ∗

W
(n−1/2).

Finally, we write

∫
[Kh(x, y)− η0(x)] d(Pn − P0)(x) dP0(y)] = (Pn − P0)gh, and∫
[Kh(x, y)− η0(x)] d(P∗

n − Pn)(x) dP0(y)] = (P∗
n − Pn)gh

for gh(x) :=
∫
[Kh(x, y)− η0(x)] dP0(y). As in the proofs of Lemma E.3 and Lemma E.4, we have

E0 [(Pn − P0)gh]
2 ≤ n−1∥gh∥2L2(P0)

, and

E0EW [(P∗
n − Pn)gh]2 ≤ n−1E0∥gh∥2L2(Pn)

= n−1∥gh∥2L2(P0)
.

Since
∫
gh(x)

2 dx = O(h2m) by Lemma E.6, we have ∥gh∥2L2(P0)
−→ 0 as long as h −→ 0 and P0 possesses

uniformly bounded density. This implies that
∫
[Kh(x, y) − η0(x)] d(Pn − P0)(x) dP0(y)] = oP ∗

0
(n−1/2)

and
∫
[Kh(x, y)− η0(x)] d(P∗

n − Pn)(x) dP0(y)] = oP ∗
W
(n−1/2). ■

Lemma E.8. Suppose that the density function η0 of P0 is uniformly bounded and m-times continuously

differentiable with
∫
[(Dαη0)(x)]

2 dx < ∞ for all α such that |α| = m and K is an m-th order kernel

function. If nhd −→ ∞ and nh4m −→ 0, then 2
∫
[ηn(x)−η0(x)]2 dx−

∫
[η∗n(x)−η0(x)]2 dx = oP ∗

W
(n−1/2)

holds for the empirical bootstrap.

Proof of Lemma E.8. Recall that f1(x, y) := Kh (x, y) and f2(x, y) :=
∫
Kh(x, z)Kh(y, z) dz. We

denote η0,h(x) :=
∫
Kh (x, y) dP0(y) for simplicity. We then note that

∫
η2n =

∫
f2 d(Pn × Pn),

∫
η∗2n =

∫
f2 d(P∗

n × P∗
n),

∫
η20,h =

∫
f2 d(P0 × P0)∫

η∗nηn =

∫
f2 d(P∗

n × Pn),
∫
η∗nη0,h =

∫
f2 d(P∗

n × P0),

∫
ηnη0,h =

∫
f2 d(Pn × P0).

Hence, by adding and subtracting term, we have

∫
(η∗n − η0)

2 − 2

∫
(ηn − η0)

2

116



=

∫
(η∗n − ηn + ηn − η0,h + η0,h − η0)

2 − 2

∫
(ηn − η0,h + η0,h − η0)

2

=

∫
(η∗n − ηn)

2 −
∫

(ηn − η0,h)
2 −

∫
(η0,h − η0)

2 + 2

∫
(η∗n − ηn) (ηn − η0,h)

+ 2

∫
(η∗n − ηn) (η0,h − η0)− 2

∫
(ηn − η0,h) (η0,h − η0)

=

∫
f2 d[(P∗

n − Pn)× (P∗
n − Pn)]−

∫
f2 d[(Pn − P0)× (Pn − P0)]−

∫
(η0,h − η0)

2

+ 2

∫
f2 d[(P∗

n − Pn)× (Pn − P0)] + 2

∫
[f2(x, y)− η0,h(x)] d(P∗

n − Pn)(x) dP0(y)

− 2

∫
[f2(x, y)− η0,h(x)] d(Pn − P0)(x) dP0(y).

By Corollary E.5, 2
∫
f2 d[(P∗

n − Pn)× (Pn − P0)] = oP ∗
W
(n−1/2), and if nhd −→ 0, then

∫
f2 d[(P∗

n − Pn)× (P∗
n − Pn)]−

∫
f2 d[(Pn − P0)× (Pn − P0)] = oP ∗

W
(n−1/2).

By Lemma E.6, the third term on the right is O(h2m), which is o(n−1/2) if nh4m −→ 0. Finally, we

write

∫
[f2(x, y)− η0,h(x)] d(Pn − P0)(x) dP0(y) = (Pn − P0)gh, and∫
[f2(x, y)− η0,h(x)] d(P∗

n − Pn)(x) dP0(y) = (P∗
n − Pn)gh

for gh(x) :=
∫
[f2(x, y)− η0,h(x)] dP0(y) =

∫
[f2(x, y)− f1(x, y)] dP0(y). As in the proofs of Lemma E.3

and Lemma E.4, we have

E0 [(Pn − P0)gh]
2 ≤ n−1∥gh∥2L2(P0)

, and

E0EW [(P∗
n − Pn)gh]2 ≤ n−1E0∥gh∥2L2(Pn)

= n−1∥gh∥2L2(P0)
.

By Lemma E.6, we have

∫ {∫
[f2(x, y)− f1(x, y)] dP0(y)

}2

dx

≤ 2

∫ {∫
f2(x, y) dP0(y)− η0(x)

}2

dx+ 2

∫ {∫
f1(x, y) dP0(y)− η0(x)

}2

dx = O(h2m).

This implies ∥gh∥2L2(P0)
= O(h2m) = o(n−1/2) since nh4m −→ 0 and P0 possesses uniformly bounded

density. Hence,
∫
[f2(x, y)− η0,h(x)] d(Pn−P0)(x) dP0(y) = oP ∗

0
(n−3/4) and

∫
[f2(x, y)− η0,h(x)] d(P∗

n−
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Pn)(x) dP0(y) = oP ∗
W
(n−3/4). ■

Lemma E.9. Suppose that the density function η0 of P0 is uniformly bounded and m-times continuously

differentiable with
∫
[(Dαη0)(x)]

2 dx < ∞ for all α such that |α| = m and K is an m-th order kernel

function. If nhd −→ ∞ and nh2m −→ 0, then 2Pnϕn − P∗
nϕ

∗
n = oPW

(n−1/2) holds for the empirical

bootstrap.

Proof of Lemma E.9. Recall that f1(x, y) := Kh (x, y) and f2(x, y) :=
∫
Kh(x, z)Kh(y, z) dz. We

define f3 := f1 − f2. We then have

Pnϕn = 2

∫
f3 d(Pn × Pn), and P∗

nϕ
∗
n = 2

∫
f3 d(P∗

n × P∗
n).

Hence, by adding and subtracting terms,

(P∗
nϕ

∗
n − 2Pnϕn) /2

=

∫
f3 d[(P∗

n − Pn + Pn − P0 + P0)× (P∗
n − Pn + Pn − P0 + P0)]

− 2

∫
f3 d[(Pn − P0 + P0)× (Pn − P0 + P0)]

=

∫
f3 d[(P∗

n − Pn)× (P∗
n − Pn)]−

∫
f3 d[(Pn − P0)× (Pn − P0)]−

∫
f3 d(P0 × P0)

+ 2

∫
f3 d[(P∗

n − Pn)× (Pn − P0)] + 2

∫
f3 d[(P∗

n − Pn)× P0]

− 2

∫
f3 d[(Pn − P0)× P0].

By Corollary E.5,

∫
f3 d[(P∗

n−Pn)×(Pn−P0)] =

∫
f1 d[(P∗

n−Pn)×(Pn−P0)]−
∫
f2 d[(P∗

n−Pn)×(Pn−P0)] = oP ∗
W
(n−1/2)

and if nhd −→ 0, then

∫
f3 d[(P∗

n − Pn)× (P∗
n − Pn)]−

∫
f3 d[(Pn − P0)× (Pn − P0)]

=

{∫
f1 d[(P∗

n − Pn)× (P∗
n − Pn)]−

∫
f1 d[(Pn − P0)× (Pn − P0)]

}
−
{∫

f2 d[(P∗
n − Pn)× (P∗

n − Pn)]−
∫
f2 d[(Pn − P0)× (Pn − P0)]

}
= oP ∗

W
(n−1/2).
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Finally, we define gh(x) :=
∫
f3(x, y) dP0(y). As in the proofs of Lemma E.3 and Lemma E.4, we have

E0 [(Pn − P0)gh]
2 ≤ n−1 ∥gh∥2L2(P0)

, and

E0EW [(P∗
n − Pn)gh]2 ≤ n−1E0∥gh∥2L2(Pn)

= n−1∥gh∥2L2(P0)
.

By Lemma E.6, we have

∫
gh(x)

2 dx =

∫ {∫
[f1(x, y)− f2(x, y)] dP0(y)

}2

dx

≤ 2

∫ {∫
f1(x, y) dP0(y)− η0(x)

}2

dx+ 2

∫ {∫
f2(x, y) dP0(y)− η0(x)

}2

dx,

(30)

which is O(h2m). This implies that (Pn−P0)gh and (P∗
n−Pn)gh are oP ∗

0
(n−1) and oP ∗

W
(n−1), respectively,

since nh2m −→ 0 and P0 possesses uniformly bounded density. Finally, (30) also implies that
∫
f3 d(P0×

P0) = O(hm) = o(n−1/2) since nh2m −→ 0. ■

Supplement F Lemmas supporting the proof of Proposition 5.5

For any f : Rd × Rd 7→ R, we define

G[f ](x, y) :=

∫∫
f(s, t)Kh(s, x)Kh(t, y) ds dt =

∫∫
f(x+ hu, y + hv)K(u)K(v) dudv.

If f is symmetric, which is the case for f ∈ {f1, f2}, then G[f ] is symmetric as well. If f(x+ c, y+ c) =

f(x, y) holds for any c ∈ Rd, which is also the case for f ∈ {f1, f2}, then

G[f ](x, x) =

∫∫
f(x+ hu, x+ hv)K(u)K(v) du dv =

∫∫
f(hu, hv)K(u)K(v) dudv,

which does not depend on x. For simplicity, we denote τG[f ] = G[f ](x, x) for any x ∈ Rd.

Lemma F.1. Suppose that P0 possesses uniformly bounded density. If f : Rd×Rd 7→ R satisfies f(x+

c, y + c) = f(x, y) ∈ R for all x, y, c ∈ Rd, and
∫
[K(x)]2 dx < ∞, then ∥G[f ]∥L1(P0×P0)

≲ ∥f∥L1(λ×P0)
,

∥G[f ]∥L2(P0×P0)
≲ ∥f∥L2(λ×P0)

, and
∫ [∫

G[f ](x, y) dP0(x)
]2

dP0(y) ≲
∫ [∫

|f(x, y)|dx
]2

dP0(y), where

the constants depend on K and P0. For f ∈ {f1, f2}, ∥f∥L1(λ×P0)
= O(1), ∥f∥2L2(λ×ν) = O(ν(Rd)h−d),

and
∫ [∫

|f(x, y)| dx
]2

dν(y) ≲ ν(Rd) for a constant only depending on K and any finite measure ν.

Proof of Lemma F.1. By the property of f , the boundedness of the density of P0, and the assumption
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that
∫
K2 <∞,

∥G[f ]∥L1(P0×P0)
=

∫∫
|G[f ](x, y)| dP0(x) dP0(y)

=

∫∫ ∣∣∣∣∫∫ f(x+ sh, y + th)K(s)K(t) ds dt

∣∣∣∣ dP0(x) dP0(y)

≤
∫∫ [∫∫

|f(x+ sh, y + th)| dP0(x) dP0(y)

]
|K(s)K(t)| ds dt

=

∫∫ [∫∫
|f(x+ sh− th, y)| dP0(x) dP0(y)

]
|K(s)K(t)| ds dt

≲
∫∫ [∫∫ ∣∣f(x′, y)∣∣ dx′ dP0(y)

]
|K(s)K(t)| ds dt

= ∥f∥L1(λ×P0)

[∫
|K(s)| ds

]2
≤ ∥f∥L1(λ×P0)

∫
[K(s)]2 ds

≲ ∥f∥L1(λ×P0)
.

Similarly,

∥G[f ]∥2L2(P0×P0)
=

∫∫
|G[f ](x, y)|2 dP0(x) dP0(y)

=

∫∫ ∣∣∣∣∫∫ f(x+ sh, y + th)K(s)K(t) dsdt

∣∣∣∣2 dP0(x) dP0(y)

≤
∫∫ [∫∫

|f(x+ sh, y + th)K(s)K(t)|2 dP0(x) dP0(y)

]
dsdt

=

∫∫ [∫∫
|f(x+ sh− th, y)|2 dP0(x) dP0(y)

]
[K(s)K(t)]2 ds dt

≲
∫∫ [∫∫ ∣∣f(x′, y)∣∣2 dx′ dP0(y)

]
[K(s)K(t)]2 dsdt

= ∥f∥2L2(λ×P0)

[∫
{K(s)}2 ds

]2
≲ ∥f∥2L2(λ×P0)

.

Finally,

∫ [∫
G[f ](x, y) dP0(x)

]2
dP0(y) =

∫ [∫∫∫
f(x+ sh, y + th)K(s)K(t) ds dt dP0(x)

]2
dP0(y)

≤
∫∫ {∫ [∫

f(x+ sh, y + th) dP0(x)

]2
dP0(y)

}
[K(s)K(t)]2 dsdt
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=

∫∫ {∫ [∫
f(x+ sh− th, y) dP0(x)

]2
dP0(y)

}
[K(s)K(t)]2 ds dt

≲
∫∫ {∫ [∫

|f(x+ sh− th, y)|dx
]2

dP0(y)

}
[K(s)K(t)]2 ds dt

=

{∫ [∫
|f(x′, y)| dx′

]2
dP0(y)

}{∫∫
[K(s)K(t)]2 dsdt

}
≲
∫ [∫

|f(x′, y)| dx′
]2

dP0(y).

Next, we note that

∥f1∥L1(λ×P0)
=

∫∫
1

hd

∣∣∣∣K (x− y

h

)∣∣∣∣ dx dP0(y)

=

∫∫ ∣∣K(x′)
∣∣ dx′ dP0(y)

=

∫ ∣∣K(x′)
∣∣ dx′, and

∥f2∥L1(λ×P0)
=

∫∫
1

h2d

∣∣∣∣∫ K

(
x− z

h

)
K

(
y − z

h

)
dz

∣∣∣∣ dx dP0(y)

≤
∫∫ ∣∣K (x′)K (y′)∣∣ [∫ η0(z + hy′) dz

]
dx′ dy′

=

[∫ ∣∣K (x′)∣∣ dx′]2 .
Both of these are finite constants depending only on K. Next,

∫ [∫
|f1(x, y)|dx

]2
dν(y) =

∫ [
1

hd

∫ ∣∣∣∣K (x− y

h

)∣∣∣∣ dx]2 dν(y)

=

∫ [∫ ∣∣K (x′)∣∣ dx′]2 dν(y)

=

[∫ ∣∣K (x′)∣∣ dx′]2 ν(Rd), and∫ [∫
|f2(x, y)| dx

]2
dν(y) =

∫ [∫ ∣∣∣∣ 1

h2d

∫
K

(
x− z

h

)
K

(
y − z

h

)
dz

∣∣∣∣ dx]2 dν(y)

≤
∫ [

1

h2d

∫∫ ∣∣∣∣K (x− z

h

)
K

(
y − z

h

)∣∣∣∣ dz dx]2 dν(y)

=

∫ [∫∫ ∣∣K (x′)K (z′)∣∣ dx′ dz′]2 dν(y)

=

[∫ ∣∣K (x′)∣∣ dx′]4 ν(Rd).
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Similarly,

∥f1∥2L2(λ×ν) =
1

h2d

∫∫ [
K

(
x− y

h

)]2
dx dν(y)

=
1

hd

∫∫ [
K
(
x′
)]2

dx′ dν(y)

=
1

hd
∥K∥2L2(λ)

ν(Rd),

and

∥f2∥2L2(λ×ν) =

∫∫ [
1

h2d

∫
K

(
x− z

h

)
K

(
y − z

h

)
dz

]2
dx dν(y)

=
1

h4d

∫∫∫∫
K

(
x− z

h

)
K

(
y − z

h

)
K

(
x− w

h

)
K

(
y − w

h

)
dz dw dx dν(y)

=
1

h2d

∫∫∫∫
K
(
z′
)
K

(
z′ +

y − x

h

)
K
(
w′)K (w′ +

y − x

h

)
dz′ dw′ dx dν(y)

=
1

hd

∫∫∫∫
K
(
z′
)
K
(
x′
)
K
(
w′)K (w′ + x′ − z′

)
dz′ dw′ dx′ dν(y)

=
1

hd
ν(Rd)

∫∫∫
K
(
z′
)
K
(
x′
)
K
(
w′)K (w′ + x′ − z′

)
dz′ dw′ dx′

≤ 1

hd
ν(Rd)

∫∫ ∣∣K (z′)K (x′)∣∣ [∫ {K (w′)}2 dw′
]1/2 [∫ {

K
(
w′ + x′ − z′

)}2
dw′
]1/2

dz′ dx′

=
1

hd
ν(Rd)

[∫ ∣∣K (z′)∣∣ dz′]2 [∫ {K (w′)}2 dw′
]

≤ 1

hd
ν(Rd) ∥K∥4L2(λ)

,

which yields the result. ■

Corollary F.2. If P̂n is the distribution corresponding to a kernel density estimator with bandwidth

h and kernel K satisfying
∫
K2 < ∞, P0 possesses uniformly bounded density, and f : Rd × Rd 7→ R

satisfies f(x, y) = f(y, x), f(x, x) = τf ∈ R and f(x+ c, y + c) = f(x, y) ∈ R for all x, y, c ∈ Rd, then

E0

{∫
f d
[
(P̂n − P0,h)× (P̂n − P0,h)

]
− n−1τG[f ]

}2

≲ n−3

∫ [∫
|f(x, y)|dx

]2
dP0(y)

+ n−2 ∥f∥2L2(λ×P0)

for a constant depending on K and P0.

Proof of Corollary F.2. Recall that G[f ](x, y) :=
∫
f(s, t)Kh(s, x)Kh(t, y) dsdt. Under the as-
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sumptions on f , we have G[f ](x, y) = G[f ](y, x) and G[f ](x, x) = τG[f ] for all x, y ∈ Rd. Since

(p̂n − η0,h)(x) =
∫
Kh(s, x) d(Pn − P0)(s), we can write

∫
f d
[
(P̂n − P0,h)× (P̂n − P0,h)

]
=

∫
G[f ] d[(Pn − P0)× (Pn − P0)].

By Lemma E.2, we then have

E0

{∫
f d
[
(P̂n − P0,h)× (P̂n − P0,h)

]
− n−1τG[f ]

}2

= E0

{∫
G[f ] d [(Pn − P0)× (Pn − P0)]− n−1τG[f ]

}2

≲ n−3

∫ [∫
G[f ](x, y) dP0(x)

]2
dP0(y)

+ n−2 ∥G[f ]∥2L2(P0×P0)
.

The result follows by Lemma F.1. ■

Lemma F.3. If P0 possesses uniformly bounded and m-times continuously differentiable density η0

with
∫
[(Dαη0)(x)]

2 dx <∞ for all α such that |α| = m, P̂n is the distribution corresponding to a kernel

density estimator with bandwidth h and kernel K satisfying
∫
K2 < ∞, and f : Rd × Rd 7→ R satisfies

f(x, y) = f(y, x) and f(x, x) = τf for all x, y ∈ Rd, then

E0EW

{∫
f d
[
(P0,h − P0)× (P∗

n − P̂n)
]}2

≲ n−1h2m ∥f∥2L2(λ×P0,h)
.

Proof of Lemma F.3. We denote f◦(y) :=
∫
f(x, y) d(P0,h − P0)(x). We then have

∫
f d[(P0,h − P0)× (P∗

n − P̂n)] = (P∗
n − P̂n)f

◦ =
1

n

n∑
i=1

[
f◦(X∗

i )− P̂nf
◦
]
.

Since X∗
1 , . . . , X

∗
n

iid∼ P̂n, EW

[
f◦(X∗

i )− P̂nf
◦
] [
f◦(X∗

j )− P̂nf
◦
]
= 0 for any i ̸= j, so

EW

{
1

n

n∑
i=1

[
f◦(X∗

i )− P̂nf
◦
]}2

= EW

 1

n2

n∑
i,j=1

[
f◦(X∗

i )− P̂nf
◦
] [
f◦(X∗

j )− P̂nf
◦
]

= EW

{
1

n2

n∑
i=1

[
f◦(X∗

i )− P̂nf
◦
]2}

=
1

n
EW

[
f◦(X∗

i )− P̂nf
◦
]2

=
1

n

[
P̂n(f

◦)2 − (P̂nf
◦)2
]
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≤ 1

n
P̂n(f

◦)2.

By Lemma E.6, we have

E0

[
n−1P̂n(f

◦)2
]
= n−1P0,h(f

◦)2

= n−1

∫ [∫
f(x, y)[η0,h(x)− η0(x)] dx

]2
dP0,h(y)

≤ n−1

∫ [∫
|f(x, y)| |η0,h(x)− η0(x)| dx

]2
dP0,h(y)

≤ n−1

∫∫
|f(x, y)|2 dx dP0,h(y)

∫
[η0,h(x)− η0(x)]

2 dx

≲ n−1h2m ∥f∥2L2(λ×P0,h)
.

■

Lemma F.4. If P̂n is the distribution corresponding to a kernel density estimator with bandwidth h and

uniformly bounded kernel K, P0 possesses uniformly bounded density, then for any fixed f : Rd×Rd 7→ R,

E0EW

{∫
f d[(P̂n − P0,h)× (P∗

n − P̂n)]

}2

≲ n−1
[
(nhd)−1 + (nhd)−2

] ∫ [∫
|f(x, y)| dx

]2
dP0,h(y),

where the constant in the bound depends on P0 and K.

Proof of Lemma F.4. We note that

EW

{∫
f d[(P̂n − P0,h)× (P∗

n − P̂n)]

}2

= EW

{∫ [∫
f(x, z) d(P̂n − P0,h)(x)

]
d(P∗

n − P̂n)(z)

}2

=
1

n
VarW

(∫
f(x, Z) d(P̂n − P0,h)(x)

)
≤ 1

n
EW

[∫
f(x, Z) d(P̂n − P0,h)(x)

]2
=

1

n

∫ [∫
f(x, z) d(P̂n − P0,h)(x)

]2
dP̂n(z)

=
1

n

∫ [∫
f(x, z) d(P̂n − P0,h)(x)

]2
dP0,h(z)

+
1

n

∫ [∫
f(x, z) d(P̂n − P0,h)(x)

]2
d(P̂n − P0,h)(z).
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We bound the two terms in the final expression separately. We can write

E0

{∫ [∫
f(x, z) d(P̂n − P0,h)(x)

]2
dP0,h(z)

}

= E0

{∫∫∫
f(x, z)f(y, z) d(P̂n − P0,h)(x) d(P̂n − P0,h)(y) dP0,h(z)

}
= E0

{∫∫∫
f(x, z)f(y, z)(p̂n − η0,h)(x)(p̂n − η0,h)(y) dx dy dP0,h(z)

}
≤
∫∫∫

|f(x, z)f(y, z)|
{
E0 [p̂n(x)− η0,h(x)]

2
}1/2 {

E0 [p̂n(y)− η0,h(y)]
2
}1/2

dx dy dP0,h(z)

Since η0 is uniformly bounded and
∫
K2 <∞,

E0 [p̂n(x)− η0,h(x)]
2 = E0

[∫
Kh(s, x) d(Pn − P0)(s)

]2
=

1

n
Var0 [Kh(X,x)]

≤ 1

nh2d
E0

[{
K

(
X − x

h

)}2
]

=
1

nh2d

∫ {
K

(
t− x

h

)}2

η0(t) dt

=
1

nhd

∫
{K (u)}2 η0(x+ hu) du

≲
1

nhd

for each x ∈ Rd. Thus,

E0

{∫ [∫
f(x, z) d(P̂n − P0,h)(x)

]2
dP0,h(z)

}
≲

1

nhd

∫∫∫
|f(x, z)f(y, z)| dx dy dP0,h(z)

=
1

nhd

∫ [∫
|f(x, z)| dx

]2
dP0,h(z).

Next, we note that for each x, y, z ∈ Rd, since X1, . . . , Xn are IID,

E0 {[p̂n(x)− η0,h(x)] [p̂n(y)− η0,h(y)] [p̂n(z)− η0,h(z)]}

= E0

[∫
Kh(s, x) d(Pn − P0)(s)

∫
Kh(t, y) d(Pn − P0)(t)

∫
Kh(u, z) d(Pn − P0)(u)

]

= E0

 1

n3

∑
i,j,k

[Kh(Xi, x)− η0,h(x)] [Kh(Xj , y)− η0,h(y)] [Kh(Xk, z)− η0,h(z)]


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= E0

{
1

n3

n∑
i=1

[Kh(Xi, x)− η0,h(x)] [Kh(Xi, y)− η0,h(y)] [Kh(Xi, z)− η0,h(z)]

}

=
1

n2
E0 {[Kh(X,x)− η0,h(x)] [Kh(X, y)− η0,h(y)] [Kh(X, z)− η0,h(z)]} .

Hence,

E0

{∫ [∫
f(x, z) d(P̂n − P0,h)(x)

]2
d(P̂n − P0,h)(z)

}

= E0

{∫∫∫
f(x, z)f(y, z) [p̂n(x)− η0,h(x)] [p̂n(y)− η0,h(y)] [p̂n(z)− η0,h(z)] dx dy dz

}
=

1

n2
E0

∫∫∫
f(x, z)f(y, z) [Kh(X,x)− η0,h(x)] [Kh(X, y)− η0,h(y)] [Kh(X, z)− η0,h(z)] dx dy dz

=
1

n2
E0

∫ {∫
f(x, z) [Kh(X,x)− η0,h(x)] dx

}2

[Kh(X, z)− η0,h(z)] dz.

Since K is uniformly bounded, we have |Kh(x, y)− η0,h(x)| ≲ h−d for any x, y ∈ Rd. Therefore,

∣∣∣∣∣ 1n2E0

∫ {∫
f(x, z) [Kh(X,x)− η0,h(x)] dx

}2

[Kh(X, z)− η0,h(z)] dz

∣∣∣∣∣
≤

∣∣∣∣∣ 1n2E0

∫ {∫
f(x, z) [Kh(X,x)− η0,h(x)] dx

}2

Kh(X, z) dz

∣∣∣∣∣
+

∣∣∣∣∣ 1n2E0

∫ {∫
f(x, z) [Kh(X,x)− η0,h(x)] dx

}2

η0,h(z) dz

∣∣∣∣∣
≲

1

n2h2d

∣∣∣∣∣E0

∫ {∫
|f(x, z)| dx

}2

Kh(X, z) dz

∣∣∣∣∣+ 1

n2h2d

∣∣∣∣∣
∫ {∫

|f(x, z)| dx
}2

η0,h(z) dz

∣∣∣∣∣
=

2

n2h2d

∫ {∫
|f(x, z)| dx

}2

dP0,h(z).

Putting the pieces together completes the result. ■

Lemma F.5. If P̂n is the distribution corresponding to a kernel density estimator with bandwidth h and

uniformly bounded kernel K, P0 possesses a Lebesgue density function, and f : Rd × Rd 7→ R satisfies

f(x, y) = f(y, x) for all x, y ∈ Rd then

E0EW

{∫
f d[(Pn − P0)× (P∗

n − P̂n)]

}2

≲
1

n2
∥f∥2L2(P0×P0,h)

+
1

n3hd
∥f∥2L2(λ×P0)

,

where the constant in the bound depends on K only.
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Proof of Lemma F.5. As in the proof of Lemma F.4, we have

EW

{∫
f d[(Pn − P0)× (P∗

n − P̂n)]

}2

≤ 1

n

∫ [∫
f(x, z) d(Pn − P0)(x)

]2
dP0,h(z)

+
1

n

∫ [∫
f(x, z) d(Pn − P0)(x)

]2
d(P̂n − P0,h)(z).

We first bound the first term. We have

E0

{∫ [∫
f(x, z) d(Pn − P0)(x)

]2
dP0,h(z)

}
=

∫
E0

[∫
f(x, z) d(Pn − P0)(x)

]2
dP0,h(z)

=
1

n

∫
Var0(f(X, z)) dP0,h(z)

≤ 1

n

∫
E0 [f(X, z)]

2 dP0,h(z)

=
1

n
∥f∥2L2(P0×P0,h)

.

Next, we note that

E0

{∫ [∫
f(x, z) d(Pn − P0)(x)

]2
d(P̂n − P0,h)(z)

}

= E0

{∫ ∫
f(x, z) d(Pn − P0)(x)

∫
f(y, z) d(Pn − P0)(y)

∫
Kh(w, z) d(Pn − P0)(w) dz

}

=

∫
E0

 1

n3

∑
i,j,k

[f(Xi, z)− P0f(·, z)] [f(Xj , z)− P0f(·, z)] [Kh(Xk, z)− η0,h(z)]

 dz

=

∫
E0

{
1

n3

n∑
i=1

[f(Xi, z)− P0f(·, z)]2 [Kh(Xi, z)− η0,h(z)]

}
dz

=
1

n2

∫
E0

{
[f(X, z)− P0f(·, z)]2 [Kh(X, z)− η0,h(z)]

}
dz.

Since K is uniformly bounded, we have |Kh(x, z)− η0,h(z)| ≲ h−d for all x, z ∈ Rd. Thus,

∣∣∣∣∣E0

{∫ [∫
f(x, z) d(Pn − P0)(x)

]2
d(P̂n − P0,h)(z)

}∣∣∣∣∣
≲

1

n2hd

∫
E0 [f(X, z)− P0f(·, z)]2 dz

≤ 1

n2hd

∫
E0 [f(X, z)]

2 dz

=
1

n2hd
∥f∥2L2(λ×P0)

.
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Putting the two bounds together yields the result. ■

Lemma F.6. If P̂n is the distribution corresponding to a kernel density estimator with bandwidth h

and uniformly bounded kernel K satisfying
∫
K2 < ∞, P0 possesses uniformly bounded density, and

f : Rd × Rd 7→ R satisfies f(x, y) = f(y, x), f(x, x) = τf ∈ R and f(x + c, y + c) = f(x, y) for all

x, y, c ∈ Rd, then

E0EW

{∫
f d[(P∗

n − P̂n)× (P∗
n − P̂n)]− n−1τf

}2

≲
τ2G[f ]

n4
+
τG[f2]

n3
+
τG[f ]

n3
∥f∥L1(λ×P0)

+
1

n2
∥f∥2L2(λ×P0)

+
1

n3

∫ [∫
|f(x, y)| dx

]2
dP0(y)

+
1

n3

[
1 + (nhd)−1 + (nhd)−2

] ∫ (∫
|f(x, y)| dx

)2

dP0,h(y)

Proof of Lemma F.6. We define Vn(x, y) :=
∫
f d
[
(δx − P̂n)× (δy − P̂n)

]
. We then have

E0EW

{∫
f d[(P∗

n − P̂n)× (P∗
n − P̂n)]−

τf
n

}2

= E0EW

 1

n2

n∑
i=1

Vn(X
∗
i , X

∗
i ) +

1

n2

∑
i ̸=j

Vn(X
∗
i , X

∗
j )−

τf
n


2

≤ 2E0EW

{
1

n2

n∑
i=1

Vn(X
∗
i , X

∗
i )−

τf
n

}2

+ 2E0EW

 1

n2

∑
i ̸=j

Vn(X
∗
i , X

∗
j )


2

. (31)

For the first term on the right-hand side of (31), by definition of τf , symmetry of f , and adding and

subtracting terms,

1

n2

n∑
i=1

Vn(X
∗
i , X

∗
i )−

τf
n

=
1

n2

n∑
i=1

∫
f d[(δX∗

i
− P̂n)× (δX∗

i
− P̂n)]−

τf
n

= − 2

n

∫
f d(P̂n × P∗

n) +
1

n

∫
f d(P̂n × P̂n)

= − 2

n

∫
f d[P̂n × (P∗

n − P̂n)]−
1

n

∫
f d(P̂n × P̂n)

= − 2

n

∫
f d[(P̂n − P0,h)× (P∗

n − P̂n)]−
2

n

∫
f d[P0,h × (P∗

n − P̂n)]−
1

n

∫
f d(P̂n × P̂n).
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Hence,

E0EW

 1

n2

∑
i=j

Vn(X
∗
i , X

∗
j )−

τf
n


2

≲ E0EW

{
1

n

∫
f d[(P̂n − P0,h)× (P∗

n − P̂n)]

}2

+ E0EW

{
1

n

∫
f d[P0,h × (P∗

n − P̂n)]

}2

(32)

+ E0

{
1

n

∫
f d(P̂n × P̂n)

}2

.

By Lemma F.4, the first term on the right-hand side of (32) is bounded up to a constant by

n−3
[
(nhd)−1 + (nhd)−2

] ∫ [∫
|f(x, y)|dx

]2
dP0,h(y).

For the second term on the right-hand side of (32),

E0EW

{
1

n

∫
f d[P0,h × (P∗

n − P̂n)]

}2

=
1

n3
E0

[
VarW

(∫
f(x,X∗

1 ) dP0,h(x)

)]
≤ 1

n3
E0

[∫ (∫
f(x, y) dP0,h(x)

)2

dP̂n(y)

]

=
1

n3

∫ (∫
f(x, y) dP0,h(x)

)2

dP0,h(y)

≲
1

n3

∫ (∫
|f(x, y)|dx

)2

dP0,h(y),

where the last inequality is because K is uniformly bounded. For the last term on the right-hand side

of (32), we have

E0

{
1

n

∫
f d(P̂n × P̂n)

}2

= E0

 1

n3

∑
i,j

G[f ](Xi, Xj)


2

=
1

n2
E0

 1

n2

n∑
i=1

G[f ](Xi, Xi) +
1

n2

∑
i ̸=j

G[f ](Xi, Xj)


2

=
1

n2
E0

τG[f ]

n
+

1

n2

∑
i ̸=j

G[f ](Xi, Xj)


2

=
1

n2

τ
2
G[f ]

n2
+

2τG[f ]

n3

∑
i ̸=j

E0 [G[f ](Xi, Xj)] +
1

n4
E0

∑
i ̸=j

G[f ](Xi, Xj)

2
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≲
τ2G[f ]

n4
+
τG[f ]

n3
E0 [G[f ](X1, X2)] +

1

n6
E0

∑
i ̸=j

G[f ](Xi, Xj)

2

.

By Lemma F.1, we have |E0 [G[f ](X1, X2)]| ≲ ∥f∥L1(λ×P0). By Lemma E.1 and Lemma F.1, we note

that

E0

∑
i ̸=j

G[f ](Xi, Xj)

2

= E0

4 ∑
i ̸=j,j ̸=k,k ̸=i

G[f ](Xi, Xj)G[f ](Xi, Xk) + 2
∑
i ̸=j

[G[f ](Xi, Xj)]
2

+
∑

i ̸=j,i̸=k,i̸=l
j ̸=k,j ̸=l,k ̸=l

G[f ](Xi, Xj)G[f ](Xk, Xl)


≲ n3E0 [G[f ](X1, X2)G[f ](X1, X3)] + n2E0 [G[f ](X1, X2)]

2 + n4[E0G[f ](X1, X2)]
2

≤ n3
∫ (∫

G[f ](x, y) dP0(x)

)2

dP0(y) + n2 ∥G[f ]∥2L2(P0×P0)
+ n4 ∥G[f ]∥2L1(P0×P0)

≲ n3
∫ (∫

|f(x, y)| dx
)2

dP0(y) + n2 ∥f∥2L2(λ×P0)
+ n4 ∥f∥2L1(λ×P0)

.

Combining these calculations, we get

E0

{
1

n

∫
f d(P̂n × P̂n)

}2

≲
τ2G[f ]

n4
+
τG[f ]

n3
∥f∥L1(λ×P0)

+
1

n2
∥f∥2L1(λ×P0)

+
1

n4
∥f∥2L2(λ×P0)

+
1

n3

∫ (∫
|f(x, y)| dx

)2

dP0(y).

Therefore,

E0EW

 1

n2

∑
i=j

Vn(X
∗
i , X

∗
j )−

τf
n


2

≲
τ2G[f ]

n4
+
τG[f ]

n3
∥f∥L1(λ×P0)

+
1

n2
∥f∥2L1(λ×P0)

+
1

n4
∥f∥2L2(λ×P0)

+
1

n3

∫ (∫
|f(x, y)| dx

)2

dP0(y)

+
1

n3

[
1 + (nhd)−1 + (nhd)−2

] ∫ (∫
|f(x, y)|dx

)2

dP0,h(y).

For the second term on the right-hand side of (31), we note that for any i ̸= j,

EW
[
Vn(X

∗
i , X

∗
j ) | X∗

j

]
= EW

[
f(X∗

i , X
∗
j )−

∫
f(X∗

i , y) dP̂n(y)−
∫
f(x,X∗

j ) dP̂n(x) + (P̂n × P̂n)f | X∗
j

]
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=

∫
f(x,X∗

j ) dP̂n(x)− (P̂n × P̂n)f −
∫
f(x,X∗

j ) dP̂n(x) + (P̂n × P̂n)f = 0

Hence, by the law of total expectation, EW [Vn(X
∗
i , X

∗
j )] = 0 for all i ̸= j, and by symmetry of f , which

implies symmetry of Vn, EW [Vn(X
∗
i , X

∗
j )Vn(X

∗
i , X

∗
k)] = 0 for all i ̸= j ̸= k. Thus, by Lemma E.1,

EW

 1

n2

∑
i ̸=j

Vn(X
∗
i , X

∗
j )

2

= EW

 4

n4

∑
i ̸=j,j ̸=k,k ̸=i

Vn(X
∗
i , X

∗
j )Vn(X

∗
i , X

∗
k) +

2

n4

∑
i ̸=j

{
Vn(X

∗
i , X

∗
j )
}2

+
1

n4

∑
i ̸=j,i̸=k,i̸=l
j ̸=k,j ̸=l,k ̸=l

Vn(X
∗
i , X

∗
j )Vn(X

∗
k , X

∗
l )


= EW

 2

n4

∑
i ̸=j

{
Vn(X

∗
i , X

∗
j )
}2

≲
1

n2
EW [Vn(X

∗
1 , X

∗
2 )]

2

=
1

n2
EW

[
f(X∗

1 , X
∗
2 )−

∫
f(X∗

1 , y) dP̂n(y)−
∫
f(x,X∗

2 ) dP̂n(x) + (P̂n × P̂n)f

]2
=

1

n2
VarW

[
f(X∗

1 , X
∗
2 )−

∫
f(X∗

1 , y) dP̂n(y)−
∫
f(x,X∗

2 ) dP̂n(x)

]
≤ 1

n2
EW

[
f(X∗

1 , X
∗
2 )−

∫
f(X∗

1 , y) dP̂n(y)−
∫
f(x,X∗

2 ) dP̂n(x)

]2
=

1

n2
EW

{
f(X∗

1 , X
∗
2 )

2 +

[∫
f(X∗

1 , y) dP̂n(y)

]2
+

[∫
f(x,X∗

2 ) dP̂n(x)

]2
− 2f(X∗

1 , X
∗
2 )

[∫
f(X∗

1 , y) dP̂n(y)

]
− 2f(X∗

1 , X
∗
2 )

[∫
f(x,X∗

2 ) dP̂n(x)

]
+2

[∫
f(X∗

1 , y) dP̂n(y)

] [∫
f(x,X∗

2 ) dP̂n(x)

]}
=

1

n2
EW

{
f(X∗

1 , X
∗
2 )

2 − 2

[∫
f(X∗

1 , y) dP̂n(y)

]2
+ 2

[∫
f d(P̂n × P̂n)

]2}

≤ 1

n2

∫
f2 d(P̂n × P̂n),

where the last inequality is because [
∫
f d(P̂n × P̂n)]

2 ≤
∫
[
∫
f dP̂n]

2 dP̂n by Jensen’s inequality. Hence,
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by the assumption that f(x+ c, y + c) = f(x, y),

E0EW

 1

n2

∑
i ̸=j

Vn(X
∗
i , X

∗
j )

2

≲
1

n2
E0

[∫
f2 d(P̂n × P̂n)

]

=
1

n2
E0

 1

n2h2d

∑
i,j

∫∫
{f(s, t)}2K

(
s−Xi

h

)
K

(
t−Xj

h

)
ds dt


=

1

n2
E0

 1

n2

∑
i,j

∫∫
f(Xi + hs′, Xj + ht′)2K(s′)K(t′) ds′ dt′


=

1

n2
E0

[
1

n2

n∑
i=1

∫∫ {
f(Xi + hs′, Xi + ht′)

}2
K(s′)K(t′) ds′ dt′

]

+
1

n2
E0

 1

n2

∑
i ̸=j

∫∫ {
f(Xi + hs′, Xj + ht′)

}2
K(s′)K(t′) ds′ dt′


=

1

n3

∫∫
{f(hs′, ht′)}2K(s′)K(t′) ds′ dt′

+
n− 1

n3

∫∫
E0

[
f(Xi + hs′ − ht′, Xj)

2
]
K(s′)K(t′) ds′ dt′

≲
1

n3

∫∫
{f(hs′, ht′)}2K(s′)K(t′) ds′ dt′ +

1

n2
∥f∥2L2(λ×P0)

=
1

n3
τG[f2] +

1

n2
∥f∥2L2(λ×P0)

,

where the last equality is because f(x+ c, y+ c) = f(x, y) for all x, y, c ∈ Rd and the definition of τG[f ].

The result follows. ■

Corollary F.7. If P̂n is the distribution corresponding to a kernel density estimator with bandwidth

h and uniformly bounded kernel K satisfying
∫
K2 < ∞, P0 possesses uniformly bounded density,

and nhd −→ ∞, then for each f ∈ {f1, f2}, we have
∫
f d[(P̂n − P0,h) × (P∗

n − P̂n)] = oP ∗
W
(n−1/2),∫

f d[(Pn−P0)×(Pn−P0)] = n−1τf+oP ∗
0
(n−1/2), and

∫
f d[(P∗

n−P̂n)×(P∗
n−P̂n)] = n−1τf+oP ∗

W
(n−1/2).

Proof of Corollary F.7. We note that
∫ {∫

|f(x, y)|dx
}2

dP0,h(y) = O(1) for each f ∈ {f1, f2} by

Lemma F.1 since P0,h(Rd) = 1. Hence, by Lemma F.4, we then have

E0EW

{∫
f d[(P̂n − P0,h)× (P∗

n − P̂n)]

}2

≲ n−1
[
(nhd)−1 + (nhd)−2

] ∫ [∫
|f(x, y)| dx

]2
dP0,h(y)

≲ n−1
[
(nhd)−1 + (nhd)−2

]
,

which is o(n−1) if nhd −→ ∞. This shows the first statement.
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Next, we note that
∫ {∫

|f(x, y)|dx
}2

dP0(y) = O(1) and ∥f∥L2(λ×P0)
= O(h−d/2) for each f ∈

{f1, f2} by Lemma F.1. Hence, since P0 possesses uniformly bounded Lebesgue density function, by

Lemma E.2, we have

E0

{∫
f d[(Pn − P0)× (Pn − P0)]− n−1τf

}2

≲ n−3

∫ [∫
f(x, y) dP0(x)

]2
dP0(y) + n−2 ∥f∥2L2(P0×P0)

≤ n−3

∫ [∫
|f(x, y)|dx

]2
dP0(y) + n−2 ∥f∥2L2(λ×P0)

≲ n−3 + n−1(nhd)−1,

which is o(n−1) if nhd −→ ∞. This implies that
∫
f d[(Pn − P0)× (Pn − P0)] = n−1τf + oP ∗

W
(n−1/2) if

nhd −→ ∞.

Finally, since for each f ∈ {f1, f2}, we have f(x, y) = f(y, x), f(x, x) = τf and f(x+c, y+c) = f(x, y)

for all x, y, c ∈ Rd, under the stated conditions, by Lemma F.6,

E0EW

{∫
f d[(P∗

n − P̂n)× (P∗
n − P̂n)]− n−1τf

}2

≲
τ2G[f ]

n4
+
τG[f2]

n3
+
τG[f ]

n3
∥f∥L1(λ×P0)

+
1

n2
∥f∥2L2(λ×P0)

+
1

n3

∫ [∫
|f(x, y)|dx

]2
dP0(y)

+
1

n3

[
1 + (nhd)−1 + (nhd)−2

] ∫ (∫
|f(x, y)| dx

)2

dP0,h(y).

By Lemma F.1, we have ∥f∥L1(λ×P0)
= O(1), ∥f∥L2(λ×P0)

= O(h−d/2), and
∫ {∫

|f(x, y)|dx
}2

dP0(y) =

O(1) for each f ∈ {f1, f2}. We also note that τG[f ] :=
∫∫

f(hu, hv)K(u)K(v) dudv ≲ h−d and τG[f2] :=∫∫
{f(hu, hv)}2K(u)K(v) dudv ≲ h−2d for each f ∈ {f1, f2}, where the constants only depend on K.

Thus,

E0EW

{∫
f d[(P∗

n − P̂n)× (P∗
n − P̂n)]− n−1τf

}2

≲
h−2d

n4
+
h−2d

n3
+
h−d

n3
+
h−d

n2
+

1

n3
+
h−2d

n5

= n−2(nhd)−2 + n−1(nhd)−2 + n−2(nhd)−1

+ n−1(nhd)−1 + n−3 + n−3(nhd)−2,

which is again o(n−1) if nhd −→ ∞.

■

Lemma F.8. If P0 possesses uniformly bounded and continuously differentiable density function η0
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with
∫
[(Dαη0)(x)]

2 dx <∞ for all α such that |α| = 1, P̂n is a kernel density estimator with uniformly

bounded kernel function K satisfying
∫
K2 < ∞ and bandwidth h satisfying nhd −→ ∞ and h −→ 0,

ηn is the density corresponding to P̂n, and η
∗
n is a kernel density estimator based on the bootstrap data

with the same kernel and bandwidth, then (P∗
n − P̂n)(η

∗
n − ηn)− (Pn − P0)(ηn − η0) = oP ∗

W
(n−1/2).

Proof of Lemma F.8. As above, we define η0,h(x) :=
∫
Kh(x, y) dP0(y) and ηn,h(x) :=

∫
Kh(x, y) dP̂n(y).

By adding and subtracting terms, we then have

(P∗
n − P̂n)(η

∗
n − η0)− (Pn − P0)(ηn − η0)

= (P∗
n − P̂n)(η

∗
n − ηn,h) + (P∗

n − P̂n)(ηn,h − η0,h) + (P∗
n − P̂n)(η0,h − η0)

− (Pn − P0)(ηn − η0,h)− (Pn − P0)(η0,h − η0)

=

∫
Kh d[(P∗

n − P̂n)× (P∗
n − P̂n)] +

∫
Kh d[(P∗

n − P̂n)× (P̂n − P0,h)]

+

∫∫
[Kh(x, y)− η0(x)] d(P∗

n − P̂n)(x) dP0(y)]−
∫
Kh d[(Pn − P0)× (Pn − P0)]

−
∫∫

[Kh(x, y)− η0(x)] d(Pn − P0)(x) dP0(y)]

By Corollary F.7, if nhd −→ ∞, then

∫
Kh d[(P∗

n − P̂n)× (P̂n − P0,h)] = oP ∗
W
(n−1/2)

and

∫
Kh d[(P∗

n − P̂n)× (P∗
n − P̂n)]−

∫
Kh d[(Pn − P0)× (Pn − P0)]

=
[
n−1τf1 + oP ∗

W
(n−1/2)

]
−
[
n−1τf1 + oP ∗

0
(n−1/2)

]
= oP ∗

W
(n−1/2).

Finally, we write

∫∫
[Kh(x, y)− η0(x)] d(P∗

n − P̂n)(x) dP0(y)] = (P∗
n − P̂n)gh, and∫∫

[Kh(x, y)− η0(x)] d(Pn − P0)(x) dP0(y)] = (Pn − P0)gh

for gh(x) :=
∫
[Kh(x, y) − η0(x)] dP0(y). As in the proofs of Lemma F.3 and Lemma F.6, we have
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E0 [(Pn − P0)gh]
2 ≤ n−1∥gh∥2L2(P0)

. By Lemma E.6,
∫
gh(x)

2 dx = O(h2), so ∥gh∥2L2(P0)
= o(1) as long

as h −→ 0 since P0 has uniformly bounded density. This implies that
∫∫

[Kh(x, y) − η0(x)] d(Pn −

P0)(x) dP0(y) = oP ∗
0
(n−1/2). Furthermore,

E0EW

[
(P∗
n − P̂n)gh

]2
≤ n−1E0∥gh∥2L2(P̂n)

= n−1

∫
[gh(x)]

2 dP0,h(x)

= n−1

∫∫
[gh(x)]

2Kh(x, y)η0(y) dy dx

= n−1

∫∫
[gh(x)]

2K(u)η0(x+ hu) dudx

≲ n−1

∫
[gh(x)]

2 dx.

By Lemma E.6,
∫
gh(x)

2 dx = O(h2) = o(1). Thus,
∫
[Kh(x, y) − η0(x)] d(P∗

n − P̂n)(x) dP0(y)] =

oP ∗
W
(n−1/2). ■

Lemma F.9. If P0 possesses uniformly bounded and m-times continuously differentiable density η0

with
∫
[(Dαη0)(x)]

2 dx <∞ for all α such that |α| = m, P̂n is a kernel density estimator with uniformly

bounded mth order kernel function K satisfying
∫
K2 <∞ and bandwidth h satisfying nh2d −→ ∞ and

nh4m −→ 0, ηn is the density corresponding to P̂n, and η
∗
n is a kernel density estimator based on the

bootstrap data with the same kernel and bandwidth, then
∫
[ηn(x)− η0(x)]

2 dx−
∫
[η∗n(x)− ηn(x)]

2 dx =

oP ∗
W
(n−1/2).

Proof of Lemma F.9. Recall that f1(x, y) := Kh (x, y) and f2(x, y) :=
∫
Kh(x, z)Kh(y, z) dz. As

above, we denote η0,h(x) :=
∫
Kh (x, y) dP0(y) and ηn,h(x) =

∫
Kh(x, y) dP̂n(y). We then note that

∫
η2n =

∫
f2 d(Pn × Pn),

∫
(η∗n)

2 =

∫
f2 d(P∗

n × P∗
n),

∫
η20,h =

∫
f2 d(P0 × P0)∫

η∗nηn =

∫
f2 d(P∗

n × Pn),
∫
η∗nη0,h =

∫
f2 d(P∗

n × P0),

∫
ηnη0,h =

∫
f2 d(Pn × P0)∫

η2n,h =

∫
f2 d(P̂n × P̂n),

∫
η∗nηn,h =

∫
f2 d(P∗

n × P̂n),

∫
ηnηn,h =

∫
f2 d(Pn × P̂n).

Hence, by adding and subtracting term, we have

∫
(η∗n − ηn)

2 −
∫
(ηn − η0)

2

=

∫
(η∗n − ηn,h + ηn,h − ηn)

2 −
∫
(ηn − η0,h + η0,h − η0)

2
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=

∫
(η∗n − ηn,h)

2 +

∫
(ηn,h − ηn)

2 + 2

∫
(η∗n − ηn,h) (ηn,h − ηn)

−
∫

(ηn − η0,h)
2 −

∫
(η0,h − η0)

2 − 2

∫
(ηn − η0,h) (η0,h − η0)

=

{∫
f2 d[(P∗

n − P̂n)× (P∗
n − P̂n)]−

∫
f2 d[(Pn − P0)× (Pn − P0)]

}
+

∫
(ηn,h − ηn)

2 −
∫

(η0,h − η0)
2

+ 2

∫
f2 d[(P∗

n − P̂n)× (P̂n − Pn)]− 2

∫
(f2 − f1) d[(Pn − P0)× P0].

By Corollary F.7, we have

∫
f2 d[(P∗

n − P̂n)× (P∗
n − P̂n)]−

∫
f2 d[(Pn − P0)× (Pn − P0)] = oP ∗

W
(n−1/2).

By Lemma E.6,
∫
(η0,h − η0)

2 = O(h2m), which is o(n−1/2) since nh4m −→ 0. Next, we note that

ηn,h(x)− ηn(x) =

∫
Kh(x, z) dP̂n(z)−

∫
Kh(x, y) dPn(y)

=

∫
Kh(x, z)ηn(z) dz −

∫
Kh(x, y) dPn(y)

=

∫ [∫
Kh(x, z)Kh(y, z) dz

]
dPn(y)−

∫
Kh(x, y) dPn(y)

=

∫
[f2(x, y)− f1(x, y)] dPn(y)

=

∫
f3(x, y) dPn(y),

where f3 = f2 − f1. Therefore,

E0

∫
(ηn,h − ηn)

2 = E0

∫ [∫
f3(x, y) dPn(y)

]2
dx

= E0

∫  1

n2

∑
i,j

f3(x,Xi)f3(x,Xj)

 dx

= E0

∫ {
1

n2

n∑
i=1

f3(x,Xi)f3(x,Xi)

}
dx+ E0

∫  1

n2

∑
i ̸=j

f3(x,Xi)f3(x,Xj)

 dx

=
1

n

∫
E0

[
f23 (x,X)

]
dx+

n− 1

n

∫
{E0 [f3(x,X)]}2 dx

=
1

n
∥f3∥2L2(λ×P0)

+
n− 1

n

∫
{E0 [f3(x,X)]}2 dx.
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By Lemma F.1, we have ∥f3∥L2(λ×P0)
≤ ∥f1∥L2(λ×P0)

+ ∥f2∥L2(λ×P0)
= O(h−d/2). By Lemma E.6, we

have

∫
{E0 [f3(x,X)]}2 dx ≤ 2

∫
{E0 [f1(x,X)]− η0(x)}2 dx+ 2

∫
{E0 [f2(x,X)]− η0(x)}2 dx = O(h2m).

Hence,
∫
(ηn,h− ηn)

2 = OP ∗
0
({nhd}−1+h2m), which is oP ∗

0
(n−1/2) under the conditions nh4m −→ 0 and

nh2d −→ ∞.

Next, we have

∫
f2 d[(P∗

n − P̂n)× (P̂n − Pn)]

=

∫
f2 d[(P∗

n − P̂n)× (P̂n − P0,h)] +

∫
f2 d[(P∗

n − P̂n)× (P0,h − P0)]

−
∫
f2 d[(P∗

n − P̂n)× (Pn − P0)].

By Lemma F.4, we have

E0EW

{∫
f2 d[(P̂n − P0,h)× (P∗

n − P̂n)]

}2

≲ n−1
[
(nhd)−1 + (nhd)−2

] ∫ [∫
|f2(x, y)| dx

]2
dP0,h(y),

which is o(n−1) under the condition nhd −→ ∞ by Lemma F.1. By Lemma F.3, we have

E0EW

[∫
f2 d[(P0,h − P0)× (P∗

n − P̂n)]

]2
≲ n−1h2m∥f2∥2L2(λ×P0,h)

,

which is O(n−1h2m−d) by Lemma F.1, which is o(n−1) by assumption. By Lemma F.1 and Lemma F.5,

we have

E0EW

{∫
f2 d[(Pn − P0)× (P∗

n − P̂n)]

}2

≲
1

n2
∥f2∥2L2(P0×P0,h)

+
1

n3hd
∥f2∥2L2(λ×P0)

≲
1

n2
∥f2∥2L2(P0×P0,h)

+
1

n3h2d

≲
1

n2hd
+

1

n3h2d
,

where the last inequality is because

∫∫
f22 (x, z) dP0(x) dP0,h(z) =

∫∫ [∫
Kh(x, s)Kh(z, s) ds

]2
dP0(x) dP0,h(z)
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=

∫∫ [∫∫
Kh(x, s)Kh(z, s)Kh(x, t)Kh(z, t) ds dt

]
dP0(x) dP0,h(z)

=
1

h4d

∫∫∫∫
K

(
x− s

h

)
K

(
z − s

h

)
K

(
x− t

h

)
×K

(
z − t

h

)
ds dt dP0(x) dP0,h(z)

=
1

h2d

∣∣∣∣∫∫∫∫ K
(
s′
)
K

(
s′ +

z − x

h

)
K
(
t′
)

×K
(
t′ +

z − x

h

)
ds′ dt′ dP0(x) dP0,h(z)

∣∣∣∣
=

1

hd

∣∣∣∣∫∫∫∫ K
(
s′
)
K
(
x′
)
K
(
t′
)

×K
(
t′ + x′ − s′

)
η0(z − (x′ − s′)h) ds′ dt′ dx′ dP0,h(z)

∣∣
≲

1

hd

∫∫∫∫ ∣∣K (s′)K (x′)K (t′)K (t′ + x′ − s′
)∣∣ ds′ dt′ dx′ dP0,h(z)

≤ 1

hd

[∫
K2(x) dx

]2
.

This implies that E0EW

{∫
f2 d[(Pn − P0)× (P∗

n − P̂n)]
}2

= o(n−1) under the assumption nhd −→ ∞.

Hence,
∫
f2 d[(P∗

n − P̂n)× (P̂n − Pn)] = oP ∗
W
(n−1/2) if nhd −→ ∞.

Finally, by Lemma E.6, we have

E0

[∫
(f2 − f1) d[(Pn − P0)× P0]

]2
≤ 1

n
E0

[∫
{f2(X, y)− f1(X, y)} dP0(y)

]2
≤ 2

n
E0

[∫
{f1(X, y)− η0(X)} dP0(y)

]2
+

2

n
E0

[∫
{f2(X, y)− η0(X)} dP0(y)

]2
= O(n−1h2m),

which is o(n−1). ■

Lemma F.10. If P0 possesses uniformly bounded and m-times continuously differentiable density η0

with
∫
[(Dαη0)(x)]

2 dx <∞ for all α such that |α| = m, P̂n is a kernel density estimator with uniformly

bounded mth order kernel function K satisfying
∫
K2 <∞ and bandwidth h satisfying nh2d −→ ∞ and

nh4m −→ 0, ηn is the density corresponding to P̂n, and η
∗
n is a kernel density estimator based on the

bootstrap data with the same kernel and bandwidth, then Pnϕn − P∗
nϕ

∗
n = oPW

(n−1/2).

Proof of Lemma F.10. Recall that f1(x, y) := Kh (x, y) and f2(x, y) :=
∫
Kh(x, z)Kh(y, z) dz. We
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define f3 := f1 − f2. We then have Pnϕn = 2
∫
f3 d(Pn × Pn) and P∗

nϕ
∗
n = 2

∫
f3 d(P∗

n × P∗
n). Hence, by

adding and subtracting terms and the symmetry of f3,

(P∗
nϕ

∗
n − Pnϕn) /2

=

∫
f3 d[(P∗

n − P̂n + P̂n − P0,h + P0,h)× (P∗
n − P̂n + P̂n − P0,h + P0,h)]

−
∫
f3 d[(Pn − P0 + P0)× (Pn − P0 + P0)]

=

{∫
f3 d[(P∗

n − P̂n)× (P∗
n − P̂n)]−

∫
f3 d[(Pn − P0)× (Pn − P0)]

}
+

∫
f3 d[(P̂n − P0,h)× (P̂n − P0,h)] +

{∫
f3 d[P0,h × P0,h]−

∫
f3 d[P0 × P0]

}
+ 2

∫
f3 d[(P∗

n − P̂n)× (P̂n − P0,h)] + 2

∫
f3 d[(P∗

n − P̂n)× (P0,h − P0)]

+ 2

∫
f3 d[(P∗

n − P̂n)× P0] + 2

∫
f3 d[(P̂n − P0,h)× P0,h]− 2

∫
f3 d[(Pn − P0)× P0].

We show each term on the right hand side of previous display is oP ∗
W
(n−1/2). First, we can use the same

logic as in the proof of Lemma F.9 to show that

∫
f3 d[(P∗

n − P̂n)× (P∗
n − P̂n)]−

∫
f3 d[(Pn − P0)× (Pn − P0)] = oP ∗

W
(n−1/2),∫

f3 d[(P∗
n − P̂n)× (P̂n − P0,h)] = oP ∗

W
(n−1/2),∫

f3 d[(P∗
n − P̂n)× (P0,h − P0)] = oP ∗

W
(n−1/2), and∫

f3 d[(Pn − P0)× P0] = oP ∗
0
(n−1/2).

By Lemma F.1 and Corollary F.2, we have

E0

{∫
f d[(P̂n − P0,h)× (P̂n − P0,h)]− n−1τG[f ]

}2

≲ n−3

∫ [∫
|f(x, y)| dx

]2
dP0(y) + n−2 ∥f∥2L2(λ×P0)

= O(n−3) +O(n−2h−d)

for f ∈ {f1, f2}, which is o(n−1) because nhd −→ ∞. Hence,

∫
f3 d[(P̂n − P0,h)× (P̂n − P0,h)]
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=

∫
f1 d[(P̂n − P0,h)× (P̂n − P0,h)]−

∫
f2 d[(P̂n − P0,h)× (P̂n − P0,h)]

= n−1
(
τG[f1] + τG[f2]

)
+ oP ∗

0
(n−1/2).

Furthermore, we have τG[f ] = O(h−d) for f ∈ {f1, f2} as shown above. Since nh2d −→ ∞, we then have

n−1(τG[f1] + τG[f2]) = O({nhd}−1) = O(n−1/2{nh2d}−1/2) = o(n−1/2).

Next, we note that

∣∣∣∣∫ f3 d(P0,h × P0,h)−
∫
f3 d(P0 × P0)

∣∣∣∣
=

∣∣∣∣∫∫ [∫∫ f3(s, t)Kh(x, s)Kh(y, t) ds dt

]
dP0(x) dP0(y)−

∫
f3 d(P0 × P0)

∣∣∣∣
=

∣∣∣∣∫∫ [∫∫ f3(x+ sh, y + th)K(s)K(t) ds dt

]
dP0(x) dP0(y)−

∫
f3 d(P0 × P0)

∣∣∣∣
=

∣∣∣∣∫∫∫∫ f3(x, y + t′h− s′h)K(s′)K(t′) dP0(x) dP0(y) ds
′ dt′ −

∫
f3 d(P0 × P0)

∣∣∣∣
=

∣∣∣∣∫∫∫∫ f3(x, y
′)K(s′)K(t′) dP0(x)η0(y

′ + s′h− t′h) dy′ ds′ dt′ −
∫
f3 d(P0 × P0)

∣∣∣∣
=

∣∣∣∣∫ [∫ f3(x, y) dP0(x)

] [∫∫
{η0(y + sh− th)− η0(y)}K(s)K(t) ds dt

]
dy

∣∣∣∣
≤

{∫ [∫
f3(x, y) dP0(x)

]2
dy

}1/2{∫ [∫∫
{η0(y + sh− th)− η0(y)}K(s)K(t) ds dt

]2
dP0(y)

}1/2

.

We can write

∫ [∫
f3(x, y) dP0(y)

]2
dx

≤ 2

∫ [∫
f1(x, y) dP0(y)− η0(x)

]2
dx+ 2

∫ [∫
f2(x, y) dP0(y)− η0(x)

]2
dx,

which is O(h2m) by Lemma E.6. Since η0 is m-times continuously differentiable, for all u, a Taylor

expansion with the Laplacian representation of the remainder gives

∫∫
{η0(y + sh− th)− η0(y)}K(s)K(t) ds dt

=

∫∫  ∑
1≤|α|≤m−1

1

α!
(sh− th)α(Dαη0)(y)

K(s)K(t) ds dt

+

∫∫  ∑
|α|=m

mhm

α!
(s− t)α

∫ 1

0
(1− r)m−1(Dαη0)(y + rh[s− t]) dr

K(s)K(t) ds dt
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=
∑

1≤|α|≤m−1

1

α!
(Dαη0)(y)

∫∫
(sh− th)αK(s)K(t) ds dt

+
∑

|α|=m

mhm

α!

∫∫
(s− t)α

∫ 1

0
(1− r)m−1(Dαη0)(y + rh[s− t]) drK(s)K(t) ds dt.

Since K is an mth order kernel function,
∫∫

(sh− th)αK(s)K(t) ds dt = 0 for all α such that 1 ≤ |α| ≤

m− 1. Defining H(y, u, α) :=
∫ 1
0 (1− r)m−1(Dαη0)(y + rhu) dr, we then have

∫ [∫∫
{η0(y + sh− th)− η0(y)}K(s)K(t) ds dt

]2
dP0(y)

=

∫  ∑
|α|=m

mhm

α!

∫∫
(s− t)αH(y, s− t, α)K(s)K(t) ds dt

2

dP0(y)

=

∫ ∑
|α|,|β|=m

m2h2m

α!β!

∫∫∫∫
(s− t)α(s′ − t′)βH(y, s− t, α)H(y, s′ − t′, β)

×K(s)K(t)K(s′)K(t′) ds dt ds′ dt′ dP0(y).

The same method as in the proof of Lemma E.6 can be used to show that this is O(h2m). Hence,∫
f3 d(P0,h × P0,h)−

∫
f3 d(P0 × P0) = O(h2m), which is o(n−1/2) if nh4m −→ 0.

We next consider the term
∫
f3 d[(P∗

n − P̂n)× P0]. As in the proofs of Lemma E.3 and Lemma E.4,

E0EW

{∫ [∫
f3(x, y) dP0(y)

]
d(P∗

n − P̂n)(x)

}2

≤ E0

{
1

n

∫ [∫
f3(x, y) dP0(y)

]2
dP̂n(x)

}

=
1

n

∫ [∫
f3(x, y) dP0(y)

]2
dP0,h(x)

≲
1

n

∫ [∫
f3(x, y) dP0(y)

]2
dx,

where the last inequality is because P0,h possesses uniformly bounded density. The last expression

is O(n−1h2m) by Lemma E.6 as shown above. Hence,
∫
f3 d[(P∗

n − P̂n) × P0] = OP ∗
W
(n−1/2hm) =

oP ∗
W
(n−1/2).

Finally, we consider the term
∫
f3 d[(P̂n − P0,h)× P0,h]. We note that

∫
f3 d[(P̂n − P0,h)× P0,h] =

∫∫∫∫
f3(s, t)Kh(x, s)Kh(y, t) ds dtdP0(y) d(Pn − P0)(x).
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Hence,

E0

{∫
f3 d[(P̂n − P0,h)× P0,h]

}2

≤ 1

n

∫ [∫∫∫
f3(s, t)Kh(x, s)Kh(y, t) ds dt dP0(y)

]2
dP0(x)

=
1

n

∫ [∫∫∫
f3(x+ s′h, y + t′h)K(s′)K(t′) ds′ dt′ dP0(y)

]2
dP0(x)

≤ 1

n

∫∫∫ [∫
f3(x+ s′h− t′h, y) dP0(y)

]2
K(s′)K(t′) ds′ dt′ dP0(x)

≲
1

n

∫ [∫
f3(x, y) dP0(y)

]2
dx.

As above, the last expression is O(n−1h2m), so that
∫
f3 d[(P̂n − P0,h) × P0,h] = OP ∗

0
(n−1/2hm) =

oP ∗
0
(n−1/2).

■
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