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We experimentally explore the competition between light-mediated and direct matter-matter in-
teractions in waveguide quantum electrodynamics. For this, we couple a superconducting line to a
model magnetic material, made of organic free radical DPPH molecules with a spin S = 1/2 and a
gS factor very close to that of a free electron. The microwave transmission has been measured in a
wide range of temperatures (0.013 K ≤ T ≤ 2 K), magnetic fields (0 ≤ B ≤ 0.5 T) and frequencies
(0 ≤ ω/2π ≤ 14 GHz). We find that molecules belonging to the crystal sublattice B form one-
dimensional spin chains. Temperature then controls intrinsic spin correlations along the chain in a
continuous and monotonic way. In the paramagnetic region (T > 0.7 K), the microwave transmission
shows evidences for the collective coupling of quasi-identical spins to the propagating photons, with
coupling strengths that reach values close to the dissipation rates. As T decreases, the growth of
intrinsic spin correlations, combined with the anisotropy in the spin-spin exchange constants, break
down the collective spin-photon coupling. In this regime, the temperature dependence of the spin
resonance visibility reflects the change in the nature of the dominant spin excitations, from single
spin flips to bosonic magnons, which is brought about by the magnetic correlation growth.

The interaction of N quantum emitters with electro-
magnetic radiation fundamentally differs from the mere
superposition of the individual emitter couplings. The
collective nature of this interaction manifests itself in an
enhanced superradiant light emission and in the broad-
ening of the absorption lines [1, 2]. The underlying mech-
anism is the light-mediated interaction among emitters,
leading to the formation of collective Dicke states [3, 4].
In free space, light-matter coupling is very weak, thus
such effects are hard to detect unless photons are con-
fined. In cavity Quantum Electrodynamics (QED), the
electromagnetic radiation is confined in all spatial dimen-
sions [5], such that emitters interact with a discrete set of
photon cavity modes. In waveguide QED (wQED), mat-
ter interacts with photons propagating along the guide,
which form a continuous spectrum. Recent experimen-
tal realizations of wQED span the optical to microwave
regimes, incorporating real or artificial atoms and various
material supports for the waveguides [6–20].

So far, in wQED the focus has been mainly on oth-
erwise quasi-independent emitters, where all interactions
occur through photons. On-chip resonators and trans-
mission lines have also been used to measure the excita-
tion spectra of systems showing intrinsic order, e.g. in
layered magnetic materials [24, 25]. In this case, spin
excitations are also collective states, but correlations are
dominated by interactions inherent to the material. Ex-
ploring situations in which the two effects compete re-
mains virtually uncharted. Yet, there are compelling
reasons to consider them. Firstly, because the close pack-
ing of emitters unavoidably generates interactions among
them [26–28]. And secondly, because their different signs
and ranges can introduce ways to tune the order and thus
create novel states [29–31].

In this work, we experimentally address the compe-
tition between light-mediated and intrinsic spin-spin in-
teractions in a magnetic material coupled to microwave
photons propagating via a superconducting transmission
line (Fig. 1a). We focus on a particular model system,
an organic free radical, in which spin-spin correlations
grow along 1D chains [32] and can, therefore, be gradu-
ally controlled by either changing temperature or mag-
netic field. The broadband nature of the waveguide helps
overcoming the limitations associated with narrow band
in cavity QED [25, 32–34], albeit at the price of a weaker
spin-photon coupling. In particular, it allows studying
the spin excitations at different energy scales within a
single experiment. Here, we exploit this characteristic
to study how the photon transmission reflects changes in
the nature and properties of such excitations.

All experiments described below used the
2, 2−diphenyl−1−picrylhydrazyl (hereafter DPPH)
organic free radical [21, 35] in powder form, as pur-
chased from Sigma Aldrich. Even though solvent-free
DPPH has been known for a long time [35], a full
structural determination was not performed until quite
recently [21]. X-ray diffraction experiments, shown in
the accompanying Supplemental Material [36], suggest
that this material exhibits the DPPH-III crystal struc-
ture [21] (Fig. 1a) that contains two inequivalent DPPH
sites, referred to as A and B sublattices. Each DPPH
radical hosts a spin S = 1/2 with a nearly isotropic
gS ≃ 2.004 factor. At either high temperatures T or
in a sufficiently diluted form, it behaves as a model
ensemble of quasi-identical, paramagnetic moments. On
the other hand, in dense materials and for sufficiently
low T , interactions between neighbour radicals become
relevant [21, 32, 37, 38].

The magnetic response of DPPH has been studied via a
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FIG. 1. (a) Sketch of the setup used in transmission exper-
iments, showing an image of the two molecular subspecies,
A and B, present in the DPPH crystal structure [21]. (b)
Product of the magnetic susceptibility χ times temperature,
measured on a powdered DPPH sample from 0.3 K up to 100
K and for B = 0.1 T. The blue (grey) solid line is a fit with
a model that considers the formation of antiferromagnetic
dimers within sublattice A and then of spin chains (dimers)
within sublattice B, as T decreases. The inset shows the cor-
relation function between nearest neighbour spins estimated
as ⟨Sx

i S
x
i+1⟩ ≃ −|1 − χT/CB| [22, 23], where CB = 0.1536

emu K/mol Oe is the Curie constant of the B-type DPPH
molecules. (c) Specific heat of DPPH measured from 0.3 K to
100 K at B = 0. The blue (grey) solid line are results calcu-
lated with the chain [22] (dimer [21]) model for the magnetic
contribution of spins in sub-lattice B.

combination of magnetic susceptibility and specific heat
experiments performed for 0.3 ≤ T ≤ 100 K. The results
are shown in Fig. 1 and described in detail in [36]. The
main conclusions are: i) a fraction, approximately 15 %,
of DPPH molecules are in their oxidized form, which has
S = 0 ; ii) molecules belonging to the A crystal sub-
lattice form antiferromagnetic (AF) dimers, also with an
S = 0 ground state, at relatively high temperatures ≲ 50

K, and iii) DPPH spins in sublattice B form 1D chains
along which AF correlations grow continuously as tem-
perature decreases (see the inset of Fig. 1b). Below 10
K, only B-type molecules remain paramagnetic, albeit
interacting along chains, and can therefore couple to mi-
crowave photons.

Microwave transmission experiments were performed
with on-chip superconducting coplanar waveguides fab-
ricated by optical lithography on a 100 nm Nb thin film
deposited onto crystalline sapphire wafers. A 1 mm wide
DPPH pellet was fixed on the 400 µm wide central line
by means of apiezon N grease. The transmission S21

through the central line was measured in the frequency
range 10 MHz ≤ ω/2π ≤ 14 GHz with a vector network
analyzer. Since the sample size is smaller than the small-
est photon wavelengths (λ ≥ 4.4 mm) we can disregard
the dependence of the electromagnetic modes along the y
axis of the device (cf Fig. 1a). A magnetic field B⃗ = Bŷ,
with 0 ≤ B ≤ 0.5 T, was applied by a 9 T/1 T/1 T su-
perconducting vector magnet. The chip was thermalized
to the mixing chamber of a 3He-4He dilution refrigera-
tor giving access to the temperature region between 130
mK and 4.2 K. Additional experiments were performed
with another dilution refrigerator with an even lower base
temperature ≃ 7 mK. Then, B⃗ was applied, also parallel
to ŷ, by a 1 T axial superconducting magnet. In order
to enhance the contrast of those effects associated with
the coupling to the spins and compensate for the decay
of S21 with increasing ω, S21 was normalized using data
measured at two different magnetic fields, as described
in [39, 40] and in [36].

We first examine S21 measured at T = 2 K, depicted
in Fig. 2a. Transmission minima are observed when
ω = Ω ≡ gSµBB/ℏ, indicating resonant absorption of
photons by paramagnetic spins. The microwave trans-
mission is interpreted through the light-matter Hamilto-
nian H = HM +HWG +HI, which encompasses the spin
system HM, the waveguide HWG, and their interaction
HI [41–43]. In the paramagnetic regime, spins are con-
sidered as non-interacting, HM ≈ −gSµB

∑
j B⃗S⃗j , while

the waveguide Hamiltonian HWG is formulated in terms
of right-moving rω and left-moving lω photons, HWG =∫ Ω+

Ω−
dω ℏω(r†ωrω + l†ωlω) with Ω± representing the cut-

off frequencies. The spin-photon interaction, detailed
in [36], is expressed as HI =

∑
j

∫ Ω+

Ω−
dω B⃗rms,⊥(ω, r⃗j) ·

S⃗j(rω + lω + h.c.). Here, Brms,⊥(ω, r⃗j) denotes the root-
mean-square quantum fluctuations, at frequency ω and
spin position r⃗j , of the waveguide magnetic field confined
within the xz plane (Fig. 1a).

The spin resonances can be fitted with the following
expression, derived from H using input-ouput theory (see
[11, 44–46] and [36] for details),

S21 =

∣∣∣∣1−
G

G+ Γ + i(Ω− ω)

∣∣∣∣ (1)
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FIG. 2. (a) Two-dimensional plot of the microwave trans-
mission, measured at T = 2 K, through a superconducting
wave guide coupled to a DPPH polycrystalline pellet. The
inset shows the Lorentzian shape of a spin resonance. (b)
Collective spin-photon coupling G and decay rate Γ obtained
by fitting the transmission data with Eq. (1). The lines are
least-square fits based on Eq. (2), for G, and on a constant
function Γ/2π ≃ 18 MHz. The inset shows the maximum
transmission visibility as a function of magnetic field (open
dots) and the prediction derived from Eq. (1).

to obtain the collective spin-photon coupling G and the
decay rate Γ, which parameterizes the losses. Values ex-
tracted at T = 2 K are shown in Fig. 2b.

We find a nearly constant Γ/2π ∼= 18 MHz. This
value is larger than the spin dephasing rate γϕ/2π =
1/2πT2 ∼= 4.8 MHz (T2 = 33 ns) obtained from time-
resolved electron paramagnetic resonance experiments
[36], thus showing that the resonance width has contribu-
tions from inhomogeneous broadening. The spin-photon
coupling increases with B, reaching remarkably high val-
ues, very close to Γ, for B ≃ 0.5 T, when the resonance
visibility ∆Smax

21 (inset of Fig. 2) also approaches unity.
For N quasi-independent spin emitters, G is given by

G = 2πλ2Ω Neff (2)

where λ2Ω = αΩ is the spin-photon coupling spectral den-
sity for a one-dimensional waveguide and Neff is the ef-
fective spin number at the given temperature, propor-
tional to the spin polarization along B⃗. Figure 2b shows

that Eq. (2) accounts well for the observed coupling en-
hancement, with Neff = N tanh(ℏΩ/2kBT ) [47] and the
constant α as the sole free parameter.

The enhancement with Neff reflects the increase in the
decay rate from superradiant collective states. In the
single-photon limit and at zero temperature, this serves
as a signature of the formation of Dicke states. In our
case, these are thermal collective states that emit in a
superradiant manner, G ∝ Neff, while the emission to
other channels, given by Γ, is determined by the single-
spin decay rates. The experimental data confirm that,
at this temperature, DPPH molecules mainly act as non-
interacting S = 1/2 emitters and that it is possible to
reach a regime in which collective spin-photon couplings
become dominant over the decay rates.

Lowering temperature allows exploring how AF corre-
lations along spin chains [22, 23, 48] modify the interac-
tion with microwave photons. Figure 3 shows transmis-
sion data measured at a fixed B = 125 mT as a function
of ω and (decreasing) T . The spin resonance first gets
enhanced on cooling below 2 K, as a result of the higher
spin polarization, but then its visibility decreases (see
Fig. 4a). This is accompanied by a significant broad-
ening, by a factor ten between 1.5 K to 10 mK, and, as
Fig. 3c shows, by a 7 % upwards shift of the average
resonance frequency Ω.

Experiments performed for different input microwave
powers [36] lead to the same results. Therefore, the
broadening is not associated with any spin saturation
effect. It is also much larger than the line width aris-
ing from the weak anisotropy, less than 0.1 %, between
the principal gS-factors of DPPH [21]. A possible origin
is the combined effect of growing spin correlations and
of a weak anisotropy in the spin-spin exchange interac-
tions. As a result, each DPPH crystallite would acquire
a different Ω(ψ), depending on its orientation ψ with re-
spect to the B⃗. The ensuing inhomogeneous broaden-
ing makes DPPH molecules ‘distinguisable’ and therefore
breaks down the Dicke state. This effect gives further ev-
idence for the formation of spin chains in DPPH.

In order to provide a firmer basis to this interpretation,
we model the light-matter Hamiltonian incorporating in-
trinsic interactions into the spin Hamiltonian HM. We
treat the spin chains in DPPH by a mean field (MF)
approximation (see [49] and [36] for details):

HM =− gSµBB⃗(M⃗1 + M⃗2) + M⃗1ĴM⃗2 (3)

where M⃗1 and M⃗2 are the macro-spin vec-
tors of the two magnetic sublattices within
each chain and the exchange interaction tensor
Ĵ = diag (J, J(1 + ϵ sinψ), J(1 + ϵ cosψ)) introduces an
uniaxial anisotropy along ϵ⃗. The exchange constant J
has been determined comparing the Weiss temperature
θ = −0.6 K, which determines the paramagnetic sus-
ceptibility measured between 1 K and 10 K (Fig. 1b
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FIG. 3. Experimental (a) and simulated (b) microwave transmission at B = 125 mT. (c) Dependence of the spin resonance
frequency Ω on the angle ψ between the magnetic field and the magnetic anisotropy axis of DPPH. The line thickness is
proportional to the contribution to the spin resonance, which increases for molecules forming larger angles and therefore, for
larger frequencies. The central Ω obtained from the simulations in (b) is given by the solid black line while the grey open
symbols are experimental data.

and [36]), with the MF prediction θ = −J/kB. Then,
Ω can be obtained, for any angle ψ between B⃗ and ϵ⃗,
by solving the Landau-Lifshitz-Gilbert equation in the
linear regime [50]. As expected, the results (Fig. 3c)
show that the anisotropy introduces a distribution of
resonance frequencies with a larger contribution from
Ω(ψ ≃ π/2). This explains the change in the average Ω
(see Fig. 3c) and the resonance broadening (see Fig. 4b)
that are observed experimentally.

Again, S21 can be computed using input-output theory
[51] (see also [36]). However, it is essential to consider two
limitations of the MF theory. Firstly, MF overestimates
the sharpness of changes occurring when T approaches
|θ| ≡ TN, as it predicts a transition towards an AF phase
that does not occur in 1D systems. Besides, the MF
low-energy excitations involve tilting the relative orien-
tations of M⃗1 and M⃗2. In reality, bosonic spin-wave exci-
tations occur. Our theory incorporates spin wave modes
by assuming that, below TN , excitations are magnons
with Ω(ψ) calculated by MF. Consequently, the classi-
cal Hamiltonian (3) is replaced by the spin-wave one
HM = ℏΩ(ψ)(b†b + 1/2), where [b, b†] = 1. Then, S21

can be calculated as follows [36]:

S21 =

∣∣∣∣∣∣
1

1 +
∫
dψ sinψ

λ2
ΩNeff (TN )

−ΓSW+i(Ω(ψ)−ω)

∣∣∣∣∣∣
(4)

with ΓSW ≈ Γ(TN ). This formula gives the transmis-
sion shown in Fig. 3b, which, apart from the discussed
sharpness, accounts well for the experimental results. Im-
portantly, we take a closer look at the temperature de-
pendence of the visibility in Fig. 4a. The red dotted
curve illustrates ∆Smax

21 calculated with the classical MF
Hamiltonian, increasing as T decreases, while the solid

line represents (4), which includes the spin-wave charac-
ter of the excitations. Only the latter agrees with the ex-
perimental data. The nearly constant ∆Smax

21 observed
below 600 mK therefore provides direct evidence for a
change in the statistics of the elementary spin excitations
that couple to the microwave photons.

In summary, we have observed a crossover from quasi
identical spins collectively interacting with microwave
photons to a regime governed by 1D magnetic cor-
relations. In the former, paramagnetic region, spin-
photon couplings comparable to the decay rates have
been achieved, thus providing a close equivalent, for a
waveguide, to the strong coupling regime that is often
encountered only with cavities. When T decreases and
spin-spin interactions gain prominence, a breakdown of
the collective superradiant modes occurs, because dif-
ferent molecules are no longer equivalent to each other.
Transmission data allow detecting, and estimating, the
anisotropy in the spin-spin interaction along each chain.
Besides, we find that its temperature dependence reflects
the change in the spin excitation statistics. As Fig. 4b
illustrates, when the material is paramagnetic these are
single spin flips, while antiferromagnetic interactions sta-
bilize bosonic magnon excitations. These results illus-
trate the delicate interplay between light- mediated and
intrinsic matter interactions within a wQED scenario.

This work has received support from grants TED2021-
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the European Union Horizon 2020 research and innova-
tion programme through FET- OPEN grant FATMOLS-
No862893, and from the Spanish Ministry for Digi-
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FIG. 4. (a) Maximum visibility obtained from the experimen-
tal results shown in Fig. 3a (red points) and from theoretical
simulations based on describing the spin chains with either the
classical mean field model (dotted red line) or the quantum
magnon Hamiltonian (solid red line, extracted from Fig. 3b).
(b) Experimental (open blue symbols) and theoretical (solid
blue line) resonance width. The inset illustrates the nature of
the spin excitations that couple to propagating photons: sin-
gle spin excitations in the paramagnetic regime and bosonic
spin waves in the low-T region.
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ationEU through the Quantum Spain project (Digital
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I. SAMPLE PREPARATION AND
STRUCTURAL CHARACTERIZATION

DPPH (2, 2−diphenyl−1−picrylhydrazyl) is a free rad-
ical molecule hosting a spin S = 1/2 with a nearly
isotropic gS = 2.004 factor, very close to that of a free
electron.1,2 This molecule is a widely used standard in
Electron Paramagnetic Resonance (EPR).3 DPPH sam-
ples used throughout this work were purchased, in pow-
der form, from Sigma Aldrich (reference D9132).

Even though solvent-free DPPH has been known for a
long time,1 a full structural determination was not per-
formed until quite recently.2 The results of powder X-
ray diffraction experiments performed on our sample are
shown in Fig. S1. They suggest that it corresponds to the
DPPH-III structure,2 shown in Fig. 1a in the main text,
which contains two inequivalent DPPH sites, referred to
as A and B sublattices.

II. MAGNETIC CHARACTERIZATION

A. Magnetic properties measurements

The dc magnetic susceptibility and magnetic isotherms
were measured above 2 K in a Magnetic Properties Mea-
surement System (MPMS) by Quantum Design, a com-
mercial magnetometer based on a dc-SQUID, operated
by the Servicio de Apoyo a la Investigación (SAI) of the
University of Zaragoza. In addition, measurements were

FIG. S1. Determination of the crystal structure of the
DPPH samples with X-ray diffraction experiments.
Powder diffraction experiment performed on a DPPH sample
(blue solid line) and the calculated pattern for the DPPH-III
crystal structure (red dashed line).2

also performed, for 0.3 K ≤ T ≤ 10 K, with a home-
made micro-Hall magnetometer4 mounted in the insert
of a Physical Properties Measurement System (PPMS),
also by Quantum Design and operated by the SAI. The
magnetometer (Fig. S2) consists of two semiconduct-
ing layers of GaAs and Al1−αGaαAs, shaped in the form
of a double cross, with a two-dimensional electron gas
confined at the interface between the two materials. A
current Iac is introduced through the main arm and a
magnetic field B⃗ is applied parallel to it. The DPPH
sample was placed on the edge of one of the two Hall
crosses of the device and fixed/thermalized with Apiezon
N grease. Its magnetization M⃗ generates an additional
magnetic field B⃗M , perpendicular to the plane of the de-
vice, which induces a Hall voltage VHall proportional to
|M⃗ |. In order to reduce noise and detect this signal, the
current was modulated at a frequency of 107 Hz, with an
Iac = 10 µA amplitude, and the reference voltage Vref in
the bare cross was subtracted from VHall by means of a
differential lock-in amplifier.

𝑉Hall

𝐵
𝑀

𝐵𝑀

𝑒−

𝑒−

−

+

𝑒−

𝑒−

𝑉ref
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+

Lock-in

-

-

+

+

𝑉ref

𝑉Hall

𝐼ac

FIG. S2. Micro-Hall magnetometry. (a) Optical mi-
croscopy image showing a bare micro-Hall chip with two Hall
crosses (left) and a chip hosting a DPPH sample on top of one
of them (right). (b) Schematic image of the magnetometer,
illustrating the differential detection method used to measure
the Hall voltage associated with the sample’s magnetization.
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The dc-magnetic susceptibility χ measured between
0.35 and 100 K with a magnetic field B = 0.1 T can
be found in Fig. 1 of the main text, as the product χT .
Figure S3 shows two complementary representations of
these data: χ and 1/χ (Curie-Weiss plot) vs tempera-
ture. From room temperature down to about 35 K, χ
follows a Curie-Weiss law χ = C/(T − θ), with C the
Curie constant and θ the Weiss temperature. We find
that C = 0.320(1) emu K/mol Oe measured in this re-
gion is smaller, by a factor x ≡ C/CS=1/2

∼= 0.85, than
CS=1/2 = NAg

2
S/4kB = 0.375 emu K/mol Oe that would

be expected for isolated S = 1/2 spins having the g-factor
gS = 2.004 reported for DPPH.2 This suggests that a
fraction of DPPH molecules are in their oxidized form,
which is diamagnetic, i.e. has S = 0. The finite nega-
tive θ = −21 K reflects the existence of relatively strong
antiferromagnetic (AF) interactions. These interactions
lead to the drop in the χT product, proportional to the
effective magnetic moment squared, that is observed ex-
perimentally. A quite similar behaviour has been ob-
served in diverse DPPH derivatives.2,5,6 It is associated
with the coupling between nearest neighbour molecules,
which tend to form AF dimers with an S = 0 ground
state. In the DPPH-III structure, such spin dimers are
formed by DPPH molecules belonging to the A crystal
sublattice, see Fig. 1a in the main text and 2.

Below 10 K, χT shows a second drop. In this temper-
ature region, χ follows also a Curie-Weiss law, but with
a smaller C ≡ CB = 0.154(1) emuK/mol Oe and a much
smaller θ = −0.6 K. This behaviour probably reflects
the weaker interactions between spins in sublattice B of
DPPH-III. The response remains paramagnetic down to
very low-T , with no clear indication of a phase transition.
It is consistent with the formation of either AF dimers
or low dimensional (1D) antiferromagnetic chains. How-
ever, specific heat data, discussed in section II B, point
to the formation of chains. We have calculated the dc
susceptibility of finite chains of N ≤ 8 S = 1/2 spins cou-
pled by a Heisenberg AF coupling. Details of the model
and the calculations are given in section VA below. The
experimental χT can be described by the combination
of two contributions: one arising from AF dimers of A-
type DPPH molecules and another one resulting from AF
chains formed within the B sub-lattice. The reason why
the low-T χ can be accounted for with a model that con-
siders small-N chains is that the contribution per spin to
the total susceptibility tends to vanish as N → ∞. The
uncompensated spins in odd-N chains are responsible for
the incomplete cancellation of χT as T → 0. The origin
of finite size chains can be associated with the presence
of about 15% of diamagnetic DPPH molecules, which are
randomly distributed over the crystal lattice.

Magnetic isotherms measured at 0.5, 1, 2, 5 and 10 K
for magnetic fields up to 8 T are also shown in Fig. S3.
Below 5 K, the theory for non-interacting paramagnetic
spins (solid lines) overestimates the observed magneti-
zation (light dots), which is partially suppressed at low
fields by AF interactions.

FIG. S3. Magnetic characterization. (a) dc-magnetic sus-
ceptibility χ of a DPPH powdered sample measured between
0.35 and 300 K with a magnetic field of 0.1 T. Open dots were
measured with a dc-SQUID magnetometer, solid dots with a
micro-Hall magnetometer. The predictions of a model of infi-
nite AF chains (red solid line) and a model of AF dimers (cyan
solid line) are compared to the experimental data. The black
dashed line is the Curie law for a fully paramagnetic DPPH
sample. (b) Curie-Weiss plot of the reciprocal susceptibil-
ity χ−1 vs temperature. The light red dashed line is a least
square linear fit of data measured above 50 K. It gives a Weiss
temperature θ = −21 K associated with the formation of AF
dimers in sublattice A. Inset: close up plot of the low temper-
ature region data, which follow a Curie-Weiss law (light red
dashed line) with θ = −0.65 K associated to the formation of
AF chains in sublattice B. (c) Magnetic isotherms, measured
at 0.5, 1, 2, 5 and 10 K for magnetic fields up to 8 T.. The
lines show the dependence expected for non-interacting para-
magnetic spins.
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B. Heat capacity measurements

Heat capacity experiments were carried out also in a
PPMS. The calorimeter consists of a sapphire disc —
the sample holder— on which the sample is placed. This
holder integrates a heater and thermometer, and it is con-
nected to a thermal reservoir by thin gold wires. Sam-
ple and holder are put in mutual thermal contact with
apiezon N grease. Measurements are performed with con-
trolled pressure conditions in the sample chamber of the
PPMS, that is, constant-pressure heat capacity is mea-
sured. The heat capacity of the sample is measured us-
ing a relaxation technique.7 A heat power is applied for a
short time, increasing the temperature of both the holder
and the sample. Part of the heat is transferred through
the wires to the thermal reservoir. The time constant
of the exponential increase and decrease of temperature
during this process is proportional to the heat capacity of
the combined sample plus holder system. The different
holders are regularly calibrated without sample, so that
the heat capacity of the holder can be subtracted from
the measurement.

The zero-field specific heat of DPPH is shown in Fig.
1c of the main text. Above 2 K, it is dominated by a
large contribution arising from lattice and molecular vi-
brations. At lower temperatures, an additional contri-
bution shows up, which depends on magnetic field, as
shown in Fig. S4. Therefore, it reflects spin excitations.
The broad shape of this anomaly confirms that no phase

FIG. S4. Heat capacity of polycrystalline DPPH for
different magnetic fields. The experimental results (dots)
are compared with a theory of small AF chains (solid lines)
and with the paramagnetic theory for non-interacting S = 1/2
spins (light dashed lines).

transition to long-range magnetic order takes place in
this temperature region.

The zero-field data agree well with predictions for the
specific heat of infinite AF chains,8 and seem to rule out
the formation of dimers within the B sublattice. Lacking
an analytical model for the B ̸= 0 specific heat of in-
finitely long AF spin chains, we had to content ourselves
with computing the heat capacity of finite chains of up
to eight S = 1/2 spins. The model is discussed in section
V A. This simplified model accounts reasonably well for
data measured at low (B ≤ 0.5 T and high (B > 2 T)
magnetic fields. In the latter case, it tends towards the
predictions for non-interacting spins, as expected. Devi-
ations are observed at intermediate fields (1–2 T).

III. ELECTRON PARAMAGNETIC
RESONANCE EXPERIMENTS

Electron Paramagnetic Resonance (EPR) experiments
were performed in a commercial Elexsys E-580 by
Brucker operating in the X-band (∼9.8 GHz). The spec-
trometer consists of a resonant cavity, in which the para-
magnetic sample is placed, located at the center of an
electromagnet. The external DC magnetic field gener-
ated by the magnet tunes the spin transition to the cav-
ity frequency, which results in a resonant absorption of
microwave power by the sample.

In continuous wave EPR (cw-EPR) experiments, the
cavity is continuously irradiated while the DC magnetic
field is swept slowly. The absorption signal is obtained
with a field-modulation detection, in which a set of small
coils apply a radio-frequency (RF) magnetic field modu-
lation that results in a derivative-like line shape for each
absorption signal. The single narrow line shape mea-
sured with this technique, shown in Fig. S5a, agrees with
a spin S = 1/2 and gS = 2.004. The line intensity I
shows a paramagnetic behaviour, with IT , also shown
in Fig. S5, behaving very much as χT . The line shape
suggests that the line width is dominated by the homo-
geneous broadening down to 4 K. It is known that, in
the paramagnetic phase of DPPH, exchange interactions
tend to suppress the inhomogenous broadening associ-
ated with dipole-dipole interactions9 via the exchange
narrowing mechanism.10 This property makes DPPH a
good reference material for calibrating commercial EPR
systems.3

Time-domain, or pulsed, EPR experiments measure
the signal emitted by the spin system after sending a
series of microwave pulses to the cavity. This gives in-
formation on the relaxation and coherence of the spin
system, as the detected signal depends on the dynamics
of the spin state prepared by the pulses. The simplest
pulsed EPR experiment is the measurement of the Free
Induction Decay (FID), which is the signal that the spin
system induces in the cavity after a microwave pulse gen-
erates a coherence between the two spin states of a given
transition. If the spin system exhibits inhomogeneous
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FIG. S5. cw-EPR experiments. (a) cw-EPR spectra of
a powder DPPH sample measured at five different temper-
atures. (b) Evolution of the product of the intensity of the
cw-EPR spectrum times temperature, measured first for de-
creasing temperatures (blue closed dots) and then for increas-
ing temperatures (red open dots).

broadening, a revival of the FID signal — the ‘echo’ —
can be recovered with refocusing pulses. When homo-
geneous broadening is dominant, there is no spin echo
signal, and the phase memory time Tm of the spin sys-
tem is obtained as the characteristic time constant of
the FID. Time-domain EPR measurements of the FID of
DPPH powder samples were carried out at 7.7 K and at
room temperature. The results are shown in Fig. S6. The
fit of the two signals is compatible with a homogeneous
broadening γϕ/2π = 1/2πTm = 4.8 MHz and 4.3 MHz at
7.7 K and room temperature, respectively. These values
correspond to Tm = 33 ns and 37 ns, respectively. Fig-
ure S6c shows that these values are also compatible with
those obtained from microwave transmission experiments
at lower temperatures.

IV. ON-CHIP MICROWAVE TRANSMISSION
EXPERIMENTS

A. Experimental setup

Microwave transmission experiments were performed
with on-chip superconducting coplanar waveguides fab-
ricated by optical lithography on a 100 nm Nb thin film
deposited onto crystalline sapphire wafers. A 1 mm wide
DPPH pellet was fixed on the 400 µm wide central line
by means of apiezon N grease, see Fig. S7a. Figures S7b-
c show how the superconducting chip is integrated in the
3He-4He dilution refrigerator that gives access to temper-
atures as low as 7 mK. A cold finger (Fig. S7b) places the
chip at the center of a 1 T axial superconducting mag-

FIG. S6. Pulsed-EPR experiments. (a) Free Induction
Decay (FID) of a DPPH powered sample measured at 7.7 K.
(b) FID of the same sample measured at room temperature.
(c) Temperature dependence of the DPPH absorption spec-
trum width. The values extracted from FID data (red open
dots) are compared to those derived from on-chip microwave
transmission experiments (blue closed dots).

net (Fig. S7c). The magnetic field is applied along the ŷ
axis of the laboratory reference frame, which is parallel
to the wave guide. The device is thermalized to the mix-
ing chamber of the dilution refrigerator (Fig. S7d). The
transmission S21 through the device was measured in the
frequency range 10 MHz ≤ ω/2π ≤ 14 GHz with a vector
network analyzer. The input signal was attenuated by 50
dB before reaching the chip, while the transmitted signal
was amplified by 30 dB at 4 K with a low-noise cryogenic
amplifier.

B. Normalization of microwave transmission data

In the actual transmission data the microwave absorp-
tion by the DPPH spins is often masked by spurious
modes, see Fig. S8a, that arise from unavoidable imper-
fections in the microwave circuit. The measured trans-
mission can then be understood as the convolution:

S21 ≃ S21,WG+DPPH S21,modes , (1)

of the transmission features S21,WG+DPPH arising from
the presence of the DPPH sample on top of the waveguide
with the contribution S21,modes arising from those modes.
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FIG. S7. Experimental setup for on-chip transmission
experiments. (a) Microscopy image of a DPPH powder sam-
ple on top of the waveguide. (b) Cold finger hosting the su-
perconducting chip. (c) Superconducting magnet in which
the cold finger is inserted, generating a magnetic field parallel
to the waveguide. (d) Scheme of the 3He-4He dilution refrig-
erator with a base temperature ≃ 7 mK.

In order to obtain S21,WG+DPPH, the raw S21 needs
to be normalized. A simple normalization procedure ex-
ploits the magnetic field dependence of S21,WG+DPPH:

S21,WG+DPPH(B) ≃ 1 + ∆S21(B) , (2)

with:

∆S21(B) =
S21(B)− S21(B +∆B)

S21(Bref)
. (3)

Here, the raw data S21(B) measured at a field B are nor-
malized by subtracting from it the raw data S21(B+∆B)
measured at a close field B + ∆B and dividing the re-
sult by a reference transmission measured at a fixed field
Bres (usually Bres = 0 is chosen, or any magnetic field at
which the microwave transmission shows no features as-
sociated to any spin resonances in the relevant frequency
region). As shown in Fig. S8b, this method effectively
removes S21,modes from the transmission data, provided
that S21,modes is independent of magnetic field or that
it varies sufficiently slowly with it. The normalization
step ∆B is chosen to be as small as possible while avoid-
ing the overlap of the spin resonances in S21(B) and
S21(B +∆B). This requires that |∆B| ≫ ℏΓ/µBgS .

𝜇B𝑔𝑆Δ𝐵/ℎ

FIG. S8. Normalization of transmission data. (a) Raw
microwave transmission data S21 measured on a waveguide
coupled to a powdered DPPH sample at five magnetic field
values. They are chosen in such a way that spin resonances at
Ω = µBgSB/ℏ do not overlap. Some of these resonances are
masked by spurious modes in S21,modes. (b) Normalization
of the transmission data with Eq. (3) at the same magnetic
fields. Only the part of S21,WG+DPPH(B) ≃ 1+∆S21(B) that
is close to Ω (solid lines) is used to extract the spin-photon
coupling G and the dissipation rate Γ. The rest (dashed
lines), which includes an upwards peak associated with the
subtraction of S21(B + ∆B) (in this example, ∆B < 0), is
discarded. This peak is not relevant as long as it does not
overlap with the absorption peak at Ω, which sets the condi-
tion µBgS |∆B|/h≫ Γ/2π.

C. Transmission properties in the paramagnetic
phase of DPPH

Figure S9 shows the field and temperature depen-
dence of G and Γ in the paramagnetic phase of the B-
type DPPH sublattice (T > 0.7 K). The coupling G is
proportional the input frequency in a one-dimensional
wave guide. Close to the spin resonance, this input fre-
quency is approximately the spin resonance frequency
Ω = µBgSB/ℏ, and G can be written as (see Eq. (3) in
the main text):

G = 2παΩN tanh

(
ℏΩ

2kBT

)
, (4)

where N is the total number of spins coupled to the mi-
crowave magnetic field generated by the waveguide, and
α is a temperature-independent and field-independent
dimensionless scaling factor. The only free parameter
in the fit of G for all temperatures and magnetic fields
within the paramagnetic phase is 2παN = 0.00441(6).
The coupling enhancement by Neff = N tanh (ℏΩ/2kBT )
signifies the increase in the radiative rate decay in super-
radiant collective states.
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For T > 1 K, the dissipation rate Γ is found to de-
pend weakly on both magnetic field and temperature.
The values derived from these experiments are compat-
ible with those obtained with a conventional EPR spec-
trometer, see Fig. S6c. Besides, Γ/2π ∼= 8 MHz mea-
sured at T = 4.2 K is also compatible with that obtained
for DPPH samples coupled to coplanar resonators at the
same temperature.11 Remarkably, G becomes compara-
ble to Γ for magnetic fields B > 400 mT. This yields a
signal visibility max(|∆S21|) = G/(G+Γ) close to unity.
Therefore, the spin ensemble and the waveguide enter
then a regime that resembles the strong coupling limit
(G ≥ Γ) that is commonly reached only by coupling spins
to a resonator. In order to better understand how large
this G actually is, it is worth estimating what it would
lead to in the case of a resonator. Input-output theory12

provides a relation between G and the coupling Gres to
a cavity resonating at a given frequency ω

Gres =

√
Gω

π
(5)

Using this relation, the maximum coupling G/2π ≃ 12
MHz to the line that we measure at B = 500 mT and
ω/2π = 14 GHz would correspond to Gres ∼ 0.58 GHz.
This estimate compares favourably to those reported pre-
viously for DPPH samples at coplanar superconducting
resonators.13,14

FIG. S9. Magnetic field dependence of G and Γ at
four selected temperatures within the paramagnetic
phase of DPPH. G (red open dots) and Γ (blue closed dots)
values were obtained by fitting the normalized transmission
data using Eq. (2) in the main text. Light solid lines show
the average Γ (discarding the low magnetic field region) and
the result of a least-squares fit of G with Eq. (4).

D. Effect of input microwave power

The resonance of the DPPH ensemble was measured at
T = 0.3 K and B = 0.22 T with different input microwave
powers Pin between -25 and -10 dBm. No saturation
effect was observed in the resonance due to the change in
Pin, as shown in Fig. S10.

FIG. S10. Spin resonance versus microwave power.
Normalized transmission of a waveguide coupled to a pow-
dered DPPH sample measured at T = 0.3 K and B = 0.22 T.

V. THEORY OF ANTIFERROMAGNETIC SPIN
CHAINS

A. Exact diagonalization calculation of the
magnetic and thermal responses of small AF spin

chains

The 1D antiferromagnetic chains that form in the B-
sublattice can described by (ℏ = 1):

Hm =
∑

i,j

S⃗i · J̄ · S⃗j − gµBB
∑

i

Syi . (6)

Here, S⃗j = (σxj , σ
y
j , σ

z
j ) are the Pauli matrices. The

anisotropy of the spin-spin interactions is encoded in the
coupling tensor J̄ :

J̄ = diag(J, J(1 + ϵ sinψ), J(1 + ϵ cosψ)) . (7)

Here, ψ is the angle that the anisotropy axis ϵ⃗ forms
with z. Moreover, w.l.o.g we assume this axis lies in the
yz-plane, see figure S11. The last term in Hm is the
Zeeman coupling to the externally applied DC magnetic
field B0. We define the y-axis as the orientation of this
field, matching the laboratory frame defined in Fig. 1a in
the main text.

Using exact diagonalization we can obtain all the eigen-
states of the system up to sizes not much larger than 10
spins. With them, we can calculate observables such as
the specific heat or the magnetic susceptibility. Starting
with the specific heat, c, we calculate it from the eigen-
values of the Hamiltonian given in Eq. (6) at a certain
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temperature, T , with the following expression

c = β

[
Z ′′

Z
−

(
Z ′

Z

)2
]
, (8)

where β = 1/T , ()′ = ∂β and Z = Tr
(
e−βH

)
.15

The terms explicitly read Z =
∑
m e

−βϵm , Z ′ =
−∑

m e
−βϵmϵm and Z ′′ =

∑
m e

−βϵmϵ2m, with ϵm being
the eigenstates of Eq. (6). We compute these energy fluc-
tuations for the different angles ψ and sizes up to N = 8
spins and then we take the average. The results of the
simulations are presented in Figs. S4 and 1c (main text).
We confine our analysis to small-sized lattices, as the
complete spectrum is necessary to compute the specific
heat at finite temperatures, as discussed in Fig. S12.
This limits the quantitative approach to actual experi-
mental values.

On the other hand, for the magnetic susceptibility,
we can treat perturbatively the partition function Z.
In general, for a system described by some hamiltonian

FIG. S11. Orientations of the magnetic field and of
the magnetic anisotropy axis, and angle convention
used in the exact diagonalization of the Hamiltonain
of small 1D AF chains.

FIG. S12. Specific heat obtained through exact diag-
onalization. The results shown are for a 7-spin chain, as a
function of temperature fixing the external magnetic field at
0.5 T. As can be seen, we only recover the analytical curve
(black curve in both plots) when the totality of the system’s
eigenstates is considered.

FIG. S13. Dependence of the magnetic susceptibility
on the spin chain size. We show the χT product calculated,
at B = 0, as a function of the number of spins in the chain in
two regimes: low temperature (blue squares) and high tem-
perature (red triangles). In the low-temperature regime only
odd number spin chains contribute. This response (normal-
ized by the spin number) decays with increasing chain length.

H0 that is under a perturbation Q with intensity f , i.e.
H = H0 − fQ, the susceptibility, χ, is defined as

χ = β

[
Z2

Z0
−
(
Z1

Z0

)2
]
, (9)

where Z ≃ Z0 + ξZ1 + ξ2Z2 and ξ = βf .15 In our
case, Z0 =

∑
m e

−βϵm , Z1 =
∑
m e

−βϵmQmm, and
Z2 =

∑
mn e

−βϵmn |Qmn|2Kmn, with Q = 1

|B⃗| B⃗S⃗, Kmn =

K [β(ϵm − ϵn)] and K(X) = (eX − 1)/X.

In this case, we observe that small chains accurately
reproduce the experimental curve (see Fig. S3). This phe-
nomenon can be attributed to the fact that, with increas-
ing chain length, the per-spin contribution to the total
susceptibility diminishes. As demonstrated in Fig. S13,
the susceptibility scales as 1/N , in relation to the suscep-
tibility of a single spin, which predominantly influences
the behavior in the limit T → 0. Furthermore, only
chains with an odd number of spins contribute, due to
their S = 1/2 ground state. At sufficiently high temper-
atures, however, chains of all lengths contribute equally,
enabling the recovery of the experimental results using
solely small chains, as shown in Fig. 1b in the main text.

Comparing the specific heat and the magnetic suscep-
tibility obtained from the exact diagonalization of our
model of small chains with the experimental results we
found that the anisotropy in the spin-spin interactions is
very small and not relevant in these experiments. This
is not the case in microwave transmission experiments,
where the small anisotropy plays a crucial role and sig-
nificantly changes the spin resonance features, as it is
shown in the main text and in section VI below.
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B. Mean field theory of antiferromagnetic spin
chains

For computing the transmission at very low temper-
atures, it is necessary to consider large chains that are
beyond the scope of exact diagonalization. Therefore,
we employ a mean field theory, which not only explains
the underlying physics but also accounts for the experi-
mental data both qualitatively and quantitatively, as de-
tailed in the main text. Here, we aim to describe our
application of this mean field (MF) theory to DPPH.
Additionally, within the MF theory, we can compute the
linear response, enabling us to characterize the transmis-
sion experiments.

We use the Bogolyubov inequality, which serves as a
method for approximating the equilibrium partition func-
tion of an interacting system. This inequality arises from
convexity and requires the Hamiltonian to be divided into
a part that is solvable and the remaining part.

H = H0 +H1 =⇒ Z

Z0
≥ e−β⟨H1⟩0 , (10)

with Z = Tr[e−βH] the actual partition function, Z0 =
Tr[e−βH0 ] and ⟨...⟩0 = Tr[...e−βH0 ]. Taking the logarithm
in Eq. (10), an upper bound for the free energy is found:

F ≤ F0 + ⟨H1⟩0 . (11)

In antiferromagnetic systems, spins are divided in two
sub-lattices, namely 1 and 2. In each sub-lattice the spin
averages are the same. Therefore, we choose for H0:

H0 = −λ⃗1M⃗1 − λ⃗2M⃗2 , (12)

where λ⃗α are variational parameters that minimize the
left hand side of Eq. (11) and we have used the following
compact notation for the magnetization vectors:

M⃗1 =M1u⃗1 , (13)

M⃗2 =M2u⃗2 . (14)

It turns out that Z0 only depends on the modulus |λ⃗α|.
Thus, we can set λα ≥ 0. Considering nearest neighbor
interactions, together with the angle convention used in
Fig. S11, we obtain for the average:

⟨H1⟩0 = λ1M1 + λ2M2 (15)
− gµBB(M1 sin θ1 +M2 sin θ2)

+M1M2u⃗1 · J̄ · u⃗2 ,

where J̄ is given in Eq. (7). We assume that the
magnetization vectors lie also in the zy-plane, the plane
spanned by the anisotropy and magnetic field vectors
as depicted in Fig. S11. Simulations performed con-
sidering a generic three-dimensional orientation for the
magnetisation vectors gave the same results as in the 2D
case. This is easy to see since the directions of interest

are always going to be the anisotropy axis (when there
is no field) or the field axis (when the field is very strong).

Inserting Eq. (15) in Eq. (11) and minimizing over the
variables {λ1, θ1, λ2, θ2}, we end with the consistency re-
lations:

∂⟨H⟩0
∂θ1

= 0 , (16a)

λ1 = gµBB sin θ1 −M2u⃗1 · J̄ · u⃗2 , (16b)
M1 = tanh(βλ1) , (16c)

and similar equations for sublattice 2.

In general, these equations are solved numerically.
However, analytical progress can be made using symme-
try arguments. We assume λ1 = λ2 = λ and M1 =
M2 = M . With our convention for angles (Fig. S11, we
find that in either the paramagnetic phase or the spin-
flop transition (see below), θ1 + θ2 = π. This condition
is also applicable, in principle, to the antiferromagnetic
scenario. By imposing these conditions, we derive the
following expression:

sin θeq2 =
gµBB

MJ [2 + ϵ(sinψ + cosψ)]
, (17)

with:

M = tanh

[
β
(
gµBB + JM cos 2θeq2 (18)

− JMϵ(sin2 θeq2 sinψ − cos2 θeq2 cosψ)
)]
.

Equations (17) and (18) are used for determining the
phase diagram, as illustrated in Fig. S14. Here, we
depict the numerical solutions for the equilibrium an-
gles, ∆θeq, yielding the distinct phases. A zero value of
∆θeq indicates that temperature and/or magnetic field
are sufficient to align the magnetization vectors. A non-
zero ∆θeq signals the emergence of magnetic correlations,
revealing two distinct phases: the spin-flop phase for
0 < ∆θeq < π, and the antiferromagnetic phase for
antiparallel spins. Panel (a) of Fig. S14 displays the
case with perpendicular anisotropy to the magnetic field,
while panel (b) considers parallel orientation. Specif-
ically, when B⃗ ⊥ ϵ⃗ and ψ < π/4, a magnetic field
weaker than J

√
2ϵ(sinψ − cosψ) results in antiparal-

lel magnetization vectors orthogonal to the anisotropy
axis, where θ1 + θ2 = 2π. This condition persists un-
til the magnetic field B is strong enough to rotate both
vectors towards the paramagnetic phase. This process
is elaborated in subplots (a.1) and (b.1) of Fig. S14.
The critical field at T = 0 is derived from Eq. (17) as
gµBB

c = J(2 + ϵ(sinψ + cosψ)), while the Néel temper-
ature is fixed at TN = J/kB.
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FIG. S14. Equilibrium magnetization angles. Phase diagram for ∆θeq as a function of temperature and magnetic field.
In (a) the anisotropy is perpendicular to the magnetic field while in (b) they are parallel. In subplots (a.1) and (b.1) we see
the different behaviour at T = 0 that the anisotropy shows up. Since J(1+ ϵ) < J , the magnetization vectors lie perpendicular
to the anisotropy axis to minimize the energy. When ψ < π/4, there is a magnetic field threshold for which, below that point,
magnetization remains in the perpendicular axis to ϵ⃗. When the field is strong enough, both vectors flip to start coming parallel
between them symmetrically until the paramagnetic phase is reached. This point is found to be gµBB = J

√
2ϵ(sinψ − cosψ).

The parameters used were J/kB = 0.7 K and Jϵ/kB = −0.065 K for panels (a) and (b). In (a.1) and (b.1) an arbitrarily bigger
ϵ was used for better visualization.

C. Spin dynamics: computing the resonance
frequency of the chains

Mean field treatment is consistent with using the
Landau-Lifshitz-Gilbert (LLG) equation for the dynam-
ics. The LLG equation reads

dM⃗α

dt
= −gµB M⃗α×B⃗mol,α−γ M⃗α×(M⃗α×B⃗mol,α) (19)

with α = 1, 2. The molecular field is given by16,17

B⃗mol,α = − 1

gµB
∇⃗F , (20)

with F the free energy computed by means of the MF,
Cf. Eq. (11).

As the LLG preserves |M⃗α|, it is convenient to work in
spherical coordinates, which transform Eq. (19) into the
following:

sin θα θ̇α = − 1

Mα
Fφα − γ sin θα Fθα ;

sin θα φ̇α =
1

Mα
Fθα − γ

1

sin θα
Fφα .

(21)

We have introduced the notation Fθα ≡ ∂θαF . At
equilibrium, the derivatives of the free energy are zero.
Therefore, in the linear response regime, we perform a
Taylor expansion of these derivatives, resulting in the set
of linear equations:




sin θ1 θ̇1
sin θ1 φ̇1

sin θ2 θ̇2
sin θ2 φ̇2


 =




−Fφ1,θ1

M1
−Fφ1,φ1

M1
−Fφ1,θ2

M1
−Fφ1,φ2

M1
Fθ1,θ1
M1

Fθ1,φ1

M1

Fθ1,θ2
M1

Fθ1,φ2

M1

−Fφ2,θ1

M2
−Fφ2,φ1

M2
−Fφ2,θ2

M2
−Fφ2,φ2

M2
Fθ2,θ1
M2

Fθ2,φ1

M2

Fθ2,θ2
M2

Fθ2,φ2

M2




(22)

− γ




− sin θ1 Fθ1,θ1 − sin θ1 Fθ1,φ1
− sin θ1 Fθ1,θ2 − sin θ1 Fθ1,φ2

Fφ1,θ1

sin θ1

Fφ1,φ1

sin θ1

Fφ1,θ2

sin θ1

Fφ1,φ2

sin θ1
− sin θ2 Fθ1,θ2 − sin θ2 Fθ2,φ1

− sin θ2 Fθ2θ2 − sin θ2 Fθ2,φ2
Fφ2,θ1

sin θ2

Fφ1,φ2

sin θ2

Fφ2,θ2

sin θ2

Fφ2,φ2

sin θ2






θ1
φ1

θ2
φ2


 .

Here, both θα and φα are the equilibrium values (ob- tained as explained in the previous section). Besides,
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the derivatives are evaluated in the corresponding equi-
librium values. Note that here we use a 3D orientation
for the magnetization vectors for convenience. The 2D
choice that we made in the previous section allowed us
to derive some analytical expression whereas here we will
resort to numerical solutions.

The resonance frequency, Ω is derived by seeking os-
cillatory solutions of the form:

θα = δθαe
iΩt, (23a)

φα = δφαe
iΩt. (23b)

Substituting these expressions into Eq. (22), we obtain a
linear equation system for Ω that is amenable to numer-
ical solution. Among the four solutions, two correspond
to the normal modes of each sublattice, indicating that
for each sublattice, two frequencies describe the motion
of θα and φα.

To calculate these resonant frequencies, we set γ = 0,
i.e., focusing solely on Hamiltonian dynamics. While
there is generally a dependence on the dissipation
strength, it is marginal. In Fig. (S15), we present sev-
eral numerical examples to illustrate the dependence of
Ω on the angle ψ⃗, which is crucial for understanding ex-
perimental outcomes. Specifically, in panel S15a, we plot
the angle dependence of the non-vanishing resonant fre-
quency as a function of the field for different anisotropy
orientations, ψ. The resonant frequencies are found to
follow:

Ω =
√
B̄2 − 2J2ϵ(sinψ − cosψ), (24)

where B̄ = gµBB. For angles less than π/4, grey dashed
lines show the expected frequency curve absent a spin-
flop transition. Orientations with complementary angles
(ψ1+ψ2 = π/2) exhibit identical resonant frequencies at
zero field. The black dashed line denotes the magnetic
field value for which panel S15b is simulated, correspond-
ing to the experimental and simulation data presented in
Fig. 3 in main text. Below the Néel temperature (TN),
magnetic correlations lead to distinct resonant frequen-
cies for each anisotropy orientation, resulting in a distri-
bution where larger angles, i.e., orientations closer to the
magnetic field direction, exhibit higher frequencies.

Additionally, the variation in resonance frequency due
to magnetic correlations necessitates estimating the line
width (losses). Incorporating the dissipation component,
which is the second line in Eq. (22), and considering the
exponential decay in oscillatory solutions:

θα = δθαe
iΩt−γt, (25a)

φα = δφαe
iΩt−γt, (25b)

Moreover, numerical analyses suggest the approximation:

γ ∝ JM2
α . (26)

Thus, the line width increases below TN. Although this
does not determine the experimental broadening, which

is due to the fact that anisotropy introduces a distribu-
tion of resonance frequencies when spin waves emerge, as
explained in the main text.

FIG. S15. Resonant frequency of the chains accord-
ing to its orientation. In a) we show the dependence of
Ω at T = 0 with the anistropy orientation, ψ. We find that
Ω follows Eq. (24) so angles between 0 and π/4 would fol-
low the grey dashed line if they did not pass through the
particular spin flop transition described. The black dashed
line indicates the magnetic field at which the results in panel
b) were obtained. There, the temperature behaviour of the
frequencies for each orientation ψ is shown. Over TN, the sys-
tem is paramagnetic and anisotropy does not play any role
but below that temperature, magnetic correlations show up
its strong influence on the frequencies. The parameters used
were J/kB = 0.7 K and Jϵ/kB = −0.065 K.

VI. WAVEGUIDE QED THEORY

The Brms field is in the xz plane, that is, perpen-
dicular to the applied field. Therefore, the photons
from the guide will essentially produce spin-flips in the
DPPH. Thus, the Hamiltonian for our calculations will
be H = HWG +HI +HM, where

HWG =

∫
dω ω (r†ωrω + l†ωlω) , (27)

HI =
N∑

j,n

∫ Ω+

Ω−

dω λω(r⃗j)
(
σ+
j,n + h.c.

)
X(ω) . (28)
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In Eq. (27), r†ω ( l†ω ) are bosonic operators, [rω, r
†
ω′ ] =

δ(ω − ω′) and [lω, l
†
ω′ ] = δ(ω − ω′). They create right

(left) moving photons. Besides, in Eq. (28), X(ω) =
(rω + lω) + h.c., λω are spin- photon coupling constants
and the σ±

j,n are Pauli spin-raising and lowering operators
for the j-th DPPH molecule from the n-th chain. The
angle θ stands for the orientation of the magnetic field
B⃗rms generated by the waveguide at the position of the
given molecule. The actual value of the coupling is given
by,

λω(r⃗j) =
gSµB√
2π

|B⃗rms(r⃗j)| ∼= λω (29)

with B⃗rms(r⃗j) the zero-point root mean square magnetic
field generated by the current fluctuations in the waveg-
uide. The last approximation states that we neglect dis-
tance effects. Furthermore, the dependence on the x and
z coordinates can be averaged out to yield an average
coupling which, ultimately, must be fitted.

A. Input-output fields and scattering

For computing the transmission, we use input-output
theory18

rout(t) = rin(t)− i

∫ ∞

0

dω√
2π

e−iω tλω

∫ ∞

−∞
dτ e+iωτσx(τ)

(30)
With right input photon fields

rin(t) :=

∫ ∞

0

dω√
2π

rω(t0)e
−iω(t−t0) , (31)

and the output ones,

rout(t) :=

∫ ∞

0

dω√
2π
rω(tf )e

−iω(t−tf ) (32)

and identical relations for the left fields.

1. Input fields and temperature effects

We must consider the effect of temperature. The line-
molecules are thermalized at temperature T . Then, we
inject a current, that in the case of our experiment is
equivalent to a coherent state. Therefore the input field
can be written as,

ϱin = A ϱβ A† , (33)

with A the generator of coherent states,

A =
∑

j

ϕje
αja

†
j−α∗

jaj . (34)

2. Transmission and reflection formulas

In the limit α → 0 (cf. Eq. (34)), the transmission is
given by:

t(1)(ω) = lim
α→0

⟨αω|rout(t)|αω⟩
⟨αω|rin(t)|αω⟩

, (35)

where |αω⟩ = exp
(
αr†in(ω)− H.c.

)
|Ω⟩, with r†in(ω) be-

ing the Fourier transform of r†in(t). It is crucial to note
that, in this limit (α → 0), the transmission is equiv-
alent to the case of single-photon scattering.19 The su-
perscript t(1) denotes that we are considering the single
molecule scenario. A single molecule can be treated as a
point-like object, leading to the continuity of the photon
wavepacket at the interaction point with the molecule
and the guide, as expressed by:

r(1)(ω) = t(1)(ω)− 1. (36)

For the calculation of transmission (Eq. (35)), we refer
to Eq. (30). The two-level system (TLS) dynamics are
described by the master equation:

dϱ

dt
=− i[Hs, ϱ]− iα

√
dω

dk
g(ω0) cos(ω0t)[σx, ϱ] (37)

+ 2γ(Ω)

(
σ−ϱσ+ − 1

2
{σ+σ−, ϱ}

)

+ 2γ(Ω)e−βΩ
(
σ−ϱσ+ − 1

2
{σ+σ−, ϱ}

)

+ γϕ

(
σ+σ−ϱσ+σ− − 1

2
{σ+σ−, ϱ}

)
.

Here,

Hs = Ωσ+σ−, Ω ≡ gµBB (38)

and γ represents the temperature-dependent rates for the
spins, including both the coupling to the line and any
intrinsic loss mechanisms within the molecules:

γ(Ω) =
(
ξ + 2πλ2Ω

)
(nΩ + 1), (39)

with nΩ = 1/(eβΩ + 1) being the Bose occupation num-
ber, and ξ accounting for intrinsic loss mechanisms. Ad-
ditionally, γϕ quantifies the pure dephasing terms. The
factor of 2 in front of the summation is because the mas-
ter equation is coupled to both left (lω) and right (rω)
modes. Solving the master equation within the linear
response theory (LRT), we derive:

t(1)(ω) = 1− 2πλ2ω⟨σz⟩β
Γ + i(Ω− ω)

, (40)

where

⟨σz⟩ = tanh

(
βω

2

)
, (41)

Γ = λ(Ω) + γϕ. (42)
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routrin

linlout

T

FIG. S16. Graphical representation of the transfer matrix, T .

It is essential to highlight that the transfer matrix,
which describes the relationship between the photon
wavepacket on both sides of the molecule (refer to
Fig. S16), can be expressed in terms of the transmission
and reflection coefficients as follows:

T =

(
t− r2/t r/t
−r/t 1/t

)
. (43)

Using Eq. (36), the transmission for a single molecule can
be succinctly expressed as:

T (1) = 1 +
r(1)

t(1)
(σx + iσy). (44)

To prevent any misunderstanding, it is worth emphasiz-
ing that the Pauli matrices mentioned above do not per-
tain to those representing 1/2-spins. In this context, they
serve merely as a convenient method for representing a
2× 2 matrix.

B. Transmission in the paramagnetic phase

In the paramagnetic phase, the molecules act as inde-
pendent emitters. Consequently, the total transfer ma-
trix is determined by the product of individual matrices,

T =
∏

T
(1)
j = 1 +

∑

j

r
(1)
j

t
(1)
j

(σx + iσy), (45)

leveraging the property of the Pauli matrices,

(σx + iσy)
2 = 0. (46)

It should be noted that the total transmission is found
as [cf. Eq. (43)],

ttotal =
1

1 +
∑
j

r
(1)
j

t
(1)
j

. (47)

By employing Eqs. (40) and (36), and recognizing that
λω ≪ Γ in Eq. (42), we find that

r
(1)
j

t
(1)
j

≈ 2πλ2ω⟨σz⟩
−Γ + iδ

=⇒
∑

j

r
(1)
j

t
(1)
j

≈ N2πλ2ω⟨σz⟩
−Γ + iδ

, (48)

where

δ = Ω− ω. (49)

Thus, under these assumptions, the transfer matrix
across the ensemble behaves as though scattering were
occurring through a single object, but with enhanced
coupling

∑
n g

2
j , i.e., superradiance. In the main text,

we define the collective coupling as

G = N2πλ2ω⟨σz⟩ (50)

leading to

S21 = |ttotal| =
∣∣∣∣∣

1

1− G
−Γ+iδ

∣∣∣∣∣ , (51)

which is Eq. (1) in the main text.

C. Transmission below TN

When intrinsic spin interactions become significant,
DPPH molecules tend to organize into AFM 1D chains.
Consequently, microwave photons no longer interact with
individual emitters but with spin waves (k = 0) that be-
have as bosons. We know that transmission through a
boson is given by [cf with (40)],

t(1)(ω) = 1− 2πλ2ω
ΓSW + i(Ω− ω)

. (52)

It is crucial to realize that, now, ΓSW is not temperature-
dependent, meaning that transmission does not depend
on temperature. Furthermore, due to anisotropy, each
chain possesses a distinct angle ψ, which influences its
resonance frequency as we have calculated and illustrated
in Figure S15. Thus, the sum over j in (51) is across
chains, each with a different frequency Ω(ψ). We can
replace the sum with an integral, resulting in

S21 = |ttotal| =

∣∣∣∣∣∣
1

1 +
∫
dψ sinψ

λ2
ΩNeff (TN )

−ΓSW+iδψ

∣∣∣∣∣∣
, (53)

with ΓSW ∼= Γ(TN ) and δψ = Ω(ψ)−ω, which is Eq. (4)
in the main text.
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