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The electron-electron and electron-phonon coupling in complex materials can be more compli-
cated than simple density-density interactions, involving intertwined dynamics of spin, charge, and
spatial symmetries. This motivates studying universal models with complex interactions, and study-
ing whether in this case BCS-type singlet pairing is still the “natural” fate of the system. To this
end, we construct a Yukawa-SYK model with nonlocal couplings in both spin and charge chan-
nels. Furthermore, we provide for time-reversal-symmetry breaking dynamics by averaging over the
Gaussian Unitary ensemble rather than the Orthogonal ensemble. We find that the ground state
of the system can be an orbitally nonlocal superconducting state arising from incoherent fermions
with no BCS-like analog. The superconductivity has an equal tendency to triplet and singlet pairing
states separated by a non-Fermi liquid phase. We further study the fate of the system within the
superconducting phase and find that the expected ground state, away from the critical point, is a
mixed singlet/triplet state. Finally, we find that while at Tc the triplet and singlet transitions are
dual to one another, below Tc the duality is broken, with the triplet state more susceptible to orbital
fluctuations just by virtue of its symmetry. Our results indicate that such fluctuation-induced mixed
states may be an inherent feature of strongly correlated materials.

Introduction– One of the best-known avenues to an-
alyze superconductivity beyond the classic Bardeen-
Cooper-Schrieffer (BCS) paradigm of weakly coupled
Fermi liquids, is studying toy models of fermions cou-
pled to a soft boson [1–15]. The boson encodes both the
dynamics and the symmetry properties of the interaction.
Of particular focus has been the fate of such models when
approaching a quantum critical point (QCP), such that
the diverging correlation length creates both long-ranged
and strong pairing interactions, and drives the fermions
incoherent. An overwhelming majority of studies con-
sider spin-singlet pairing [11–15]. This is probably be-
cause most known superconductors are singlets, and the
most common pairing mediators with the simplest sym-
metry properties (e.g. phonons) tend to prefer singlet
pairing [16].

In truth, though, sufficiently complex materials should
host interactions with intertwined attraction and repul-
sion, involving both charge and spin, as well as fluctua-
tions that break lattice, time-reversal, and inversion sym-
metries. Such interactions have been considered for a
host of candidate materials [17–30]. In addition, a variety
of superconducting systems appear to evince phenomena
that are neither clearly singlet-like nor triplet-like, rais-
ing the question of how likely mixed singlet/triplet states
are in these systems [19, 31–34]. This motivates finding
a universal model of strongly correlated pairing that is
“agnostic” as regards spin singlet and triplet pairing, as
well as various spacetime and lattice symmetries. With
such a model one can study the properties of strongly cor-
related superconductors, investigate whether spin singlet
and triplet pairing have equal footing or not, and look for
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exotic pairing states that might be missing in “garden-
variety” models.

In this Letter, we develop and study such a model.
Our starting point is a Yukawa-Sachdev-Ye-Kitaev (Y-
SYK) model [13, 30, 35], where N fermions are randomly
coupled to M bosons in 0+1D, as shown in Fig. 1(a).
This model is analytically solvable in the large-N large-
M limit and exhibits both non-Fermi liquid (NFL) be-
havior and high-temperature superconductivity. We con-
sider both spin and charge coupling, with independent
coupling constants, gz and g0, respectively. Moreover, we
allow for time-reversal-symmetry (TRS) breaking fluctu-
ations by drawing the coupling matrix from the Gaussian
Unitary Ensemble (GUE), rather than the more usual
Orthogonal Ensemble (GOE).

We find that upon lowering the temperature the bosons
become critical and the NFL becomes unstable to an
inter-orbital pairing state Φ ∼ ⟨cicj⟩, i ̸= j [Fig. 1(c)],
where i, j denote orbitals and we suppressed spin indices.
Such pairing is qualitatively distinct from the “standard”
BCS type Φ ∼ ⟨cici⟩ that arises in the GOE averaging
[Fig. 1(b)]. Furthermore, this nonlocal state is tuned
between triplet and singlet pairing depending on the rel-
ative coupling strengths as shown in the phase diagram
Fig. 1(d). The two states are separated by an NFL phase.
We also study the pairing state below Tc. We find that
the low-T pairing state is generically a nonlocal triplet-
singlet mixture. Our results show that the previously
deemed NFL phase can become unstable to pairing once
the non-local state is taken into account. This includes
models where the random couplings are a sum of two
random numbers drawn from the GOE and GUE [13].

Thus, systems with both charge and spin fluctuations
have a rich landscape of superconducting phases that go
beyond the usual paradigms of unconventional supercon-
ductivity and can involve not just broken symmetries
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FIG. 1. (a) Schematic of the model Hamiltonian [Eq. (1)]:
N spinful Fermionic orbitals (circles) coupled to M bosons
(wiggly line) via random coupling gij,k, scattering electrons
between orbitals i and j. The scattering occurs in both den-
sity (σ0) and spin (σz) channels with variances g20 and g2z .
(b) Earlier studies averaged gij,k over the GOE, leading to
intra-orbital singlet pairing. (c) In our study, gij,k is drawn
from the GUE, resulting in an “all-to-all” inter-orbital pair-
ing between all possible up-down spin pairs. (d) The phase
diagram showing dual triplet and singlet SC phases, termi-
nating at QCPs and separated by an NFL phase. At T < Tc,
both singlet and triplet phases can induce a coexisting sin-
glet/triplet state, with the SC ground state transiting to a
mixed pairing state. The dots represent a numerical solution
of the gap equation and the lines depict a fit to our analytical
results, see the text for further details.

such as time reversal, but also spatially nonlocal cor-
relations even at the mean-field level. In these systems,
an introduction of nonlinear contributions plays a crucial
role in shaping the phase diagram, even in the absence
of static symmetry breaking. We describe our model and
results in detail below.

Model– We consider M bosonic fields, ϕk, randomly
coupled to N fermions ciα as schematically depicted in
Fig. 1(a) and expressed as

H = Hz +H0 +
∑
k

(π2
k +m2

0ϕ
2
k) , (1)

Ha = 1/
√
MN

∑
ijkαβ

gaij,kϕkc
†
iασ

a
αβcjβ (a = z, 0),

where πk are the momenta fields conjugate to ϕk,
and α, β are spin indices. The random couplings
gaij,k are completely uncorrelated between the spin
and charge components, denoted by a = z, 0 respec-
tively. The interaction form is chosen to allow for
universal spin and charge fluctuations, while avoid-

ing stability issues that arise from SU(2) spin fluctu-
ations [36, 37]. The couplings are drawn from the
GUE, such that the average of the real and imaginary
parts: Re(gaij,k)Re(g

a
i′j′,k′) = g2aδkk′(δii′δjj′ +δij′δji′) and

Im(gaijk)Im(gai′j′k′) = g2aδkk′(δii′δjj′ − δij′δji′), respec-
tively and ga is the coupling strength. Note that the
complex gaij,k manifestly breaks TRS, which is restored
upon disorder-averaging. Previous studies considered a
similar model with TRS by drawing the coupling from the
GOE. In that case, there is a large-N instability towards
an intra-orbital singlet pairing phase characterized by the

non-vanishing expectation value
∑

i⟨c
†
i↑c

†
i↓⟩ ≠ 0. In con-

trast, the GUE-averaged action avoids the intra-orbital
pairing and opens a path to more exotic pairing states.
The distinct pairing forms are illustrated in Figs. 1(b)
and (c).
The triplet normal state and pairing instability– Before

jumping into the full Hamiltonian in Eq. (1), we start
by focusing on the spin fluctuation Hz, which governs
the triplet pairing and set g0 = 0. We then show that
the complimentary singlet pairing scenario where gz =
0, g0 ̸= 0 can be obtained directly from the triplet case.
Finally we study the interplay between both spin and
charge couplings.
As usual, we disorder-average the partition function

associated with the Hamiltonian in Eq. (1) with H0 = 0
using the replica trick and consider only the replica-
diagonal term in the action [30]. The form of the in-
teracting part of the action is

SI ∼ −g2z
∑
k,i,..

∫
dτϕkc

†
iασ

z
αβcjβ

∫
dτ ′ϕkc

†
jα′σ

z
α′β′ciβ′ ,

(2)
(see the supplemental materials [SM] for details), and the
corresponding Feynman diagram is shown in Fig. 2(a).
Superficially, Eq. (2) appears similar to “standard” spin-
fermion interactions whose QC dynamics have been stud-
ied extensively [11–15, 38, 39]. However, the interaction
in Hz of Eq. (1) involves both spin-flips and nonlocal-
ity, very different from the usual onsite magnetic inter-
actions, giving rise to some nontrivial physics. In what
follows we study the fate of the fermions in the presence
of this interaction.
Connecting different legs in Fig. 2(a) we obtain the self-

energies in the large N,M limit. The Green’s function
is diagonal both in orbital and spin basis [SM] and it is
defined as G(ωn) = 1/[iωn + iΣ(ωn)]. At finite T , the
electronic self-energy is given by

Σ(ωn) = ig2zT
∑
m

D(ωn − ωm)
1

2
Tr
[
σzG(ωm)σz

]
, (3)

where ωn = (2n+ 1)πT , n ∈ Z are fermionic Matsubara
frequencies and Tr represents trace over the spin indices.
D(Ωn) = [Ω2

n+m2
0+Π(Ωn)]

−1 is the bosonic propagator.
The bosonic self-energy is given by

Π(Ωn) = 2g2zT
N

M

∑
m

Tr
[
σzG(ωm +Ωn)σ

zG(ωm)
]
, (4)
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FIG. 2. Feynman diagrams: (a) Schematic of the inter-
acting four-fermionic term mediated by the bosonic propaga-
tor D (wavy line) after disorder average represented by the
dashed line. (b) The linearized gap equation. Note that the

exchange in ij indices in Φ̂ on the right side makes one of the
triplet channels attractive.

where Ωn = 2nπT are the bosonic Matsubara frequen-
cies. Similar to what occurs in previously studied models
[13, 35], Eqs. (3) and (4) give rise to NFL behavior, with
Σ(ω) ∼ sgn(ω)|ω|(1−η)/2 and Π(Ω) − Π(0) ∼ g2|Ω|η at
low T, ω, and self-tuned criticality that renormalizes the
boson mass to exactly zero. The exponent η varies from
0 to 1 as a function of N/M [SM].

The form of the interaction naturally leads us to con-

sider an inter-orbital pairing state Φαβ
ij = ⟨c†iαc†jβ⟩, which

includes all possible orbital pairs. A somewhat similar
type of pairing was considered in Ref. [35]. The linearized
equation for the inter-orbital order parameter, which cor-
responds to Fig. 2(b), is given by

Φ̂αβ
ij (ωn) =

g2z
N

T
∑

m,α′,β′

D(ωn − ωm)σz
αα′

G(ωm)Φ̂α′β′

ji (ωm)G(−ωm)σz
ββ′ . (5)

Note the orbital exchange i ↔ j between the left and
right-hand side of the equation, which is a consequence
of the nonlocality discussed above. The antisymmetry
of the pairing function is enforced by the orbital ex-

change, i.e., Φ̂αβ
ij = −Φ̂αβ

ji . Consequently, Eq. (5) indi-

cates attraction only when Φ̂αβ
ij = Φ̂ijσ

x
αβ , which signifies

a triplet pairing state. Note that this is the only attrac-
tive channel, with the other two spin channels, as well as
the singlet channel, being repulsive. This is in stark con-
trast to what occurs in quantum critical models with a
local spin-fermion interaction, where each magnetic chan-
nel is attractive in two spin channels and repulsive in the
third [36]. To simplify Eq. (5), we neglect the orbital

phase fluctuation and consider Φ̂ij = ΦtAij , where Φt

is the amplitude of the pairing function dependent only
on frequency, and Aij is a skew-symmetric matrix, such
that all elements Ai>j = 1, Ai<j = −1, Ai=j = 0. Choos-
ing a different antisymmetric matrix Aij yields the same
results [SM]. We will discuss the origin and consequence
of this degeneracy later on.

At T = 0 Eq. (5) has a SC instability in the regime

√
2M > N and in the large M and N limit [13, 35]. In

contrast to the BCS theory, for
√
2M < N even strong

attraction does not lead to SC. At finite T , the bosons de-
velop a mass correction, and the pairing equation resem-
bles that in Ref. [13]. The critical temperature (Tc) for
the phase transition from the NFL to SC follows Tc ∼ g2z
[SM].
The singlet channel and mixed case– We next consider

the pure singlet case, gz = 0, g0 ̸= 0, the gap equation
exhibits attraction in the singlet channel, characterized

by the pairing function Φ̂αβ
ij = iΦsSijσ

y
αβ , where S is a

symmetric traceless matrix. As before, we neglect the
fluctuations and set all the off-diagonal elements of the
matrix to be 1, Sij = 1 − δij (for further discussion see
SM). The normal state and SC gap equations remain the
same as in the triplet case. Consequently, the phase di-
agram resembles that in the earlier case, replacing the
triplet SC with a singlet SC. Thus, above the critical√
M/N ratio, the ground state for our model with either

of the couplings is always SC arising from within the inco-
herent NFL state. This is again in contrast with the case
of GOE averaging, where the BCS-type local pairing sets
in at the same energy scale as NFL physics [13, 30]. For

the singlet case, a BCS-type local pairing Φ̂αβ
ij ∝ δijiσ

y
αβ

is degenerate with the nonlocal pairing. For simplicity
we consider henceforth only the nonlocal state, since it
keeps the physics qualitatively the same [SM].
We are now ready to consider the full Hamiltonian of

Eq. (1). As g0ij,k and gzij,k are uncorrelated, the inter-
acting part of the disorder averaged action is a sum of
two terms similar to Fig. 2(a): one for σz as earlier and
another for σ0, with their respective strengths gz and g0.
The normal state solution remains NFL. Within the lin-
earized gap equation, there is a critical strength λc of
λ = |g2z − g20 | beyond which the SC phase emerges. The
state is either singlet (for g0 > gz) or triplet (for gz > g0),
with no mixing [see Fig. 1(d)]. The critical temperature
follows Tc ∼ exp(−π/

√
λ− λc) [13][SM]. Between the SC

phases, the system remains an NFL down to T = 0.
Solution of the gap equation below Tc– To explore the

phase diagram at T < Tc we must turn to the nonlin-
ear gap equation. To begin the analysis, let us consider
the case with only one finite coupling, σz or σ0. Ob-
taining an analytic solution to the full non-linear equa-
tions is challenging due to the form of the matrices A
and S, which couple all orbitals. However, near Tc,
we can study the first non-linear correction to the lin-
earized gap equation by dressing one of the Green’s func-
tions in the diagram Fig. 2(b) with a correction of or-
der ∼ |Φt(s)(ωm)|2Φt(s)(ωm), as depicted in Fig. 3(a)
[SM]. The nonlinear term has an opposite sign compared
to the linear term [Eq. (6)] and gives rise to the usual
Φa ∼ √

Tc − T behavior.
We now turn to the case involving both σz and σ0

couplings. We introduce a mixed pairing function Φ̂ =
ΦtAσx + iΦsSσ

y. As mentioned earlier, in the linear ap-
proximation, Φt and Φs do not interact. However, higher-
order terms introduce an interaction between Φt and Φs.
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The equation for Φt(s) can be written in simplified form as,

Φt(s)(ωn) ≈
[
g2z(0) − g20(z)

] T
N

∑
m

D(ωn − ωm)

|ωm +Σ(ωm)|2

[
Φt(s)(ωm)− Φt(s)(ωm)

|ωm +Σ(ωm)|2
{
ζt(s)Φ

2
t(s)(ωm) +

2

3
Φ2

s(t)(ωm)
}]

, (6)

where we rescaled Φt(s) → Φt(s)/N and neglected 1/N2

terms. The factor ζt = 1/3 and ζs = 1. We also took both
fields to be real, since their phase turns out to be locked
by the nonlinear terms (see SM for the full equation and
analysis).

The non-linear term implies the emergence of a mixed
pairing state at lower temperatures. For example, let us
consider g2z > g20 and T is just below Tc, which results in
Φt ̸= 0 and Φs = 0, i.e., the SC phase consists purely of
triplet pairing. Now, in the equation for Φs the nonlin-
ear contribution ∝ Φ2

tΦs is attractive although the linear
term is repulsive. Consequently, as we lower the temper-
ature and |Φt| increases, the attraction at low frequen-
cies dominates over the linear repulsive term, triggering
a second instability below some critical T . Thus, the
SC phase becomes a superposition of singlet and triplet
pairing. This mechanism is reminiscent of the competi-
tion between repulsive and attractive interactions in the
Anderson-Morel model [40]. The arguments for g20 > g2z
are exactly analogous, and this gives rise to the phase
diagram plotted in Fig. 1(d) for η = 0.68 and N = 1.
We confirm our analysis by numerically determining the
critical temperature Tt(s)→m [SM]. An analysis of the
nonlinear gap equation within the SC phase reveals that
the mixed state is stable all the way to the dominant
order’s critical point at λ = λc, and our numerics con-
firm this analysis. This contradicts the decoupling of
the two states that occurs at the level of the linearized
gap equation. Thus, the QCP appears to be a singu-
lar point with different behavior depending on how it
is approached in the phase diagram. This is probably
because the Ginzburg-Landau expansion has coefficients
that diverge at low temperatures. To conclusively deter-
mine whether the QCPs to the single state and mixed
state converge or not requires an analysis of the full gap
equation, which is beyond the scope of this work.

The phase diagram Fig. 1(d) implies a duality between
the singlet and triplet states. However, an interesting dis-
tinction exists between them. To understand it, we recall
that the Tc obtained in the triplet state does not depend
on the choice of the antisymmetric matrix A. The exis-
tence of a degeneracy is a manifestation of an SN permu-
tation symmetry of the disorder-averaged action Eq. (2).
On the contrary, no such degeneracy exists in the singlet
case, such that S is unique. Indeed, the matrix S forms
a one-dimensional irreducible representation (irrep) of
SN , while A belongs to a multidimensional irrep, with
N(N − 1)/2 different elements. Nonetheless, it should
be noted that in any case the gap between the different

(a)

Φ̂†

Φ̂

Φ̂

0.6 0.8 1.0

g2
z − g2

0

10−2

10−1

10
2
T

Triplet

Mixed

Φs 6= 0, Φt 6= 0

(b)

FIG. 3. Nonlinearity in the gap equation: (a) The Feyn-
man diagram represents the first nonlinear term in the expan-
sion of the gap equation. (b) Variation of the critical temper-
ature Tt→m to the mixed state as a function of g2z − g20 . This
figure zooms at the segment of Fig. 1(d) depicting the transi-
tion from the triplet to the mixed state. The squares denote
the numerical data points and the dashed line represents a
fitting to the curve Tt→m ∼ exp

(
− π(4/(3 + η))/

√
λ− λc

)
[SM] for g20 = 1.

irreps vanishes in the N → ∞ limit.

Discussion– We have studied the Yukawa-SYK model
for a random coupling betweenM bosons andN fermions
drawn from the GUE, which corresponds to the limit
where time-reversal symmetry is absent. We couple the
bosons to both spin and charge. The intra-orbital pair-
ing term vanishes upon averaging the random coupling
(diagonal replica symmetry breaking). In the absence
of this term, the leading pairing instability is a highly
non-local inter-orbital pairing state with an equal super-
position on all orbitals. By tuning the relative strength
between the charge and spin couplings the ground state
is tuned through a sequence of QCPs, separating between
singlet, NFL and triplet phases. Going deeper into each
one of these phases, there is an additional transition to
a singlet-triplet mixed state, as shown in the phase dia-
gram Fig. 1(d).

It is interesting to compare the inter- and intra-orbital
pairing order parameters with the standard BCS pairing
wave function in a finite-dimensional system with transla-
tional invariance (i.e. with a Fermi surface). In the BCS
wave function, the pair correlations are between k and−k
and are therefore equivalent to intra-orbital pairing. On
the other hand, the inter-orbital order parameter we pre-
sented here would imply pairing correlations between all
momentum states. Thus, the wavefunction correspond-
ing to the inter-orbital pairing state is inconsistent with
the picture of momentum-space quasiparticles. In that
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sense, one may think of a GOE-averaged Y-SYK system
as the quasiparticle weak coupling limit, and the GUE
averaged system as a strong coupling limit. Moreover,
the existence of an instability in the entire phase diagram
implies that the NFL phase driven by TRS breaking is
generically unstable to pairing in the Y-SYK model.

It is also interesting that the triplet order parameter
belongs to amulti-dimensional irreducible representation
of the permutation group, while the singlet belongs to
a one-dimensional irrep. Consequently, we expect the
triplet state to be more susceptible to quantum fluctua-
tions, and thus the phase diagram in Fig. 1(d) will not
retain the symmetry between the gz > g0 and gz < g0
limits where the transition into the triplet state will likely
be suppressed.

Finally, the Y-SYK action has a 1+1 AdS dual [41–

44], where Tc is dual to an event horizon (indicating a
black hole formation). Looking forward it is interesting
to understand the gravity dual of the inter-orbital state
found here. In particular, it may give access to black
holes with finite angular momentum.

ACKNOWLEDGMENTS

We thank J. Schmalian, A.V. Chubukov, S.K. Saha,
and H. Yerzhakov for interesting discussions. A.K. and
J.R. acknowledge support by the Israel Science Foun-
dation (ISF), and the Israeli Directorate for Defense
Research and Development (DDR&D) under grant No.
3467/21.

[1] A. J. Millis, Effect of a nonzero temperature on quantum
critical points in itinerant fermion systems, Phys. Rev. B
48, 7183 (1993).

[2] A. Abanov and A. V. Chubukov, Spin-fermion model
near the quantum critical point: One-loop renor-
malization group results, Physical Review Letters 84,
5608–5611 (2000).

[3] Z. Wang, W. Mao, and K. Bedell, Superconductivity near
itinerant ferromagnetic quantum criticality, Phys. Rev.
Lett. 87, 257001 (2001).

[4] A. Abanov, A. V. Chubukov, and J. Schmalian,
Quantum-critical superconductivity in underdoped
cuprates, Europhysics Letters (EPL) 55, 369–375
(2001).

[5] A. Abanov, A. V. Chubukov, and J. Schmalian,
Quantum-critical theory of the spin-fermion model and
its application to cuprates: Normal state analysis, Ad-
vances in Physics 52, 119 (2003).

[6] A. V. Chubukov and J. Schmalian, Superconductivity
due to massless boson exchange in the strong-coupling
limit, Phys. Rev. B 72, 174520 (2005).

[7] Y. Wang, A. Abanov, B. L. Altshuler, E. A. Yuzbashyan,
and A. V. Chubukov, Superconductivity near a quantum-
critical point: The special role of the first Matsubara
frequency, Phys. Rev. Lett. 117, 157001 (2016).

[8] M. A. Metlitski, D. F. Mross, S. Sachdev, and T. Senthil,
Cooper pairing in non-fermi liquids, Phys. Rev. B 91,
115111 (2015).

[9] S. Raghu, G. Torroba, and H. Wang, Metallic quantum
critical points with finite bcs couplings, Phys. Rev. B 92,
205104 (2015).

[10] S. Lederer, Y. Schattner, E. Berg, and S. A. Kivelson,
Superconductivity and non-fermi liquid behavior near a
nematic quantum critical point, Phys. Rev. B 92, 205104
(2015).

[11] G. Pan, W. Wang, A. Davis, Y. Wang, and Z. Y. Meng,
Yukawa-SYK model and self-tuned quantum criticality,
Phys. Rev. Res. 3, 013250 (2021).

[12] W. Choi, O. Tavakol, and Y. B. Kim, Pairing instabili-
ties of the Yukawa-SYK models with controlled fermion
incoherence, SciPost Phys. 12, 151 (2022).

[13] L. Classen and A. Chubukov, Superconductivity of in-

coherent electrons in the Yukawa Sachdev-Ye-Kitaev
model, Phys. Rev. B 104, 125120 (2021).

[14] W. Wang, A. Davis, G. Pan, Y. Wang, and Z. Y. Meng,
Phase diagram of the spin- 1

2
Yukawa–Sachdev-Ye-Kitaev

model: Non-fermi liquid, insulator, and superconductor,
Phys. Rev. B 103, 195108 (2021).

[15] D. Valentinis, G. A. Inkof, and J. Schmalian, BCS to
incoherent superconductivity crossover in the Yukawa-
Sachdev-Ye-Kitaev model on a lattice, Phys. Rev. B 108,
L140501 (2023).

[16] P. M. R. Brydon, S. Das Sarma, H.-Y. Hui, and
J. D. Sau, Odd-parity superconductivity from phonon-
mediated pairing: Application to cuxbi2se3, Phys. Rev.
B 90, 184512 (2014).

[17] L. P. Gor’kov and E. I. Rashba, Superconducting 2d sys-
tem with lifted spin degeneracy: Mixed singlet-triplet
state, Phys. Rev. Lett. 87, 037004 (2001).

[18] E. Bauer, G. Hilscher, H. Michor, C. Paul, E. W. Scheidt,
A. Gribanov, Y. Seropegin, H. Noël, M. Sigrist, and
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Supplementary Material
In these supplementary material notes, we provide details on the calculations we referred to in the main text. We

start with technical details regarding the action and the evaluation of the normal state properties. Most of these
details can be found in previous works, but we include them for completeness. Then we give details on our solutions
of both linear and nonlinear gap equations at finite T , and with both gz and g0.

S1. EVALUATION OF THE ACTION

The partition function is defined as Z = e−H/T and the Hamiltonian H is given in Eq. (1) of the main text. We
begin with deriving the action only for the spin channel, i.e. for g0 = 0. The disorder-averaged action is obtained
using the replica trick. To do so, we first calculate ⟨ZR⟩GUE, where R is an integer and ⟨..⟩GUE denotes average over
the GUE disorder gzij,k. The interacting part of the action is expressed as follows:

SI = −g2z

∫
dτdτ ′

R∑
a,b=1
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k

ϕk,a(τ)ϕk,b(τ
′)

∑
ijαβα′β′

c†iα,a(τ)σ
z
αβcjβ,a(τ) c

†
jα′,b(τ

′)σz
α′β′ciβ′,b(τ

′) . (S1)

Here a, b = 1, ..., R signifies the replica indices. For simplification and further analysis, we assume the contribution
in SI arising only from the diagonal elements in the replica basis, allowing us to eliminate the replica structure.
Consequently, the interacting part is given by

SI = −g2z

∫
dτdτ ′

∑
k

ϕk(τ)ϕk(τ
′)

∑
ijαβα′β′

c†iα(τ)σ
z
αβcjβ(τ) c

†
jα′(τ

′)σz
α′β′ciβ′(τ ′) , (S2)
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which is represented using Feynman diagram in Fig. 2(a). In the presence of both spin and charge couplings, the
interaction is expressed as

SI = −
∫

dτdτ ′
∑
k

ϕk(τ)ϕk(τ
′)

∑
ijαβα′β′

∑
a=0,z

g2a c†iα(τ)σ
a
αβcjβ(τ) c

†
jα′(τ

′)σa
α′β′ciβ′(τ ′) . (S3)

S2. NORMAL STATE SOLUTION

The calculations shown in this section are only in the presence of the spin channel. From Fig. 2(a), it is evident
that the self-energy is diagonal in the orbital basis. To obtain its spin structure let us consider a general self-energy

Σf = Σσ0 + Λ⃗ · σ⃗ incorporating all the spin components. The self-consistent self-energy equation is then given by

Σf (ωn) = ig2zT
∑
m

D(ωn − ωm)σz[ωmσ0 +Σf (ωm)]−1σz ,

= ig2zT
∑
m

D(ωn − ωm)σz [ωm +Σ(ωm)]σ0 − Λ⃗(ωm) · σ⃗
[ωm +Σ(ωm)]2 − |Λ⃗(ωm)|2

σz .

Due to the presence of the bare term ωm in the σ0 component, Σ must be nonzero. This implies

(ωm +Σ(ωn))
2 > |Λ⃗|2, (S4)

and consequently Λz = 0, as there is a relative sign between the left and right side of the equation for the z-component.
In the limit ω → 0, there are two possibilities for Λx and Λy. One possibility is that they decay with with a power-
law form that is subleading compared to Σ, which we can neglect. Alternatively we consider the following ansatz,

(Λx,Λy) = Q⃗Σ, where |Q⃗| < 1 is a constant due to the constraint of Eq. (S4). In this case,

Q⃗Σ(ωn) = −ig2zT
∑
m

D(ωn − ωm)
Q⃗Σ(ωm)

[ωm +Σ(ωm)]2 − |Λ⃗(ωm)|2
, (S5)

⇒ Q⃗Σ(ωn) = Q⃗Σ(ωn) + ig2zT
∑
m

D(ωn − ωm)
Q⃗ωm

[ωm +Σ(ωm)]2 − |Λ⃗(ωm)|2
. (S6)

Therefore, Q⃗ = 0, leaving the self-energy contribution only from Σσ0.
In the normal state Φt = 0. Here, we calculate the T = 0 case. The self-consistent Eqs. (3) and (4) are obtained

using the Feynman diagram illustrated in Fig. S1(a). Following the approach in Ref. [13], we consider a power-law

Σ=

Π=

(a)

0 g2
z

1

√
2M/N

NFL

Triplet

(b)

0 g2
z

T

Triplet

(c)

FIG. S1. Linear gap equation: (a) Feynman diagrams for evaluating the electronic self-energy (top) and bosonic self-energy
(bottom). The bold lines signify the electronic Green’s functions. (b) Phase diagram at T = 0. For large M and N when√
2M/N > 1, the system transits from NFL to the triplet SC phase. (c) Phase diagram at finite temperature T . The transition

temperature to the SC phase Tc ∼ g2z .
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0 2 4
N/M

0.25

0.50

0.75

η
FIG. S2. η, which determines the power law of the self-energies, is shown as a function of N/M using Eq. (S9).

form for the electronic self-energy, namely

Σ(ω) = sgn(ω)a(1+η)/2
η |ω|(1−η)/2 , (S7)

i.e., the propagator is dominated by the self-energy at low energy, ω → 0. Consequently, the bosonic self-energy at
low energy is given by

δΠ(ω) = Π(ω)−Π(0) ,

= −2g2z
N

M

∫
dω′

2π

[
1

Σ(ω′ + ω/2)Σ(ω′ − ω/2)
− 1

Σ(ω′)Σ(ω′)

]
,

= −2g2z
N

M

Γ2(−x)

2Γ(−2x)

1 + sec(πx)

1/x− 2

|ω|η
2πa1+η

η

.

(S8)

Here x = (1− η)/2. The condition required for critical boson, Π(0) = −m2
0, yields

aη =
2

π

( gz
ω0

)2 N
M

Γ

(
2η

1 + η

)
Γ

(
3 + η

1 + η

)
.

The evaluation of Π(0) requires the bare terms in G(ω) to avoid divergence in the integration [13]. We use the above
expressions to calculate the electronic self-energy and verify the self-consistency:

Σ(ω) = g2z

∫
dω′

2π

D(ω − ω′)

ω +Σ(ω′)
,

⇒ Σ(ω) = g2z

∫
dω′

2π

1

δΠ(ω − ω′)Σ(ω′)
, for Σ(ω) and δΠ(ω) ≫ ω,

=
M

2N

1/x− 2

1 + sec(πx)
a(1+η)/2
η sgn(ω)|ω|(1−η)/2 .

Self consistency of Σ(ω) relates η with N/M as

2N

M
=

1/x− 2

1 + sec(πx)
=

2η

1− η

tan(πη/2)

tan[π(1 + η)/4]
, (S9)

and plotted in Fig. S2. Using Eqs. (S8) and (S9), we write δΠ(ω) = g2zbη|ω|η/a1+η
η , where

bη = − 1

4π

Γ2[(η − 1)/2]

Γ(η − 1)
.

The expression of bη given above differs from that in Ref. [13] because of a typo present in their expression.
The solution at T > 0 is a more complicated version of the above, and we omit it for brevity as the details can be

found in Ref. [13]. We note that the normal state of our model has other regimes of behaviour, namely, a regime of
free fermions and an impurity regime, [13] apart from the SYK regime considered here, depending on temperature,
coupling strength, and the ratio of N/M . However, we focus only on the SYK regime at a very low-temperature limit,
where the self-energies exhibit the power-law forms.
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S3. LINEARIZED GAP SOLUTION FOR T > 0

The linearized gap equation appears in the main text, Eq. (5). Rewriting this equation we have,

Φ̂αβ
ij (ωn) =

g2z
N

T
∑

m,α′,β′

D(ωn − ωm)σz
αα′G(ωm)Φ̂α′β′

ji (ωm)G(−ωm)σz
ββ′ . (S10)

The only attractive channel is σx = −iσyσz, as can be verified by substituting various Pauli matrices into Φ̂ and

summing over spin indices. Using the relationships σzσxσz = −σx, Φ̂αβ
ij = −Φ̂αβ

ji , and Φ̂ = σxΦtÂ for the triplet

pairing, where Φt and Â are defined in the main text, we obtain

Φt(ωn) =
1

N
g2zT

∑
m

Φt(ωm)

(ωm +Σ(ωm))2
D(ωn − ωm) .

We see that the choice of Â is inconsequential in determining the above equation from Eq. (S10). This leads us to the

conclusion that Tc for the triplet SC is the same irrespective of Â. For convenience, we define the SC gap function as
∆t(ωn) = ωnΦ(ωn)/[ωn +Σ(ωn)], and using the above equation we derive:

∆t(ωn) = g2zT
∑
m

D(ωn − ωm)

ωn +Σ(ωn)

[
1

N

∆t(ωm)

ωm
− ∆t(ωn)

ωn

]
. (S11)

Comparing this equation with Eq. (10) in Ref. [13], we see an equivalence between the parameter 1/N and (1 − α),
where α in Ref. [13] determines the strength of time-reversal symmetry breaking disorder. For α = 0, indicating
time-reversal symmetry, random couplings are drawn from the GOE. Conversely, a nonzero α breaks time-reversal
symmetry, manifesting as an imaginary part proportional to α in the coupling. Specifically, the random coupling
matrix reflects the GUE for α = 1. We stress however, that while the gap equation is equivalent for our model and
that of Ref. [13], the gap structures are completely different.
A solution of the gap equation has been shown to exist only for α below a critical value αc dependent on η. This

suggests a critical value N = Nc in our case as well, below which the SC phase emerges. N = 1, indicating α = 0,
corresponds to the largest critical temperature. Moreover, the rigorous validation of our theory requires accessibility
of a large N limit, hence a large Nc for the SC phase. As Nc → ∞, corresponding to α → 1, it associates with η → 0,
which is achievable if M ≫ N , indicating the presence of a large number of bosons for each fermion. This is also
consistent with the constraint

√
2M > N for the SC phase to occur.

Eq. (S11) can be formulated as an eigenvalue problem having multiple eigensolutions. The eigenvectors are denoted

as ∆
(i)
t , where i indicates the eigenvalue index arranged in descending order. ∆

(i)
t associated with the eigenvalue

denoted in Eq. (S11) is the gap solution and these solutions correspond to distinct critical temperature T
(i)
c . In the

main text, the highest critical temperature T
(0)
c is referred to as Tc, which follows Tc ∼ g2z . Several solutions are shown

in Fig. S3. Values of T
(i)
c are given in the unit of m2

0/g
2
z . In the context of singlet superconductivity, the significance

of solutions with i > 0 has been discussed previously in Refs. [13, 39] and references within. They are not relevant
for this work and we do not consider them further here.

All numerical calculations, both here and below, have been performed using the parameters N = 1 and η = 0.68.
Note that, η ≈ 0.68 corresponds to αc ≈ 0.63 as cited in Ref. [13], resulting in Nc = ⌊2.7⌋ = 2.

S4. NONLINEAR CORRECTION IN THE GAP EQUATION FOR g0 = 0

We derive the nonlinear equation in the presence of a single coupling term. First, let us consider the triplet case,
where gz ̸= 0 and g0 = 0. To visualize the structure of the self-energy and the pairing equation, we express the entire
Green’s function Ĝ in the Nambu space. In this space, the basis is represented by the following set of operators:

[c1↑(ω), c1↓(ω), .., cN↑(ω), cN↓(ω); c
†
1↑(−ω), c†1↓(−ω), .., c†N↑(−ω), c†N↓(−ω)].

The matrix Ĝ is then expressed as

Ĝ−1 =

(
Ĝ−1(ω) Φ̂

Φ̂† −Ĝ−1(−ω)

)
, (S12)
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FIG. S3. The solutions ∆
(i)
t as a function of Matsubara frequency ωn are determined using Eq. S11 for T

(0)
c = 5.372× 10−2,

T
(1)
c = 0.891× 10−3, T

(2)
c = 1.59× 10−5 in (a), (b) and (c), respectively. The remaining parameters, namely η = 0.68, N = 1,

are held constant. For the computation of ∆
(i)
t across a wide range of ωn, the hybrid frequency technique detailed in Ref. [38]

is employed.

where Ĝ−1(ω) = G−1(ω)12N×2N , G−1(ω) = i(ω +Σ(ω)), and Φ̂ represents the matrix for all-to-all pairing. Ĝ can be
further expressed in terms of the particle-hole (Gph) and particle-particle (Gpp) components:

Ĝ =

(
Ĝph Ĝpp

Ĝhh Ĝhp

)
.

First, we evaluate the equations for triplet pairing and the derivation for singlet pairing readily follows. The self-energy
is given by

Σ̂(ωn) =
g2z
N

T
∑
m

D(ωn − ωm)Ĝph(ωm) .

As shown above, the normal state Green’s function obeys Σ̂ = iΣ12N×2N and Ĝph = G12N×2N . The spin indices are
not shown explicitly in the following discussion.

The pairing equation is given by

Φ̂ij(ωn) =
g2z
N

T
∑
m

D(ωn − ωm)σz[Ĝpp(ωm)]jiσ
z , (S13)

where Ĝpp is evaluated using blockwise inversion in Eq. (S12):

Ĝpp = Ĝ(ω)Φ̂Ĝf (−ω),

where we define

Ĝf (−ω) = [Ĝ−1(−ω) + Φ̂†Ĝ(ω)Φ̂]−1.

Expanding Ĝf for small Φ̂, we get

Ĝf (−ω) = Ĝ(−ω)− Ĝ(−ω)Φ̂†Ĝ(ω)Φ̂Ĝ(−ω) + [Ĝ(−ω)Φ̂†Ĝ(ω)Φ̂]2Ĝ(−ω)− ...

The approximation Ĝf ≈ Ĝ(−ω) considered in Eq. (S13) reproduces the linear gap equation. The gap equation,

including the higher order term in Ĝf , is given as

Φ̂ij(ωn) =
g2z
N

T
∑
m

D(ωn − ωm)σz
[
G(ωm)Φ̂G(−ωm)−G(ωm)Φ̂G(−ωm)Φ̂†G(ωm)Φ̂G(−ωm) + ...

]
ji
σz . (S14)
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Using Φ̂ = σxΦtÂ for the triplet pairing, where Φ and Â are defined in the main text, the above equation yields

ΦtÂ = −g2z
N

T
∑
m

D(ωn − ωm)
[
|G(ωm)|2ΦtÂ− |G(ωm)|4|Φt|2ΦtÂÂT Â+ ...

]To

,

=
g2z
N

T
∑
m

D(ωn − ωm)
[
|G(ωm)|2ΦtÂ− |G(ωm)|4|Φt|2ΦtÂÂT Â+ ...

]
.

To represents the transpose operator in the orbital basis (ij → ji) and does not affect the spin, hence ATo = −A. It is
noteworthy that for the singlet case, S does not flip sign under To. Consequently, the gap shows attraction in the iσy

channel for the σo coupling in the Yukawa term. Multiplying both sides of the above equation with ÂT and taking
trace, we obtain

Φt ≈
g2z
N

T
∑
m

D(ωn − ωm)
[
|G(ωm)|2Φt − |G(ωm)|4|Φt|2Φt

Tr(ÂT ÂÂT Â)

Tr(ÂT Â)︸ ︷︷ ︸
≈N2/3

]
,

⇒ Φt(ωn) ≈ g2zT
∑
ωm

D(ωn − ωm)
[ 1
N

1

|ωm +Σ(ωm)|2 − N

3

|Φt(ωm)|2
|ωm +Σ(ωm)|4

]
Φt(ωm) .

For the linear term, Tr(ÂT Â) cancels on both sides of the equation. However, Tr(ÂT ÂÂT Â)/Tr(ÂT Â) depends on
A, and the consequences of this dependence here and in the mixed state are not studied in this work. For the results
shown here, we consider A as given in the main text.
∆t from the above equation follows,

∆t(ωn) = g2zT
∑
m

D(ωn − ωm)

ωm +Σ(ωm)

[
1

N

∆t(ωm)

ωm
− N

3

∆3
t (ωm)

ω3
m

− ∆t(ωn)

ωn

]
. (S15)

A similar equation can be obtained for the singlet gap function, where gz = 0 and g0 ̸= 0, and the equation is given
by

∆s(ωn) = g20T
∑
m

D(ωn − ωm)

ωm +Σ(ωm)

[
1

N

∆s(ωm)

ωm
−N

∆3
s(ωm)

ω3
m

− ∆s(ωn)

ωn

]
. (S16)

The triplet and singlet gap equations differ by a factor of 1/3 in the second term on the right-hand side, arising from

Tr(ÂT ÂÂT Â) ≈ Tr(Ŝ4)/3 ∼ N4 for large N . Consequently, as the temperature decreases below Tc, the triplet gap
function grows faster than the singlet one. Solutions of the two equations are related as

∆s(ωn) =
1√
3
∆t(ωn) , (S17)

with the corresponding interchange between g20 and g2z .

S5. THE GAP EQUATION IN THE PRESENCE OF BOTH σz AND σ0

Here, we derive the gap equation in the presence of both coupling terms. Following the derivation in Sec. S4, the
gap equation is expressed as

Φ̂ =
∑
m

T

N
D(ωn − ωm)|G(ωm)|−2

∑
a=z,0

g2λσ
a
[
Φ̂− |G(ωm)|−2Φ̂Φ̂†Φ̂

]To

σa , (S18)

where Φ̂ = ΦtÂσ
x +ΦsŜiσ

y, as described in the main text. We define Σ̃(ωm) = ωm +Σ(ωm). To obtain the equation

for the triplet pairing function, we take trace after multiplying both sides of the above equation by ÂT . This yields

Φt(ωn) = (g2z − g20)T
∑
m

D(ωn − ωm)

[
1

N

Φt

|Σ̃(ωm)|2
− 1

|Σ̃(ωm)|4
(N
3
|Φt|2Φt +

2N

3
|Φs|2Φt +

2

3
(Φs)

2Φ∗
t

)]
. (S19)
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Similarly, for the singlet gap, we multiply both sides of Eq. (S18) by ŜT and take trace, resulting in

Φs(ωn) = (g20 − g2z)T
∑
m

D(ωn − ωm)

[
1

N

Φs

|Σ̃(ωm)|2
− 1

|Σ̃(ωm)|4
(
N |Φs|2Φs +

2N

3
|Φt|2Φs +

2

3
(Φt)

2Φ∗
s

)]
. (S20)

In the derivation, we use the relations: Tr[ÂT Â] ∼ N2, Tr[ÂT ÂÂT Â] ≈ N4/3, Tr[ÂT ÂŜŜ] ≈ N4/3, Tr[ÂT ŜÂT Ŝ] ≈
2N3/3, Tr[ŜT Ŝ] ≈ N2, Tr[ŜÂ] = 0, and Tr[Ŝ4] ≈ N4 for the large-N approximation.
It is evident that the singlet and triplet gap equations are equivalent, except for the prefactor, where the difference

in disorder strengths exhibits opposite signs in the two cases, and the factor of 1/3 present in the first nonlinear term
only in the triplet equation. Upon rescaling Φs(t) → Φs(t)/N in Eqs. (S19) and (S20), we recover Eq. (6) in the main
text.

The last terms in Eqs. (S19) and (S20) serve to fix the relative phase between Φs and Φt when both pairings are
present in the SC state. The phase difference between Φt and Φs is either 0 or π. To see this, consider the system
in a singlet pairing state, i.e. g20 > g2z , with temperature just below to Tc. Here, Φs can be assumed to be real.
Upon lowering the temperature, a nonzero triplet pairing Φt can be induced. The last term in Eq. (S19) acts as an
attractive potential in the triplet channel if (Φs)

2Φ∗
t remains positive. Since Φs is real, this implies Φt is real as well,

fixing the relative phase up to π. Note that the induced phase Φt also has an out-of-phase feedback effect on Φs, but
this is a higher-order effect that we neglect here. In principle, deep in the mixed phase, the feedback and induced
terms may generate a nontrivial phase relation between Φs and Φt.

A. Linearized equation and evaluation of Tc

While at the linear approximation, the two gap equations are completely decoupled, the results in the presence of
either of the couplings [Sec. S3] cannot be extrapolated here just by replacing, e.g., g2z with g2z − g20 for the triplet gap
function. To see this, we consider Eq. (S19) which after linearization yields

Φt(ωn) = (g2z − g20)
1

N
T
∑
m

D(ωn − ωm)
Φt

|Σ̃(ωm)|2
. (S21)

The effective coupling in the gap equation is λ = g2z − g20 , whereas that for the self-energies is λ
(+)

= g2z + g20 .
Consequently, the corresponding equation for ∆t is expressed as

∆t(ωn) = λ
(+)

T
∑
m

D(ωn − ωm)

ωm +Σ(ωm)

[
λ

λ
(+)

1

N

∆t(ωm)

ωm
− ∆t(ωn)

ωn

]
. (S22)

We define

Anm =
λ

(+)

π

D(ωn − ωm)

Σ̃(ωm)
,

rescale T → Tm2
0/λ(+)

[13], and rewrite Eq. (S22) as

⇒ .
∑
m

1

(1 +Qn)

Anm

2m+ 1
∆m = N

λ
(+)

λ
∆n , (S23)

where, Qn =
∑

m Anm/(2n+1). We vary T to satisfy the above equation for different values of 0 < (λ/λ
(+)

) < 1 and
the temperature corresponds to Tc, while N is held at a constant value of 1. Without loss of generality, we consider
λ

(+)
= 1 and 0 < λ < 1. As discussed previously, a comparison with Ref. [13] ensures a critical value λc for a given

N and η, above which the SC phase emerges.
Far away from λc the difference between λ ∼ g2z and λ

(+)
∼ λ can be neglected, and Tc ∼ λ ∼ g2z . Near the

transition, the critical behavior is Tc ∼ exp
[
− π/

√
λ− λc

]
[13]. For the parameter N = 1 and η = 0.68, we find

λc ≈ 0.37.
Note that at the linear level, the triplet and singlet gap equations are dual to each other. Therefore, a similar

dependency of Tc for the singlet phase holds true as a function of |λ| = (g20 − g2z) as well.
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FIG. S4. The solutions of ∆t(ωn) obtained from Eq. (S24) for several temperatures T < Tc and coupling λ.
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FIG. S5. (a) and (b): Various solutions corresponding to different temperatures shown in Figs. S4(b) and (c) are collapsed
onto their respective curves corresponding to T = 0.1Tc using f(T ) as a fitting parameter. (c) The empty markers show f(T )
obtained from the collapse. The dashed lines represent the fit of f(T ) ≃ p1T/Tc+p2 for low temperatures with p1 and p2 given
in Tab. I.

B. Gap function below Tc

We aim to obtain ∆t for temperatures lesser than but close to Tc and g2z > g20 . In this region, we assume the singlet
gap function Φs = ∆s = 0 and verify this assumption later. By using Eq. (S19), we derive the nonlinear equation for
∆t as

∆̃t(ωn) =
1

(1 +Qn)

λ

λ
(+)

∑
m

[ 1
N

Anm

2m+ 1
∆̃t(ωm)− N

3π2

∑
m

Anm

(2m+ 1)3
∆̃3

t (ωm)
]
, (S24)

where ∆̃t = ∆t/T and we set λ
(+)

= 1 as before. To solve Eq. (S24), we use the linear solution ∆
(0)
t (ωn) as the initial

input and iterate the equation until convergence is achieved. Several gap solutions for different T and λ are shown in
Fig. S4. The solution of ∆s for g20 > g2z can be inferred using Eq. (S17).
Our Ginzburg-Landau expression is formally valid only for |Tc−T | ≪ T . However, in order to obtain the qualitative

form of the phase diagram, we solve it for low T as well. To derive an expression for ∆t at low T , the finite temperature
solutions, such as those represented in Fig. S4 are scaled as ∆̄t(T ) = ∆t/

√
Tc − T and then collapsed onto the lowest

temperature curve obtained numerically, denoted as ∆̄ref = ∆̄t(T = 0.1Tc) for each value of λ. The expression used
is ∆̄t(ωn) ∼ f(T, λ)∆̄ref , where f(T, λ) is a fitting parameter. The fittings are depicted in Figs. S5(a) and (b) for
λ = 0.80 and 0.70, respectively. Figure S5(c) illustrates the functional form of f(T, λ), which agrees well with the
following analytic form:

f(T, λ) ≃ p1(λ)
T

Tc
+ p2(λ) , (S25)

for low temperatures with p1 and p2 as the fitting parameters. Values of p1 and p2 are given in Tab. I. An examination
of Eq. (S25) as well as Figs. S4 and S5 reveals that the gap decreases at low temperatures at the lowest ωn. This
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λ p1 p2

0.55 1.24 0.91
0.60 1.03 0.91
0.65 1.15 0.89
0.70 1.30 0.87
0.75 1.46 0.85
0.80 1.64 0.83
0.85 1.84 0.80
0.90 2.08 0.77
0.95 2.34 0.74
1.0 2.64 0.71

TABLE I. Fitting parameters for f(T, λ) expressed in Eq. (S25) at several λ.

is apparently an artifact of the singular form of the expansion at low frequencies, see e.g. Eq. (S15). Hence, the
quantitative form of the phase diagram should not be taken too seriously.

S6. CALCULATION OF THE CRITICAL TEMPERATURE FOR THE MIXED STATE

Let us consider the case mentioned in the main text, i.e., g20 < g2z and T is just below Tc, which results in Φt ̸= 0
and Φs = 0. The SC phase consists purely of triplet pairing. Now consider lowering the temperature further. We
anticipate that Φs will be small near the onset of the mixed state and neglect the ∼ Φ3

s term in Eq. (S20), which leads
to a linear equation for Φs:

Φs(ωn) = −λ
T

N

∑
m

D(ωn − ωm)

[
Φs

|Σ̃(ωm)|2
− 1

|Σ̃(ωm)|4
2

3
|Φt|2Φs

]
. (S26)

Using the definition of ∆s, we obtain

Σ̃(ωn)∆s(ωn) = ωnΦs(ωn) ,

⇒ ∆s(ωn) = λ
(+)

T
∑
m

D(ωn − ωm)

Σ̃(ωm)

[
λ

λ
(+)

1

N

(
2

3

∆2
t (ωm)

ω2
m

− 1

)
∆s(ωm)

ωm
− ∆s(ωn)

ωn

]
. (S27)

This can be written as

λ

λ
(+)

1

N

∑
m

Anm

(1 +Qn)(2m+ 1)

(
2

3

∆2
t (ωm)

ω2
m

− 1

)
∆s(ωm) = ∆s(ωn) ,

⇒ λ

λ
(+)

1

N

∑
m

Anm

(1 +Qn)(2m+ 1)

(
2

3

∆̃2
t (ωm)

(2m+ 1)2π2
− 1

)
∆̃s(ωm) = ∆̃s(ωn) . (S28)

Using the finite temperature form of ∆t discussed in the previous section, we solve Eq. (S28) as an eigenvalue problem.
The critical temperature Tt→m for the mixed state is obtained as a function of λ, as shown in Fig. S6(b). We can
estimate the critical temperature using Eq. (S30). At low energy ∆t ∼ T (1+η)/2Φt and assuming the kernel to be zero
at the critical temperature, we obtain

Tt→m ∼ exp
[
− π√

λ− λm1

4

3 + η

]
, (S29)

where ∆t(T = 0) ∼ Tc. The numerical data points fit well with the above form as shown in Fig. S6(b) for λm1
≈ λc.

Similarly, if we begin from a pure singlet state, i.e., g20 > g2z , and lower the temperature, due to the slower growth
of the singlet gap function [Eq. (S17)], the critical temperature for the transition to the mixed state Ts→m will be
smaller than Tt→m. This is verified numerically and shown in Fig. S6(a), where a similar functional form as that
for Tt→m is used to fit Ts→m. The critical value of g20 − g2z is approximately λm2

≈ −λm1
for the mixed state to
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FIG. S6. Numerically evaluated critical temperatures Ts→m and Tt→m, denoted by squares, are shown in (a) and (b), respec-
tively. We see that Ts→m < Tt→m. The solid lines in (a) and (b) illustrate fittings to a curve of the form shown in Eq. (S29).

appear [Fig. S6(a)]. Our numerical analysis and the value of λm1
≈ −λm2

≈ λc suggest that the ground state of the
superconductor always consists of mixed pairings. We now discuss this issue and show that the reality is a bit more
complex.

Consider the behavior of the kernel in Eq. (S26) deep in the SC phase and away from λc. We replace the sum with
integration with the UV cutoff ω0, where ω0 ∼ Σ(ω0). At ωn = πT , this gives

Φs(T ) ∼ Aλ

∫ ω0

T

dω

[
1

Bω(3−η)/2
|Φt|2 −

1

ω

]
Φs , (S30)

where all η-dependent constants are incorporated into A and B. Assuming |Φt|2 to be a constant, the kernel simplifies
to

∼ 2|Φt|2
(1− η)BT (1−η)/2

− ln
ω0

T
,

which diverges as T → 0. The implication is that for low enough temperatures, the nonlinear term always overtakes
the linear term. As a result, in the SC phase far away from the QCP, at sufficiently low temperatures, the pure pairing
state always transits to a mixed state (although formally the Ginzburg-Landau treatment also breaks down at the
same scale). However, near λc, the divergence at T → 0 renders our entire Ginzburg-Landau approach invalid, as can
be seen by e.g. the fact that Φt vanishes at low frequencies in the T → 0 limit, see Fig. S5. Along the T = 0 axis,
since the pure singlet/triplet pairing phase undergoes a second-order phase transition at λc, the gap function, being
infinitesimally small close to λc, cannot dominate over the repulsive linear term for the induced phase. Consequently,
the induced gap function remains repulsive and becomes attractive only when at higher coupling strength the nonlinear
term dominates, thereby suggesting the existence of the second QCP. To pinpoint λ corresponding to this QCP, the
full nonlinear equation needs to be solved, which is beyond the scope of the current endeavor.

A. Onsite pairing

Up to this point, we have not considered intra-orbital pairing in our discussion. To incorporate it, we extend the
pairing function as follows:

Φ̂ = ΦtÂσx + [ΦnlŜ +ΦlÎ]iσ
y , (S31)

where diag(S) = {0} as before and Î represents the identity matrix. To distinguish between the local and nonlocal
singlet pairing, we introduce Φl for the local pairing and replace the notation Φs with Φnl for the nonlocal pairing.
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Following the previously mentioned method, we evaluate the equations for the gap functions as:

Φt(ωn) = (g2z − g20)
T

N

∑
m

D(ωn − ωm)

|Σ̃(ωm)|2

[
Φt −

Φt

|Σ̃(ωm)|2
{1
3
|Φt|2 +

2

3
|Φnl|2 + 2|Φl|2 +

2

3
(Φ∗

nlΦl +ΦnlΦ
∗
l )
}

− Φ∗
t

|Σ̃(ωm)|2
{ 2

3N
(Φnl)

2 − (Φl)
2 − 2

3
ΦnlΦl

})]
(S32)

Φnl(ωn) = (g20 − g2z)
T

N

∑
m

D(ωn − ωm)

|Σ̃(ωm)|2

[
Φnl −

Φnl

|Σ̃(ωm)|2
{
|Φnl|2 +

2

3
|Φt|2 + 2|Φl|2 +Φ∗

nlΦl +ΦnlΦ
∗
l

}
− Φ∗

nl

|Σ̃(ωm)|2
{ 2

3N
(Φt)

2 + (Φl)
2 +ΦnlΦl

}]
(S33)

and

Φl(ωn) = (g20 − g2z)
T

N

∑
m

D(ωn − ωm)

|Σ̃(ωm)|2

[
Φl −

Φl

|Σ̃(ωm)|2
{
|Φl|2 +

2

N
|Φt|2 +

2

N
|Φnl|2

}
− Φ∗

l

|Σ̃(ωm)|2
{
− 1

N
(Φt)

2 +
1

N
(Φnl)

2
}]

. (S34)

In these equations, we rescale the triplet and nonlocal singlet pairing functions: Φt → Φt/N , Φnl → Φnl/N . For
complex order parameters, the equations suggest complicated relative phases among them, which are left for future
exploration.
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