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Ferroelectricity has recently been demonstrated in germanium-based inorganic halide perovskites.
We use atomistic first-principles-based simulations to study ultra-thin CsGeBr3 films with thick-
nesses of 4-18 nm and develop a theory for ferroelectric ultrathin films. The theory introduces (i)
a local order parameter, the local polarization, which allows the identification of phase transitions
into both monodomain and polydomain phases, and (ii) a dipole pattern classifier, which allows
efficient and reliable identification of unique dipole patterns. Application of the theory to both
halides CsGeBr3 and CsGeI3 as well as oxide BiFeO3 ultrathin ferroelectrics, which undergo para-
electric cubic to ferroelectric rhombohedral phase transition in bulk, reveal two distinct scenarios
for ultrathin films. In the first one, the films transition into a monodomain phase, which is allowed
below a critical value of the residual depolarizing field. Above this critical value, the second scenario
occurs, and the film undergoes a phase transition into a nanodomain phase. The two scenarios are
associated with the opposite response of Curie temperature to thickness reduction. As the film’s
thickness decreases, the transition temperature into the monodomain phase increases while the tran-
sition temperature into the nanodomain phase decreases. The surface effects are responsible for the
Curie temperature enhancement, while the stripe domain pattern is the origin of the transition tem-
perature suppression. Application of dipole pattern classifier reveals a rich variety of nanodomain
phases in halide films: nano-stripes, labyrinths, zig-zags, pillars, and lego-domains. Our work could
lead to both a deeper understanding of nanoscale ferroelectrics and discoveries of unusual nanoscale
dipole patterns.

Ferroelectrics in thin film form have proven to be excel-
lent functional material for memory devices, sensor tech-
nologies, microelectromechanical systems (MEMS), and
energy harvesting devices [1–4]. In the thin film form,
ferroelectrics could exhibit high Curie temperature(TC),
large remnant polarization, small coercive fields, and
unique structural phases as compared to their bulk phase
[5]. For example, Curie temperature for thin BaTiO3

films is nearly 600 K, which is a 200 K enhancement with
respect to bulk, while the remnant polarization could be
enhanced by as much as 250% [6]. The unique character-
istics of thin films are believed to arise from the interplay
of growth directions, deposition conditions, the residual
depolarizing field, thickness, and epitaxial strain [7–9].
These factors not only differentiate the films from their
bulk counterparts but also give rise to unconventional
dipole patterns and nanodomains, as well as topolog-
ical structures[10–12]. A few fascinating examples are
stripe domains in PbTiO3 and BaTiO3 [13–15], bubble
domains in Pb(Zr, Ti)O3[16], and labyrinths in ultrathin
BiFeO3 films [17]. Recently, freestanding ferroelectric
membranes have been realized, opening new opportuni-
ties for property manipulation and engineering [18, 19].
Interestingly, most investigations into these features have
focused on oxide ferroelectrics. However, oxide ferro-
electrics, in general, pose challenges for flexible device
applications due to their inherent hardness originating
from strong ionic and covalent bonds[20].

The halide perovskites’ soft nature and semiconduct-
ing properties are attractive features for flexible de-
vice applications[21]. Recently, various organic-inorganic
halide perovskites MPSnBr3, TMCM-(Mn, Cd)Cl3, have

been identified as ferroelectric materials, with sponta-
neous polarization ranging 3-8 µC/cm2, which is signifi-
cantly lower than that of oxide ferroelectrics[22, 23]. The
potential to overcome this challenge is offered by the re-
cent experimental confirmation of ferroelectricity in inor-
ganic halide perovskites with a spontaneous polarization
of 15-20 µC/cm2[24]. These findings provide new hope
for alternative materials for both device applications and
scientific discoveries. Furthermore, these materials are
already recognized as semiconductors and are actively in-
vestigated from an optoelectronic perspective[25], which
could open the way to additional multifunctionality. At
present, there are no studies available on the effect of
scaling down of CsGeX3 (X = Cl, Br, I) halide per-
ovskites. Consequently, it is not known how the ferro-
electric properties, such as ferroelectric phases, transition
temperatures, and dipole patterns, respond to thickness
reduction. Do halide perovskites develop monodomain
or polydomain phases at the nanoscale, and what could
be the nanodomain patterns? Can they sustain resid-
ual depolarizing fields, and if yes, up to what strength?
One can hypothesize that by manipulating the residual
depolarizing field in semiconducting halide perovskites,
we can potentially enhance Rashba effects, opening new
opportunities to explore fundamental science and poten-
tial applications [26]. Likewise, the effects that epitaxial
strain or surface charge screening plays in the ferroelec-
tricity of such films are presently unknown. Therefore,
in this study, we take advantage of recently developed
first-principles-based effective Hamiltonian [27] to (i) in-
vestigate ferroelectricity in CsGeX3 (X = Br, I) ultra-
thin films; (ii) develop a theory of ferroelectric ultrathin
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films, which establishes and elucidates the effects of scal-
ing down; (iii) reveal that CsGeBr3 films can sustain ex-
traordinary high residual depolarizing fields (up to 2.8
GV/m), promising for potential applications in spintron-
ics; (iv) report a rich variety of dipole patterns, which
can be induced in such films.

To achieve our goals, we use the first principle-based
effective Hamiltonian, which has been developed for
CsGeX3 (X = Br, I)[27, 28]. The degrees of freedom
for the Hamiltonian are local modes, which are propor-
tional to the local dipole moment of the unitcell, and
homogeneous and inhomogeneous strain[29, 30]. This

approach has proven highly effective in capturing in-
triguing features in bulk and in low-dimensional oxide
ferroelectrics[31–36]. Recently, it has been used to study
phase transitions in CsGeBr3 under different mechanical
loads [37]. To simulate the CsGeBr3 thin films, we con-
sidered the supercell of 24×24×Nz unitcells of CsGeBr3,
with periodic boundary conditions applied along the in-
plane directions. The thickness along the growth direc-
tion is modeled by Nz=8, 12, 16, 20, 24, and 32, which
simulates the range from 4 nm to 18 nm. The z cartesian
axis points along the film’s growth direction. The total
energy for the film’s supercell is given by [30]

Etot = Eself ({ui}) + Edpl({ui}) + Eshort({ui}) + Eelas({ηl}) + Eint({ui}, {ηl}) + β
∑
i

⟨Emax
dep ⟩Z∗ui (1)

where ui is a local mode of the unitcell i, and ηl
contains both inhomogeneous and homogeneous strain
variables. The terms on the right-hand side are the lo-
cal mode self-energy (harmonic and anharmonic contri-
butions), long-range dipole-dipole interactions, a short-
range interaction between local modes, elastic energy, the
interaction between the local modes and strains, depolar-
izing field screening term, respectively. The parameter
β controls the strength of maximum depolarizing field
⟨Emax

dep ⟩ developed along the z direction is screened by
the last term in Eq. (1), where β parameter controls the
strength of the surface charge screening. For example,
β=0 corresponds to ideal open circuit conditions and β=1
is for ideal short circuit conditions. We varied β from 0.85
to 0.99 in the present case. We use r2SCAN parameters
for the effective Hamiltonian reported in the Ref.[27, 28].
The parametrization predicts the Curie temperature of
bulk CsGeBr3 to be 360 K, which underestimates the
experimental one, 511 K [38]. The Hamiltonian is used
in the framework of classical Molecular Dynamics (MD)
simulations, with Newton’s equations of motion numeri-
cally solved using the predictor-corrector algorithm with
an integration step of 1 fs. The Evans-Hoover thermo-
stat is applied to maintain a constant temperature[39].
To obtain equilibrium phases, the films are annealed from
600 K to 10 K with a step of 10 K. For each temperature,
300,000 MD steps are used.

We begin by investigating how ferroelectric properties,
such as spontaneous polarization and Curie temperature,
evolve with the film’s thickness. For each film, we ran an
annealing simulation for different values of surface charge
compensation β, which is related to the depolarizing field

as Edep = 4πPz(1−β)
ϵ0ϵ∞

, where Pz is the out-of-plane polar-
ization and ϵ∞ is the optical dielectric constant of the ma-
terial. It is well established for oxide perovskites that as
the quality of surface charge compensation deteriorates,

the residual depolarizing field increases and eventually
becomes so strong that the film is not able to maintain
the out-of-plane polarization component and undergoes
a transition into a nanodomain phase[14, 15]. We find
a similar trend for CsGeBr3 ultrathin films. Figure 1(a)
shows the dependence of spontaneous polarization along
the growth directions on the residual depolarizing field
for films of different thicknesses in the regime of par-
tial surface charge compensation. As the surface charge
screening deteriorates, the residual depolarizing field in-
creases while polarization decreases slightly. Once the
critical value of the Ecrit

dep is reached, the film transitions
into the nanodomain phase, associated with zero out-of-
plane polarization component. We can see that the crit-
ical Ecrit

dep depends strongly on the thickness of the film
and, surprisingly, is the smallest for the thickest film. In
other words, the thinnest films are able to sustain larger
depolarizing fields in the monodomain phase. Strikingly,
a 4.4 nm (8 u.c.) thick film can sustain a 2.8 GV/m of
residual depolarizing field. Such a huge built-in field is
extremely promising for photovoltaic applications, where
it can be used to separate carriers and for spintronics
applications. Indeed, CsGeX3 (X = Br, I) was found to
possess spin splitting in the band structure in a weakly
relativistic regime[40]. The large built-in electric field
could enhance these effects due to Rashba interactions.

Let us now focus on the films in the monodomain
phase, that is, before the critical value of the residual
depolarizing field is reached. The dependence of polar-
ization on the temperature for films in such a regime is
presented in Fig. 1(b). The data reveals that the TC is
strongly enhanced in the thinnest films. The enhance-
ment is associated with the formation of a tetragonal
phase above the bulk TC with an out-of-plane polariza-
tion component. To reveal the origin of such an enhance-
ment, we turn to Fig. 1(d), which shows the probability
density functions for the z-component of the local polar-
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FIG. 1. (a) The Pz component of the polarization as a function of the residual depolarizing field at 10 K. (b) Polarization as
a function of temperature for films with Eres

dep=0.65 GV/m. The vertical line indicates the TC for bulk. (c) The temperature
evolution of the local polarization in the nanodomain phase. Distribution of z component of the local polarization at various
temperatures for monodomain (d) and nanodomain (e) regimes.

izations, that is the polarization of a unitcell, for Nz=24
u.c. thick film computed at different temperatures. At
the lowest temperature, there are two well-defined peaks.
The largest one coincides with the one in bulk CsGeBr3
[27], while the smallest one is at the larger value of |pz|.
This peak was found to be associated with the dipoles at
the surface, suggesting that the surface effect causes the
enhancement of the local polarization near the surface.
Such polarization enhancement at the surface gives ori-
gin to the total polarization enhancement in the thinnest
film, where the ratio of the surface to bulk dipoles is the
largest.

Let us now focus on the nanodomain phase of the films,
that is, the one that occurs beyond Ecrit

dep . Now, the po-
larization is not a suitable order parameter as its out-
of-plane component is zero. To overcome this issue, we
again turn to the probability density functions for the
pz component of the local dipoles, which are given in
Fig. 1(e). We can see that they feature two peaks at
the lowest temperatures, located at ±pz. The peaks are
associated with dipoles in nanodomains with opposite
out-of-plane polarization components. As temperature

increases, the peaks merge into a single broad peak cen-
tered at pz = 0. We now use the location of the maxima
of the peaks < pz > as a new order parameter, the lo-
cal polarization. Its temperature evolution is given in
Fig. 1(c) and clearly reveals the transition into the poly-
domain phase. To test the validity of our proposed local
order parameter < p >, we compare its temperature evo-
lution with polarization for the films in the monodomain
phase (See Fig. S1 of the supplementary material) and
find no discrepancies in either the Curie temperature or
polarization. Interestingly, the multiplicity of the local
order parameter reveals whether the transition is into
a polydomain or a monodomain phase. For example,
in Fig. 1(e), there are two values of the local order pa-
rameter associated with a given temperature, revealing
a transition into a polydomain phase. If, however, the
order parameter is single-valued, then the transition is
associated with a monodomain phase.

We can now apply this analysis to study phase tran-
sitions in CsGeBr3 films. Figure 2(a)-(b) presents phase
diagrams for the films in the mono- and nanodomain
regimes, respectively. For the films in the monodomain
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FIG. 2. Temperature-thickness phase diagram for CsGeBr3 thin films in the monodomain (a) and nanodomain (b) regime.
For the monodomain regime Eres

dep=0.65 GV/m. (c)-(e) Class distribution of electric dipoles in the supercell and corresponding
dipole patterns (f)-(h). Panels (f) and (e)-(h) correspond to Nz =24 and Nz=8, respectively.

regime, we find that Curie temperature decreases with
thickness, and the film thickness below 11 nm under-
goes two phase transitions: paraelectric cubic to ferro-
electric P4mm and to R3m phase. The transition tem-
perature associated with the transition into R3m-phase
does not change with thickness and coincides with the
transition temperature of bulk CsGeBr3Ṫhe reason for
the increase in TC with the decrease in the thickness has
already been discussed. For the films in the nanodomain
regime, we find two phase transitions. For films 11 nm
and below, the first one is to the ferroelectric Amm2
phase, the second one is into the nanodomain phase with
the rhombohedral (R) phase inside each domain. The
TC does not change with thickness and coincides with
the TC of bulk CsGeBr3. The transition temperature
for the transition into the nanodomain phase increases
as a function of the film’s thickness. However, before
this finding can be explained, we need to examine the
nanodomain phases. The dipole pattern associated with
the nanodomain phase in Nz=24 thick films at 10 K
is given in Fig. 2(f) and shows the nanostripe domain
pattern. Similar nanostripes have been found in oxide
ferroelectrics[41]. As the thickness of the film increases,
the stripe width increases similar to the BiFeO3 films[42]
and as expected from the Kittel law. For the thinnest
film of Nz=8, we find the disconnected labyrinth pattern
(Fig. 2(h)) as well as a nanopillar pattern (Fig. 2(g)).
Previously, labyrinth patterns have been found for PZT
ultra-thin films[17]. The nanopillar patterns are found
at the boundary between the monodomain and nan-
odomain phases, that is close to Ecrit

dep . We can now un-

derstand why the transition temperature into the poly-
domain phase increases with the film thickness. As the
thickness of the film increases, the nanostripes become
wider, following the Kittel’s law. The increase in the
stripe width can be considered as moving in the Brillouin
zone from X to Γ point. Indeed, the X point is associated
with the antipolar phase, that is, nanostripes of 1 unitcell
width, while the Γ point is associated with an infinitely
wide single stripe (monodomain phase). The phonon dis-
persion curves presented in Ref.[27] for CsGeBr3 reveal
that the phonon frequency decreases as we move from X
to Γ point, which could be interpreted as the stability
of the phase increases as domains become wider. As the
nanostripes become wider as the film gets thicker, this
explains why the nanodomain phase can be stabilized at
higher temperatures for the thicker films.

Our next goal is to determine whether the nanodomain
patterns can be controlled through the epitaxial strain.
For that, we repeat simulations for compressive and ten-
sile strains of ±3%. Here, we find a variety of nan-
odomain patterns. In order to characterize them, we
propose the following approach. Each nanodomain ex-
hibits a rhombohedral-like phase with local polarization
aligned along one of the eight polar directions ⟨111⟩. Let
us associate these eight directions with eight classes and
make the distribution function for the dipoles among
these classes. The number of classes and their popu-
lation tell us about the distinct types of domains we
have in a pattern. For example, for nanostripes, we find
only two classes associated with [1̄11], [1̄11̄] polarization
nanodomains with equal distribution of the dipoles be-
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FIG. 3. (a)-(b) Temperature-thickness phase diagram for stressed thin films for SC conditions (c)-(f) Class distribution of
dipole orientations and corresponding domain structures in (g)-(I). Panels (g)-(i) and (j) correspond to Nz =24 and Nz=20,
respectively.

tween the classes (see Fig. 2(c)). The same is true for
the labyrinth pattern (see Fig. 2(e)). However, for the
nanopillar pattern, we find that the two classes are un-
evenly populated, clearly indicating that this is a quali-
tatively different nanodomain pattern.

The phase diagrams associated with the nanodomain
regime for the strained films are given in Fig. 3(a)-(b).
For the compressive strain, we find two phase transitions
into the nanodomain phase. The one at TC is associ-
ated with the formation of nanostripes with tetragonal
phases inside different domains. As the temperature is
lowered further the nanostripes undergo another phase
transition associated with a rhombohedral phase inside
each stripe. The nanodomains now are reminiscent of

lego blocks (termed as lego-domains) and could be of two
colors or multi-colored (see Figs. 3(g)-(h) ). These non-
trivial patterns are formed as a compromise between (i)
the intrinsic tendency of CsGeBr3to have a rhombohedral
phase, (ii) compressive strain dictating to annihilate the
in-plane polarization component, and (iii) the depolariz-
ing field working to annihilate out-of-plane polarization
component. The associated class distributions for such
lego-domain patterns are given in Fig. 3(c)-(d).

For the films under tensile strain, we find nanodomain
patterns even below the critical depolarizing field. Such
twin domain patterns are visualized in Fig. 3(j) and allow
the enhance the local in-plane polarization component as
required by the tensile strain. The phase diagram for



6

such films is shown in Fig. 3(b). The nanodomain pat-
tern is now a zig-zag one with four classes (see Fig. 3(e)).
This is the consequence of the twin domains splitting to
create two more classes with opposite z-component of po-
larization (compare class distribution between Fig. 3(e)
and 3(f)). Interestingly, the trends in transition temper-
atures established for the stress-free films are present for
the strained films as well.

We have carried out the same simulations for another
member of the halide family, CsGeI3 along with the ox-
ide perovskite BiFeO3 except for the strained simula-
tions. To simulate BiFeO3, we used effective Hamiltonian
parametrization of Ref. [43]. To BiFeO3 we use param-
eters from Ref.[43]. We find the same qualitative results,
indicating that our findings are applicable to ultrathin
ferroelectric films that undergo cubic to rhombohedral
phase transitions in bulk. The data from such calcula-
tions are given in Supplementary Materials.

In summary, we used atomistic first-principles-based
simulations to investigate ultrathin film of ferroelectric
CsGeBr3 with thicknesses 4-18 nm. We found two sce-
narios for phase transitions in such films, which are con-
trolled by the quality of surface charge screening. When
the surface charge is well compensated, the films undergo
a phase transition into a monodomain phase. As the
quality of surface charge compensation deteriorates, the
residual depolarizing field increases, and at some criti-
cal value of the field, the second scenario occurs where
the films undergo a phase transition into a nanodomain
phase. The CsGeBr3 films can accommodate a very large
residual depolarizing field of up to 2.8 GV/m before the
second scenario takes place. Interestingly, the field de-
creases as the thickness of the film increases. In the nan-
odomain regime, the films develop nanostripe, nanopil-
lar, or labyrinth dipole patterns. Transition tempera-
tures for the two scenarios have opposite behavior upon
scaling down. For the monodomain regime, the Curie
point increases as the film’s thickness decreases. How-
ever, the temperature associated with the transition into
the nanodomain phase decreases as the film’s thickness
decreases. Epitaxially strained films exhibit a wide vari-
ety of dipole patterns, including zig-zag nanostripes and
lego-domains. Interestingly, the scaling-down trends re-
vealed for CsGeBr3 films hold for other materials with
the same type of phase transition in bulk ( CsGeI3 and
oxide perovskite BiFeO3), strongly suggesting that they
are universal. We believe that our study lays the foun-
dation for understanding the universal effects of scaling
down of ferroelectrics and will aid the practical realiza-
tion of nanoscale functional elements.
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Supplementary Material

FIG. S1. Temperature evolution of z-component of the polarization and local polarization for two films.

FIG. S2. (a) Variation of the z component of the polarization as a function of residual depolarizing field at 10 K for BiFeO3

films. (b) BiFeO3 polarization variation as a function of temperature. (c) The temperature evolution of the local polarization
of BiFeO3 films in the nanodomain phase.
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FIG. S3. (a)-(b) Temperature-thickness phase diagram for unstressed BiFeO3 thin films for monodomain and nanodomain
phases. (c)-(d) Class distribution of dipole orientations and corresponding domain structures of films having thickness 8.9 nm.

FIG. S4. (a) CsGeI3 polarization variation as a function of temperature. (b) The temperature evolution of the local polarization
of CsGeI3 films in the nanodomain phase.



10

FIG. S5. (a)-(b) Temperature-thickness phase diagram for unstressed CsGeI3 thin films for monodomain and nanodomain
phases. (c)-(d) Domain structures of films thickness 14.2 nm.
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