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ON BLOW-UP CONDITIONS FOR SOLUTIONS OF SYSTEMS OF

QUASILINEAR SECOND-ORDER ELLIPTIC INEQUALITIES

A.A. KON’KOV AND A.E. SHISHKOV

Abstract. We study systems of the differential inequalities
{

− divA1(x,∇u1) ≥ F1(x, u2) in R
n,

− divA2(x,∇u2) ≥ F2(x, u1) in R
n,

where n ≥ 2 and Ai are Caratheodory functions such that

C1|ξ|
pi ≤ ξAi(x, ξ), |Ai(x, ξ)| ≤ C2|ξ|

pi−1, i = 1, 2,

with some constants C1, C2 > 0 and p1, p2 > 1 for almost all x ∈ R
n and for all

ξ ∈ R
n, n ≥ 2. For non-negative solutions of these systems we obtain exact blow-up

conditions.

1. Introduction

We consider systems of the differential inequalities
{

− divA1(x,∇u1) ≥ F1(x, u2) in R
n,

− divA2(x,∇u2) ≥ F2(x, u1) in R
n,

(1.1)

where n ≥ 2 and Ak are Caratheodory functions such that

C1|ξ|
pk ≤ ξAk(x, ξ), |Ak(x, ξ)| ≤ C2|ξ|

pk−1, k = 1, 2, (1.2)

with some constants C1, C2 > 0 and p1, p2 > 1 for almost all x ∈ R
n and for all ξ ∈ R

n.
In so doing, the functions F1 and F2 are assumed to be non-negative on R

n × [0,∞),
positive on R

n × (0,∞), and non-decreasing with respect to the last argument on the
interval [0, ε] for some real number 0 < ε < 1.

An ordered pair (u1, u2) ∈ W 1
p1,loc

(Rn) × W 1
p2,loc

(Rn) is called a solution of (1.1) if
F1(x, u2), F2(x, u1) ∈ L1,loc(R

n) and, moreover,
∫

Rn

A1(x,∇u1)∇ϕdx ≥

∫

Rn

F1(x, u2)ϕdx

and
∫

Rn

A2(x,∇u2)∇ϕdx ≥

∫

Rn

F2(x, u1)ϕdx

for any non-negative function ϕ ∈ C∞
0 (Rn).

Without loss of generality, we can assume that solutions of (1.1) satisfy the relations

ess inf
Rn

uk = 0, k = 1, 2. (1.3)

If this is not the case, we replace uk by uk − αk, where

αk = ess inf
Rn

uk, k = 1, 2. (1.4)
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2 A.A. KON’KOV AND A.E. SHISHKOV

After this replacement, the left-hand sides of (1.1) obviously do not change and the
right-hand sides transform to F1(x, u2 + α2) and F2(x, u1 + α1).

The absence of solutions of differential equations and inequalities, which is known
as the blow-up phenomenon, has been studied by many authors [1–14]. In most cases,
these studies were limited to power-law nonlinearity. In our paper, we consider the
case of the general nonlinearity. In so doing, we manage to strengthen results of [1, 3].

Note that the only relevant case is n > max{p1, p2}. Indeed, if n ≤ pk for some
k ∈ {1, 2}, then any non-negative solution of the inequality

−Ak(x,∇ui) ≥ 0 in R
n

is a constant [12].
Below it is assumed that θ > 1 is some given real number and

fk(r, ζ) = ess inf
x∈Bθr\Br/θ

Fk(x, ζ), r, ζ > 0, k = 1, 2. (1.5)

Let us denote by Br the open ball of radius r > 0 centered at zero. We also assume
that for any real numbers ε∗, ζ∗ > 0 there exist a real number r∗ > 0 and functions
qk : [r∗,∞) → [0,∞) and gk : [ζ∗,∞) → (0,∞), k = 1, 2, satisfying the following
conditions:

(a) for all r ∈ [r∗,∞) and ζ ∈ [ζ∗,∞) such that
(

ζ

rn−p2

)1/(p2−1)

≤ ε and ε∗r
p1/(p1−1)f

1/(p1−1)
1

(

r,

(

ζ

rn−p2

)1/(p2−1)
)

≤ ε

we have

f2

(

r, ε∗r
p1/(p1−1)f

1/(p1−1)
1

(

r,

(

ζ

rn−p2

)1/(p2−1)
))

≥ q1(r)g1(ζ); (1.6)

(b) for all r ∈ [r∗,∞) and ζ ∈ [ζ∗,∞) such that
(

ζ

rn−p1

)1/(p1−1)

≤ ε and ε∗r
p2/(p2−1)f

1/(p2−1)
2

(

r,

(

ζ

rn−p1

)1/(p1−1)
)

≤ ε

we have

f1

(

r, ε∗r
p2/(p2−1)f

1/(p2−1)
2

(

r,

(

ζ

rn−p1

)1/(p1−1)
))

≥ q2(r)g2(ζ).

2. Main results

Theorem 2.1. Suppose that n > max{p1, p2}. Also let for any real numbers ε∗, ζ∗ > 0
there be a real number r∗ > 0, non-decreasing functions g1, g2 : [ζ∗,∞) → (0,∞), and

locally bounded measurable functions q1, q2 : [r∗,∞) → [0,∞) such that (a) and (b) are

valid and, moreover,
∫ ∞

ζ∗

dζ

gk(ζ)
< ∞ (2.1)

and
∫ ∞

r∗

rn−1qk(r) dr = ∞ (2.2)

for some k ∈ {1, 2}. Then any non-negative solution of (1.1), (1.3) is identically zero.
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The proof of Theorem 2.1 is given in Section 3. A partial case of (1.1) is the systems
{

− divA1(x,∇u1) ≥ a1(x)u
λ1

2 in R
n,

− divA2(x,∇u2) ≥ a2(x)u
λ2

1 in R
n,

(2.3)

where a1 and a2 are non-negative measurable functions and λ1, λ2 ≥ 0 are real numbers.

Corollary 2.1. Suppose that n > max{p1, p2} and

λ1λ2

(p1 − 1)(p2 − 1)
> 1. (2.4)

Also let there be k ∈ {1, 2} such that
∫ ∞

1

rµkαk(r) dr = ∞, (2.5)

where

µ1 = n− 1 +
λ2p1
p1 − 1

−
λ1λ2(n− p2)

(p1 − 1)(p2 − 1)
,

µ2 = n− 1 +
λ1p2
p2 − 1

−
λ2λ1(n− p1)

(p2 − 1)(p1 − 1)
,

α1(r) =

(

ess inf
Bθr\Br/θ

a1

)λ2/(p1−1)

ess inf
Bθr\Br/θ

a2, , (2.6)

and

α2(r) =

(

ess inf
Bθr\Br/θ

a2

)λ1/(p2−1)

ess inf
Bθr\Br/θ

a1 (2.7)

for some real number θ > 1. Then any non-negative solution of (2.3), (1.3) is identi-

cally zero.

Proof. We assume, without loss of generality, that (2.5) holds for k = 1. If k = 2, then
all reasoning is absolutely similar. For systems (2.3), inequality (1.6) takes the form

ελ2

∗ α1(r)r
λ2p1/(p1−1)

(

ζ

rn−p2

)λ1λ2/((p1−1)(p2−1))

≥ q1(r)g1(ζ).

Thus, using Theorem 2.1 with

g1(ζ) = ζλ1λ2/((p1−1)(p2−1)) and q1(r) = ελ2

∗ rλ2p1/(p1−1)−λ1λ2(n−p2)/((p1−1)(p2−1))α1(r),

we complete the proof. �

Corollary 2.2. Suppose that n > max{p1, p2} and

λ1λ2

(p1 − 1)(p2 − 1)
≤ 1. (2.8)

If at least one of the following two relations is valid:

lim sup
r→∞

rn+λ2p1/(p1−1)−λ(n−p2)α1(r) > 0, (2.9)

lim sup
r→∞

rn+λ1p2/(p2−1)−λ(n−p1)α2(r) > 0, (2.10)

where λ > 1 is a real number and the functions α1 and α2 are defined by (2.6) and (2.7)
for some real number θ > 1, then any non-negative solution of (2.3), (1.3) is identically

zero.
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Proof. We assume that (2.9) is fulfilled. In the case where (2.10) holds, our reasoning is
absolutely similar. Let ri, i = 1, 2, . . ., be a sequence of real numbers such that ri → ∞
as i → ∞ and, moreover,

r
n+λ2p1/(p1−1)−λ(n−p2)
i α1(ri) > γ

with some constant γ > 0 for all i = 1, 2, . . .. Putting

α̃1(r) =

(

ess inf
Bθ̃r\Br/θ̃

a1

)λ2/(p1−1)

ess inf
Bθ̃r\Br/θ̃

a2,

where 1 < θ̃ < θ is some real number, we obviously obtain

r
n+λ2p1/(p1−1)−λ(n−p2)
i inf

(riθ/θ̃,riθ̃/θ)
α̃1 > γ

for all i = 1, 2, . . .. Hence,
∫ ∞

r0

rn−1q1(r) dr = ∞,

where
q1(r) = rλ2p1/(p1−1)−λ(n−p2)α̃1(r).

Since,
(

ζ

rn−p2

)λ1λ2/((p1−1)(p2−1))

≥

(

ζ

rn−p2

)λ

for all real numbers r > 0 and ζ > 0 satisfying the condition

ζ

rn−p2
≤ 1, (2.11)

we also have

α̃1(r)r
λ2p1/(p1−1)

(

ζ

rn−p2

)λ1λ2/((p1−1)(p2−1))

≥ q1(r)ζ
λ (2.12)

for all real numbers r > 0 and ζ > 0 satisfying (2.11). It can bee seen that for systems
of the form (2.3) inequality (2.12) is equivalent to (1.6) with g1(ζ) = ελ2

∗ ζλ and θ

replaced by θ̃. Thus, to complete the proof, it remains to apply Theorem 2.1. �

Example 2.1. Consider the system
{

− divA1(x,∇u1) ≥ uλ1

2 in R
n,

− divA2(x,∇u2) ≥ uλ2

1 in R
n,

(2.13)

where n > max{p1, p2} and λ1, λ2 ≥ 0 are real numbers. By Corollaries 2.1 and 2.2, if

n(p1 − 1)(p2 − 1)

λ1λ2
≥ min

{

n− p1 − (p1 − 1)
p2
λ2

, n− p2 − (p2 − 1)
p1
λ1

}

, (2.14)

then any non-negative solution of (2.13), (1.3) is identically zero. Indeed, in the case
where (2.4) is valid, this follows immediately from Corollary 2.1. Let (2.8) be fulfilled.
We obviously have

n + λ2p1/(p1 − 1) > n− p2;

therefore, there exists a real numbers λ > 1 such that

n+ λ2p1/(p1 − 1)− λ(n− p2) > 0.

Thus, to show the triviality of any non-negative solution of (2.13), (1.3), it is sufficient
to use Corollary 2.2.
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Note that (2.14) coincides with the analogous condition obtained in [1, Theorem 4.6].

Example 2.2. Let us examine the case of critical exponents λ1 and λ2 in (2.14). Namely,
consider the system















− divA1(x,∇u1) ≥ uλ1

2 logσ1

(

e+
1

u2

)

in R
n,

− divA2(x,∇u2) ≥ uλ2

1 logσ2

(

e+
1

u1

)

in R
n,

(2.15)

where n > max{p1, p2}, the real numbers λ1, λ2 > 0 satisfy (2.4), σ1, σ2 ∈ R and,
moreover,

n(p1 − 1)(p2 − 1)

λ1λ2
= n− p2 − (p2 − 1)

p1
λ1

and
n(p1 − 1)(p2 − 1)

λ1λ2

< n− p1 − (p1 − 1)
p2
λ2

.

If u1 = 0 or u2 = 0, then it is assumed that the right-hand side of the corresponding
inequality in (2.15) is equal to zero. It can be verified that for any real numbers
ε∗, ζ∗ > 0 there is a real number r∗ > 0 such that condition (a) is satisfied with some
positive continuous functions

g1(ζ) ≍
ζλ1λ2/((p1−1)(p2−1))

log|σ2|+λ2|σ1|/(p1−1) ζ
and q1(r) ≍

1

rn
logσ2+λ2σ1/(p1−1) r.

Thus, in accordance with Theorem 2.1 if

σ2 +
λ2σ1

p1 − 1
≥ −1,

then any non-negative solution of (2.15), (1.3) is identically zero.

3. Proof of Theorem 2.1

Let us agree to denote by C, σ, and κ various positive constants that can depend
only on n, p1, p2, C1, C2, ε, θ, and λ. In so doing, by χω we mean the characteristic
function of a set ω ⊂ R

n, i.e.

χω(x) =

{

1, x ∈ ω,
0, x 6∈ ω.

Assume that A is a Caratheodory function satisfying the uniform ellipticity condition

C1|ξ|
p ≤ ζA(x, ξ), |A(x, ξ)| ≤ C2|ξ|

p, p > 1, (3.1)

for almost all x ∈ R
n and for all ξ ∈ R

n. We say that v ∈ W 1
p,loc(ω) is a solution of the

inequality
divA(x,∇v) ≥ a(x) in ω, (3.2)

where ω ⊂ R
n is a non-empty open set and a ∈ L1,loc(ω), if

−

∫

ω

A(x,∇v)∇ϕdx ≥

∫

ω

a(x)ϕdx

for any non-negative function ϕ ∈ C∞
0 (ω). A solution of the inequality

− divA(x,∇u) ≥ a(x) in ω, (3.3)

where ω ⊂ R
n is a non-empty open set and a ∈ L1,loc(ω), is defined in a similar way.
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Lemma 3.1 (Generalized Kato’s inequality). Let v ∈ W 1
p,loc(ω) be a solution of (3.2).

Then v+ = χω+
v satisfies the inequality

divA(x,∇v+) ≥ χω+
(x)a(x) in ω,

where ω+ = {x ∈ ω : v(x) > 0}.

The proof of Lemma 3.1 is given in [9, Lemma 4.2]. Putting v = ε−u in Lemma 3.1,
we obtain the following statement.

Corollary 3.1. Let u be a solution of (3.3). Then uε = χωεu+(1−χωε)ε satisfies the

inequality

− divA(x,∇uε) ≥ χωε(x)a(x) in R
n,

where ωε = {x ∈ R
n : u(x) < ε}.

We also need the three lemmas below.

Lemma 3.2 (Weak Harnack inequality). Let u ≥ 0 be a solution of the inequality

− divA(x,∇u) ≥ 0 in R
n, (3.4)

where n > p. Then
(

1

mesB2r

∫

B2r

uλ dx

)1/λ

≤ C ess inf
Br

u

for all λ ∈ (0, n(p− 1)/(n− p)) and r ∈ (0,∞).

Lemma 3.3. Let u ≥ 0 be a solution of the inequality

− divA(x,∇u) ≥ a(x) in R
n, (3.5)

where a ∈ L1,loc(R
n) is a non-negative function. If uλ ∈ L1,loc(R

n) for some λ ∈
(p− 1,∞), then

1

mesBr

∫

Br

a(x) dx ≤ Cr−p

(

1

mesB2r \Br

∫

B2r\Br

uλ dx

)(p−1)/λ

for all r ∈ (0,∞).

Lemma 3.4. Let u ≥ 0 be a solution of (3.4) such that

ess inf
Rn

u = 0, (3.6)

where n > p. Then

lim
r→∞

mesBr \ ωε

mesBr

= 0,

where ωε = {x ∈ R
n : u(x) < ε}.

Lemmas 3.2 and 3.3 are proved in [15, 16, 17] and [1], respectively. Lemma 3.4
or its equivalent statement can be found in [2, Lemma 3.1]. This lemma is a direct
consequence of Lemma 3.2.

Corollary 3.1 and Lemmas 3.2 and 3.3 with λ ∈ (p − 1, p) ∩ (0, n(p − 1)/(n − p))
imply the following assertion.

Corollary 3.2. Let u ≥ 0 be a solution of (3.5), where n > p and a ∈ L1,loc(R
n) is a

non-negative function. Then

1

mesBr

∫

ωε∩Br

a(x) dx ≤ Cr−p

(

ess inf
Br

uε

)p−1

for all r ∈ (0,∞), where ωε = {x ∈ R
n : u(x) < ε} and uε = χωεu+ (1− χωε)ε.
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Proof of Theorem 2.1. Assume the converse. Let (u1, u2) be a non-negative solution
of (1.1), (1.3) that is not equal to zero. According to Lemma 3.2, both the functions
u1 and u2 are positive almost everywhere in R

n.
We put Ωε = Ω1,ε∩Ω2,ε, where Ωk,ε = {x ∈ R

n : uk(x) < ε}, k = 1, 2. By Lemma 3.4,

lim
r→∞

mesBr \ Ωk,ε

mesBr

= 0, k = 1, 2.

Hence, there is a real number r0 > 0 such that

mesΩε ∩ Bθr \Br ≥ Crn, (3.7)

for all r ≥ r0. Denote

E1(r) =

∫

Ωε∩Br

F2(x, u1) dx, r > 0,

and

E2(r) =

∫

Ωε∩Br

F1(x, u2) dx, r > 0.

Also let ri = θir0, i = 1, 2, . . .. Corollary 3.2 implies the estimates

1

mesBri

∫

Ωε∩Bri

F1(x, u2) dx ≤ Cr−p1
i

(

ess inf
Bri

u1,ε

)p1−1

, i = 1, 2, . . . ,

and

1

mesBri

∫

Ωε∩Bri

F2(x, u1) dx ≤ Cr−p2
i

(

ess inf
Bri

u2,ε

)p2−1

, i = 1, 2, . . . ,

where

uk,ε = χΩk,ε
uk + (1− χΩk,ε

)ε, k = 1, 2, (3.8)

whence it follows that

ess inf
Ω1,ε∩Bri

u1 = ess inf
Bri

u1,ε ≥ σ

(

E2(ri)

rn−p1
i

)1/(p1−1)

, i = 1, 2, . . . , (3.9)

and

ess inf
Ω2,ε∩Bri

u2 = ess inf
Bri

u2,ε ≥ σ

(

E1(ri)

rn−p2
i

)1/(p2−1)

, i = 1, 2, . . . . (3.10)

Taking into account (3.9) and the fact that F1(x, ·) is a non-decreasing function on
the interval [0, ε] for almost x ∈ R

n, we obtain

F2(x, u1(x)) ≥ F2

(

x, ess inf
Ω1,ε∩Bri

u1

)

≥ F2

(

x, σ

(

E2(ri)

rn−p1
i

)1/(p1−1)
)

for almost all x ∈ Ω1,ε ∩Bri , i = 1, 2, . . .. This immediately implies that

1

mes Ωε ∩Bri \Bri−1

∫

Ωε∩Bri
\Bri−1

F2(x, u1) dx

≥ ess inf
x∈Ωε∩Bri\Bri−1

F2

(

x, σ

(

E2(ri)

rn−p1
i

)1/(p1−1)
)

, i = 1, 2, . . . ,
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whence in accordance with (3.7) and the definition of f2 we have

E1(ri)− E1(ri−1) ≥ Crnf2

(

r, σ

(

E2(ri)

rn−p1
i

)1/(p1−1)
)

(3.11)

for all r ∈ (ri−1, ri), i = 1, 2, . . ..
Analogously, taking into account (3.7) and (3.10) and the definition of f1, we obtain

E2(ri)− E2(ri−1) ≥ Crnf1

(

r, σ

(

E1(ri)

rn−p2
i

)1/(p2−1)
)

(3.12)

for all r ∈ (ri−1, ri), i = 1, 2, . . .. The last inequality, in particular, implies that

E2(ri) ≥ Crnf1

(

r, σ

(

E1(ri)

rn−p2
i

)1/(p2−1)
)

for all r ∈ (ri−1, ri), i = 1, 2, . . .. Combining this with (3.11), we arrive at the estimate

E1(ri)−E1(ri−1) ≥ Crnf2

(

r, σrp1/(p1−1)f
1/(p1−1)
1

(

r,

(

κE1(ri)

rn−p2

)1/(p2−1)
))

for all r ∈ (ri−1, ri), i = 1, 2, . . .. In the same way, it can be shown that

E2(ri)−E2(ri−1) ≥ Crnf1

(

r, σrp2/(p2−1)f
1/(p2−1)
2

(

r,

(

κE2(ri)

rn−p1

)1/(p1−1)
))

for all r ∈ (ri−1, ri), i = 1, 2, . . ..
Thus, there are an integer i0 > 0, non-decreasing functions g1, g2 : [ζ∗,∞) → (0,∞),

and locally bounded measurable functions q1, q2 : [r∗,∞) → [0,∞) such that

Es(ri)− Es(ri−1) ≥ Crnqs(r)gs(κEs(ri)), s = 1, 2,

for all i > i0 and r ∈ (ri−1, ri) and, moreover, conditions (2.1) and (2.2) are valid with
some k ∈ {1, 2}, where r∗ = ri0 and ζ∗ = κmin{E1(ri0), E2(ri0)}. We obviously have

Ek(ri)− Ek(ri−1)

gk(κEk(ri)),
≥ Crnqk(r)

for all i > i0 and r ∈ (ri−1, ri), whence in accordance with the inequalities
∫ Ek(ri)

Ek(ri−1)

dζ

gk(κζ))
≥

Ek(ri)− Ek(ri−1)

gk(κEk(ri)),

and

sup
r∈(ri−1,ri)

rnqk(r) ≥ C

∫ ri

ri−1

rn−1qk(r) dr

it follows that
∫ Ek(ri)

Ek(ri−1)

dζ

gk(κζ))
≥ C

∫ ri

ri−1

rn−1qk(r) dr, i = i0 + 1, i0 + 2, . . . .

Summing the last expression over all i > i0, we obtain
∫ ∞

Ek(ri0 )

dζ

gk(κζ))
≥ C

∫ ∞

ri0

rn−1qk(r) dr.

This contradicts (2.1) and (2.2). �
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4. Some remarks and generalizations

As in the previous section, we denote by C, σ, and κ various positive constants that
can depend only on n, p1, p2, C1, C2, ε, θ, and λ.
4.1. Consider systems of the form

{

− divA1(x,∇u1) ≥ a1(x)h1(u2) in R
n,

− divA2(x,∇u2) ≥ a2(x)h2(u1) in R
n,

where a1, a2 : R
n → (0,∞) and h1, h2 : [0,∞) → [0,∞) are measurable functions such

that h1 and h2 are positive on the interval (0,∞) and non-decreasing on [0, ε] for some
real number 0 < ε < 1. It does not present any particular problem to verify that for
these systems Theorem 2.1 remains valid with (1.5) replaced by

fk(r, ζ) =
hk(ζ)

(

1
mesBθr\Br/θ

∫

Bθr\Br/θ
a−λ
k (x) dx

)1/λ
, r, ζ > 0, k = 1, 2, (4.1)

where λ > 0 is a real number. In so doing, if
∫

Bθr\Br/θ

a−λ
k (x) dx = ∞

for some r ∈ (0,∞) and k ∈ {1, 2}, then we assume that fk(r, ζ) = 0 for all ζ ∈ (0,∞).
Indeed, inequality (3.9) yields

h2(u1(x)) ≥ h2

(

σ

(

E2(ri)

rn−p1
i

)1/(p1−1)
)

for almost all x ∈ Ω1,ε ∩Bri , whence it follows that

1

mesΩε ∩Bri \Bri−1

∫

Ωε∩Bri\Bri−1

h
λ/(1+λ)
2 (u1) dx

≥ h
λ/(1+λ)
2

(

σ

(

E2(ri)

rn−p1
i

)1/(p1−1)
)

, i = 1, 2, . . . .

Combining this with (3.7) and the estimate
∫

Ωε∩Bri\Bri−1

h
λ/(1+λ)
2 (u1) dx =

∫

Ωε∩Bri\Bri−1

a
−λ/(1+λ)
2 (x)a

λ/(1+λ)
2 (x)h

λ/(1+λ)
2 (u1) dx

≤

(

∫

Ωε∩Bri
\Bri−1

a−λ
2 (x) dx

)1/(1+λ)(
∫

Ωε∩Bri
\Bri−1

a2(x)h2(u1) dx

)λ/(1+λ)

which follows from Hölder’s inequality, we obtain

∫

Ωε∩Bri\Bri−1

a2(x)h2(u1) dx ≥

Crni h2

(

σ
(

E2(ri)

r
n−p1
i

)1/(p1−1)
)

(

1
mesBri\Bri−1

∫

Bri
\Bri−1

a−λ
2 (x) dx

)1/λ
, i = 1, 2, . . . .

The last formula obviously implies (3.11) with

E1(r) =

∫

Ωε∩Br

a2(x)h2(u1) dx, r > 0,

and f2 defined by (4.1).
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Repeating the previous reasoning with (3.9) replaced by (3.10), we also have

∫

Ωε∩Bri\Bri−1

a1(x)h1(u2) dx ≥

Crni h1

(

σ
(

E2(ri)

r
n−p2
i

)1/(p2−1)
)

(

1
mesBri\Bri−1

∫

Bri\Bri−1

a−λ
1 (x) dx

)1/λ
, i = 1, 2, . . . .

This in turn implies (3.12) with

E2(r) =

∫

Ωε∩Br

a1(x)h1(u2) dx, r > 0,

and f1 defined by (4.1).
4.2. An interesting case is when F1 and F2 on the right in (1.1) are non-decreasing
functions with respect to the last argument on the whole interval [0,∞). Fix some real
number 0 < ε < 1. Also let for any real numbers ε∗, ζ∗ > 0 there be a real number
r∗ > 0 and functions qk : Rn \ Br∗ → [0,∞) and gk : [ζ∗,∞) → (0,∞), k = 1, 2,
satisfying the following conditions:

(a′) for almost all x ∈ R
n \Br∗ and for all ζ ∈ [ζ∗,∞) such that

(

ζ

|x|n−p2

)1/(p2−1)

≤ ε and ε∗|x|
p1/(p1−1)f

1/(p1−1)
1

(

|x|,

(

ζ

|x|n−p2

)1/(p2−1)
)

≤ ε

we have

F2

(

x, ε∗|x|
p1/(p1−1)f

1/(p1−1)
1

(

|x|,

(

ζ

|x|n−p2

)1/(p2−1)
))

≥ q1(x)g1(ζ); (4.2)

(b′) for almost all x ∈ R
n \Br∗ and for all ζ ∈ [ζ∗,∞) such that

(

ζ

|x|n−p1

)1/(p1−1)

≤ ε and ε∗|x|
p2/(p2−1)f

1/(p2−1)
2

(

|x|,

(

ζ

|x|n−p1

)1/(p1−1)
)

≤ ε

we have

F1

(

x, ε∗|x|
p2/(p2−1)f

1/(p2−1)
2

(

|x|,

(

ζ

|x|n−p1

)1/(p1−1)
))

≥ q2(x)g2(ζ), (4.3)

where

fk(r, ζ) =
1

mesBr

∫

Br

Fk(x, ζ) dx, r, ζ > 0, k = 1, 2.

Theorem 4.1. Suppose that n > max{p1, p2} and, moreover, the functions F1 and

F2 are non-negative and non-decreasing with respect to the last arguments on the set

R
n × [0,∞) and positive on R

n × (0,∞). Also let for any real numbers ε∗, ζ∗ > 0 there

be a real number r∗ > 0, non-decreasing functions g1, g2 : [ζ∗,∞) → (0,∞), and locally

bounded measurable functions q1, q2 : Rn \ Br∗ → [0,∞) such that (a′) and (b′) are

valid. If there exist k ∈ {1, 2} such that (2.1) holds and
∫

Rn\Br∗

qk(x) dx = ∞, (4.4)

then any non-negative solution of (1.1), (1.3) is identically zero.
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Proof. Arguing by contradiction, we assume that (u1, u2) is a non-negative solution
of (1.1), (1.3) that is not equal to zero. By Lemma 3.2, both the functions u1 and u2

are positive almost everywhere in R
n. We take a real number r0 > 0 such that

ess inf
Br0

uk < ε, k = 1, 2. (4.5)

In view of (1.3), such a real number r0 obviously exists. Let us put ri = 2i, i = 1, 2, . . ..
Applying Lemmas 3.2 and 3.3 with λ ∈ (p− 1, p) ∩ (0, n(p− 1)/(n− p)), we obtain

1

mesBri

∫

Bri

F1(x, u2) dx ≤ Cr−p1
i

(

ess inf
Bri

u1

)p1−1

, i = 1, 2, . . . ,

and
1

mesBri

∫

Bri

F2(x, u1) dx ≤ Cr−p2
i

(

ess inf
Bri

u2

)p2−1

, i = 1, 2, . . . ,

whence it follows that

ess inf
Bri

u1 ≥ σ

(

E2(ri)

rn−p1
i

)1/(p1−1)

, i = 1, 2, . . . , (4.6)

and

ess inf
Bri

u2 ≥ σ

(

E1(ri)

rn−p2
i

)1/(p2−1)

, i = 1, 2, . . . , (4.7)

where

E1(r) =

∫

Br

F2(x, u1) dx, r > 0,

and

E2(r) =

∫

Br

F1(x, u2) dx, r > 0.

Inequalities (4.6) and (4.7) imply the estimates

F2(x, u1(x)) ≥ F2

(

x, ess inf
Bri

u1

)

≥ F2

(

x, σ

(

E2(ri)

rn−p1
i

)1/(p1−1)
)

and

F1(x, u2(x)) ≥ F1

(

x, ess inf
Bri

u2

)

≥ F1

(

x, σ

(

E1(ri)

rn−p2
i

)1/(p2−1)
)

for almost all x ∈ Bri, i = 1, 2, . . .. Integrating them over Bri, we have

E1(ri) ≥ mesBrf2

(

ri, σ

(

E2(ri)

rn−p1
i

)1/(p1−1)
)

, i = 1, 2, . . . ,

and

E2(ri) ≥ mesBrf1

(

ri, σ

(

E1(ri)

rn−p2
i

)1/(p2−1)
)

, i = 1, 2, . . . .

Consequently, one can assert that

F2(x, u1(x)) ≥ F2

(

x, σr
p1/(p1−1)
i f

1/(p1−1)
1

(

ri,

(

κE1(ri)

rn−p2
i

)1/(p2−1)
))
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and

F1(x, u2(x)) ≥ F1

(

x, σr
p2/(p2−1)
i f

1/(p2−1)
2

(

ri,

(

κE2(ri)

rn−p1
i

)1/(p1−1)
))

for almost all x ∈ Bri, i = 1, 2, . . .. In view of conditions (a′) and (b′), this yields

F2(x, u1(x)) ≥ q1(x)g1(κE1(ri))

and

F1(x, u2(x)) ≥ q2(x)g2(κE2(ri))

for almost all x ∈ Bri \ Bri−1
, i = i0 + 1, i0 + 2, . . ., where i0 ≥ 0 is some integer.

Integrating further the last two inequalities over Bri \Bri−1
, we obtain

E1(ri)− E1(ri−1) ≥ g1(κE1(ri))

∫

Bri\Bri−1

q1(x) dx, i = i0 + 1, i0 + 2, . . . , (4.8)

and

E2(ri)− E2(ri−1) ≥ g2(κE2(ri))

∫

Bri\Bri−1

q2(x) dx, i = i0 + 1, i0 + 2, . . . . (4.9)

In can be assumed without loss of generality that (2.1) and (4.4) are valid for k = 1.
It follows from (4.8) that

∞
∑

i=i0+1

E1(ri)− E1(ri−1)

g1(κE1(ri))
≥

∫

Rn\Bri0

q1(x) dx,

whence in accordance with the evident estimates
∫ E1(ri)

E1(ri−1)

dζ

g1(κζ)
≥

E1(ri)− E1(ri−1)

g1(κE1(ri))
, i = i0 + 1, i0 + 2, . . . ,

we have
∫ ∞

E1(ri0 )

dζ

g1(κζ)
≥

∫

Rn\Bri0

q1(x) dx.

This contradicts (2.1) and (4.4).
To complete the proof, it remains to note that, in the case where (2.1) and (4.4) are

valid for k = 2, we repeat our reasoning with (4.8) replaced by (4.9). �

4.3. The above method is suitable for non-negative solutions of the inequality

− divA(x,∇u) ≥ F (x, u) in R
n (4.10)

for which (3.6) is valid, where A is a Caratheodory function satisfying the uniform
ellipticity condition (3.1) and the function F is non-negative on R

n× [0, ε], positive on
R

n × (0, ε), and non-decreasing with respect to the last argument on the interval [0, ε]
for some real number 0 < ε < 1.

Denote

f(r, ζ) = ess inf
x∈Bθr\Br/θ

F (x, ζ), r, ζ > 0, (4.11)

where θ > 1 is some given real number. We shall assume that for any real number
ζ∗ > 0 there exist a real number r∗ > 0 and functions q : [r∗,∞) → [0,∞) and
g : [ζ∗,∞) → (0,∞) satisfying the following condition:
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(c) for all r ∈ [r∗,∞) and ζ ∈ [ζ∗,∞) such that
(

ζ

rn−p

)1/(p−1)

≤ ε

we have

f

(

r,

(

ζ

rn−p

)1/(p−1)
)

≥ q(r)g(ζ).

Theorem 4.2. Suppose that n > p. Also let for any real number ζ∗ > 0 there exist a

real number r∗ > 0, a locally bounded measurable function q : [r∗,∞) → [0,∞), and a

non-decreasing function g : [ζ∗,∞) → (0,∞) satisfying condition (c) and, moreover,
∫ ∞

ζ∗

dζ

g(ζ)
< ∞ (4.12)

and
∫ ∞

r∗

rn−1q(r) dr = ∞. (4.13)

Then any non-negative solution of (4.10), (3.6) is identically zero.

Proof. By contradiction, we assume that (4.10), (3.6) has a solution u ≥ 0 that is not
identically zero. According to Lemma 3.3, this solution is positive almost everywhere
in R

n. We denote uε = χΩεu+ (1− χΩε)ε, where Ωε = {x ∈ R
n : u(x) < ε} and χΩε is

the characteristic function of the set Ωε. Also let

E(r) =

∫

Ωε∩Br

F (x, u) dx, r > 0.

By Lemma 3.4 there is a real number r0 > 0 such that (3.7) is valid for all r ≥ r0.
As in the proof of Theorem 2.1, we put ri = θir0, i = 1, 2, . . .. Corollary 3.2 yields

1

mesBri

∫

Ωε∩Bri

F (x, u) dx ≤ Cr−p
i

(

ess inf
Bri

uε

)p−1

, i = 1, 2, . . . ,

whence it follows that

ess inf
Ωε∩Bri

u = ess inf
Bri

uε ≥ σ

(

E(ri)

rn−p
i

)1/(p−1)

, i = 1, 2, . . . . (4.14)

This in turn implies the estimate

F (x, u(x)) ≥ F

(

x, ess inf
Ωε∩Bri

u

)

≥ F

(

x, σ

(

E(ri)

rn−p
i

)1/(p−1)
)

for almost all x ∈ Ωε ∩ Bri, i = 1, 2, . . .. Consequently,

1

mes Ωε ∩Bri \Bri−1

∫

Ωε∩Bri\Bri−1

F (x, u) dx

≥ ess inf
x∈Ωε∩Bri\Bri−1

F

(

x, σ

(

E(ri)

rn−p
i

)1/(p−1)
)

, i = 1, 2, . . . ,

whence in accordance with (3.7) and (4.11) we have

E(ri)− E(ri−1) ≥ Crnf

(

r,

(

κE(ri)

rn−p

)1/(p−1)
)
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for all r ∈ (ri−1, ri), i = 1, 2, . . .. By condition (c), this implies that

E(ri)−E(ri−1)

g(κE(ri))
≥ Crnq(r) (4.15)

for all r ∈ (ri−1, ri), i = i0 + 1, i0 + 2, . . ., where i0 ≥ 0 is some integer. Combining the
last estimate with the inequalities

∫ E(ri)

E(ri−1)

dζ

g(κζ))
≥

E(ri)− E(ri−1)

g(κE(ri))
(4.16)

and

sup
r∈(ri−1,ri)

rnq(r) ≥ C

∫ ri

ri−1

rn−1q(r) dr,

we obtain
∫ E(ri)

E(ri−1)

dζ

g(κζ))
≥ C

∫ ri

ri−1

rn−1q(r) dr, i = i0 + 1, i0 + 2, . . . .

Summing the last expression over all integers i > i0, one can conclude that
∫ ∞

E(ri0 )

dζ

g(κζ))
≥ C

∫ ∞

ri0

rn−1q(r) dr.

Thus, we arrive at a contradiction with (4.12) and (4.13). �

For F (x, ζ) = a(x)h(ζ), Theorem 4.2 remains valid with (4.11) replaced by

f(r, ζ) =
h(ζ)

(

1
mesBθr\Br/θ

∫

Bθr\Br/θ
a−λ(x) dx

)1/λ
, r, ζ > 0, (4.17)

where λ > 0 is some real number. To see this, it suffices to repeat the reasoning given
in paragraph 4.1. Really, from (4.14), it follows that

h(u(x)) ≥ h

(

σ

(

E(ri)

rn−p
i

)1/(p−1)
)

for almost all x ∈ Ωε ∩ Bri, i = 1, 2, . . .. Consequently, we have

1

mesΩε ∩Bri \Bri−1

∫

Ωε∩Bri\Bri−1

hλ/(1+λ)(u) dx

≥ hλ/(1+λ)

(

σ

(

E(ri)

rn−p
i

)1/(p−1)
)

, i = 1, 2, . . . .

Combining this with (3.7) and the estimate
∫

Ωε∩Bri\Bri−1

hλ/(1+λ)(u) dx =

∫

Ωε∩Bri\Bri−1

a−λ/(1+λ)(x)aλ/(1+λ)(x)hλ/(1+λ)(u) dx

≤

(

∫

Ωε∩Bri\Bri−1

a−λ(x) dx

)1/(1+λ)(
∫

Ωε∩Bri\Bri−1

a(x)h(u) dx

)λ/(1+λ)
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which follows from Hölder’s inequality, we obtain

∫

Ωε∩Bri\Bri−1

a(x)h(u) dx ≥

Crni h

(

σ
(

E(ri)

rn−p
i

)1/(p−1)
)

(

1
mesBri\Bri−1

∫

Bri\Bri−1

a−λ(x) dx
)1/λ

, i = 1, 2, . . . .

The last relation implies (4.15) with

E(r) =

∫

Ωε∩Br

a(x)h(u1) dx, r > 0,

and f defined by (4.17).
Theorem 4.2 can be strengthen if we assume that the function F is non-negative

and non-decreasing with respect to the last argument on the whole set R
n × [0,∞)

and positive on R
n × (0,∞). Namely, let for any real number ζ∗ > 0 there be a real

number r∗ > 0 and functions q : Rn \Br∗ → [0,∞) and g : [ζ∗,∞) → (0,∞) satisfying
the following condition:

(c′) for almost all x ∈ R
n \Br∗ and for all ζ ∈ [ζ∗,∞) such that

(

ζ

|x|n−p

)1/(p−1)

≤ ε

we have

F

(

x,

(

ζ

|x|n−p

)1/(p−1)
)

≥ q(x)g(ζ).

Here ε ∈ (0, 1) can be an arbitrary real number. We should only assume that ε does
not depend on ζ∗.

Theorem 4.3. Suppose that n > p and the function F is non-negative and non-

decreasing with respect to the last argument on the set R
n × [0,∞) and positive on

R
n × (0,∞). Also let for any real number ζ∗ > 0 there be a real number r∗ > 0,

a locally bounded measurable function q : Rn \ Br∗ → [0,∞), and a non-decreasing

function g : [ζ∗,∞) → (0,∞) satisfying condition (c′). If (4.12) is valid and, moreover,
∫

Rn\Br∗

q(x) dx = ∞, (4.18)

then any non-negative solution of (4.10), (3.6) is identically zero.

Proof. By contradiction, let there be a non-negative solution of (4.10), (3.6) that is not
identically zero. According to Lemma 3.3, this solution is positive almost everywhere
in R

n. We put

E(r) =

∫

Br

F (x, u) dx, r > 0.

By (3.6), there is a real number r0 > 0 such that

ess inf
Br0

u < ε.

We also denote ri = 2i, i = 1, 2, . . .. Lemmas 3.2 and 3.3 lead to the estimate

1

mesBri

∫

Bri

F (x, u) dx ≤ Cr−p
i

(

ess inf
Bri

u

)p−1

, i = 1, 2, . . . ,
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whence it follows that

ess inf
Bri

u ≥ σ

(

E(ri)

rn−p
i

)1/(p−1)

, i = 1, 2, . . . .

This in turn yields

F (x, u(x)) ≥ F

(

x, ess inf
Bri

u

)

≥ F

(

x, σ

(

E(ri)

rn−p
i

)1/(p−1)
)

for almost all x ∈ Bri, i = 1, 2, . . .. Hence, taking into account condition (c′), we have

F (x, u(x)) ≥ q(x)g(κE(ri))

for almost all x ∈ Bri \ Bri−1
, i = i0 + 1, i0 + 2, . . ., where i0 ≥ 0 is some integer.

Integrating the last inequalities over Bri \Bri−1
, one can conclude that

E(ri)− E(ri−1) ≥ g(κE(ri))

∫

Bri\Bri−1

q(x) dx

or, in other words,

E(ri)− E(ri−1)

g(κE(ri))
≥

∫

Bri\Bri−1

q(x) dx i = i0 + 1, i0 + 2, . . . .

Combining this with (4.16), we obtain
∫ E(ri)

E(ri−1)

dζ

g(κζ))
≥

∫

Bri\Bri−1

q(x) dx i = i0 + 1, i0 + 2, . . . .

Thus, summing the last expression over all i > i0, we arrive at the inequality
∫ ∞

E(ri0 )

dζ

g(κζ))
≥ C

∫

Rn\Bri0

q(x) dx

which contradicts (4.12) and (4.18). �

4.4. Consider the systems
{

− divA1(x,∇u1) ≥ F1(x, u1, u2) in R
n,

− divA2(x,∇u2) ≥ F2(x, u1, u2) in R
n,

(4.19)

where A1 and A2 are Caratheodory functions satisfying the uniform ellipticity condi-
tion (1.2) and, moreover, the functions F1 and F2 are non-negative and non-decreasing
with respect to the last two arguments on the set R

n × [0, ε] × [0, ε] and positive on
R

n × (0, ε)× (0, ε) for some real number 0 < ε < 1.
We shall assume that for any real number ζ∗ > 0 there exist a real number r∗ > 0

and functions q : [r∗,∞) → [0,∞) and g : [ζ∗,∞) → (0,∞) satisfying the following
condition:

(d) for all r ∈ [r∗,∞) and ζ1, ζ2 ∈ [ζ∗,∞) such that
(

ζ1
rn−p1

)1/(p1−1)

≤ ε and

(

ζ2
rn−p2

)1/(p2−1)

≤ ε

we have

f

(

r,

(

ζ1
rn−p1

)1/(p1−1)

,

(

ζ2
rn−p2

)1/(p2−1)
)

≥ q(r)g(ζ1 + ζ2),
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where
f(r, ζ1, ζ2) = ess inf

x∈Bθr\Br/θ

(F1(x, ζ1, ζ2) + F2(x, ζ1, ζ2)), r, ζ1, ζ2 > 0,

with some given real number θ > 1.

Theorem 4.4. Suppose that n > p. Also let for any real number ζ∗ > 0 there exist

a real number r∗ > 0, a locally bounded measurable function q : [r∗,∞) → [0,∞),
and a non-decreasing function g : [ζ∗,∞) → (0,∞) satisfying conditions (d), (4.12),
and (4.13). Then any non-negative solution of (4.19), (1.3) is identically zero.

Proof. Assume by contradiction that (u1, u2) is a non-negative solution of (4.19), (1.3)
not equal to zero. In view of Lemma 3.2, the functions u1 and u2 are positive almost
everywhere in R

n. As in the proof of Theorem 2.1, we denote Ωε = Ω1,ε ∩ Ω2,ε, where
Ωk,ε = {x ∈ R

n : uk(x) < ε}, k = 1, 2. By Lemma 3.4, there is a real number r0 > 0
such that (3.7) holds for all r ≥ r0. We put ri = θir0, i = 1, 2, . . .. Also let

E1(r) =

∫

Ωε∩Br

F1(x, u1, u2) dx, r > 0,

and

E2(r) =

∫

Ωε∩Br

F2(x, u1, u2) dx, r > 0.

Corollary 3.2 allows us to assert that

1

mesBri

∫

Ωε∩Bri

F1(x, u1, u2) dx ≤ Cr−p1
i

(

ess inf
Bri

u1,ε

)p1−1

, i = 1, 2, . . . ,

and

1

mesBri

∫

Ωε∩Bri

F2(x, u1, u2) dx ≤ Cr−p2
i

(

ess inf
Bri

u2,ε

)p2−1

, i = 1, 2, . . . ,

where the functions uk,ε, k = 1, 2, are defined by (3.8). This immediately yields

ess inf
Ω1,ε∩Bri

u1 = ess inf
Bri

u1,ε ≥ σ

(

E1(ri)

rn−p1
i

)1/(p1−1)

, i = 1, 2, . . . , (4.20)

and

ess inf
Ω2,ε∩Bri

u2 = ess inf
Bri

u2,ε ≥ σ

(

E2(ri)

rn−p2
i

)1/(p2−1)

, i = 1, 2, . . . . (4.21)

Hence, taking into account the fact that F1 and F2 are non-decreasing functions with
respect to the last two arguments on the set R

n × [0, ε]× [0, ε], we obtain

Fk(x, u1(x), u2(x)) ≥ Fk

(

x, ess inf
Ω1,ε∩Bri

u1, ess inf
Ω2,ε∩Bri

u2

)

≥ Fk

(

x, σ

(

E1(ri)

rn−p1
i

)1/(p1−1)

, σ

(

E2(ri)

rn−p2
i

)1/(p2−1)
)

, k = 1, 2, (4.22)

for almost all x ∈ Ωε ∩ Bri, i = 1, 2, . . .. This implies that

F1(x, u1(x), u2(x)) + F2(x, u1(x), u2(x))

≥ f

(

r,

(

κE1(ri)

rn−p1

)1/(p1−1)

,

(

κE2(ri)

rn−p2

)1/(p2−1)
)
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for almost all x ∈ Ωε ∩Bri \Bri−1
and for all r ∈ (ri−1, ri), i = 1, 2, . . .. Integrating the

last expression, we have
∫

Ωε∩Bri\Bri−1

(F1(x, u1, u2) + F2(x, u1, u2)) dx

≥ Crni f

(

r,

(

κE1(ri)

rn−p1

)1/(p1−1)

,

(

κE2(ri)

rn−p2

)1/(p2−1)
)

for all r ∈ (ri−1, ri), i = 1, 2, . . .. Taking further condition (d) into account, we arrive
at estimate (4.15) with

E(r) = E1(r) + E2(r), r > 0. (4.23)

Thus, to complete the proof, it remains to repeat the argument given in the proof of
Theorem 4.2. �

Theorem 4.4 can be strengthen if the F1 and F2 are non-decreasing functions with
respect to the last two arguments on the whole set R

n × [0,∞)× [0,∞).
In this case, it should be assumed that for any real number ζ∗ > 0 there exist a real

number r∗ > 0 and functions q : Rn \Br∗ → [0,∞) and g : [ζ∗,∞) → (0,∞) satisfying
the following condition:

(d′) for almost all x ∈ R
n \Br∗ and for all ζ1, ζ2 ∈ [ζ∗,∞) such that

(

ζ1
|x|n−p1

)1/(p1−1)

≤ ε and

(

ζ2
|x|n−p2

)1/(p2−1)

≤ ε

we have

F1

(

x,

(

ζ1
|x|n−p1

)1/(p1−1)

,

(

ζ2
|x|n−p2

)1/(p2−1)
)

+ F2

(

x,

(

ζ1
|x|n−p1

)1/(p1−1)

,

(

ζ2
|x|n−p2

)1/(p2−1)
)

≥ q(x)g(ζ1 + ζ2).

In so doing, we do not make any assumptions regarding the real number ε ∈ (0, 1),
except that it does not depend on ζ∗.

Theorem 4.5. Suppose that n > p and the functions F1 and F2 are non-negative and

non-decreasing with respect to the last two arguments on the set Rn × [0,∞)× [0,∞)
and positive on R

n × (0,∞) × (0,∞). Also let for any real number ζ∗ > 0 there be

a real number r∗ > 0, a locally bounded measurable function q : Rn \ Br∗ → [0,∞),
and a non-decreasing function g : [ζ∗,∞) → (0,∞) satisfying conditions (d′), (4.12),
and (4.18). Then any non-negative solution of (4.19), (1.3) is identically zero.

Proof. By contradiction, let (u1, u2) be a non-negative solution of (4.19), (1.3) that is
not equal to zero. According to Lemma 3.2, both the functions u1 and u2 are positive
almost everywhere in R

n. In vie of (1.3), there exists a real number r0 > 0 such
that (4.5) is valid for all r ≥ r0. Also let ri = θir0, i = 1, 2, . . ..

We denote

E1(r) =

∫

Br

F1(x, u1, u2) dx, r > 0,

and

E2(r) =

∫

Br

F2(x, u1, u2) dx, r > 0.
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Corollary 3.2 implies the estimates

1

mesBri

∫

Bri

F1(x, u1, u2) dx ≤ Cr−p1
i

(

ess inf
Bri

u1

)p1−1

, i = 1, 2, . . . ,

and

1

mesBri

∫

Bri

F2(x, u1, u2) dx ≤ Cr−p2
i

(

ess inf
Bri

u2

)p2−1

, i = 1, 2, . . . ,

whence it follows that

ess inf
Bri

u1 ≥ σ

(

E1(ri)

rn−p1
i

)1/(p1−1)

, i = 1, 2, . . . ,

and

ess inf
Bri

u2 ≥ σ

(

E2(ri)

rn−p2
i

)1/(p2−1)

, i = 1, 2, . . . .

Taking into account the fact that F1 and F2 are non-decreasing functions with respect
to the last two arguments on the set R

n × [0,∞)× [0,∞), we have

Fk(x, u1(x), u2(x)) ≥ Fk

(

x, ess inf
Bri

u1, ess inf
Bri

u2

)

≥ Fk

(

x, σ

(

E1(ri)

rn−p1
i

)1/(p1−1)

, σ

(

E2(ri)

rn−p2
i

)1/(p2−1)
)

, k = 1, 2,

for almost all x ∈ Bri \Bri−1
, i = 1, 2, . . .. By condition (d′), this implies that

F1(x, u1(x), u2(x)) + F2(x, u1(x), u2(x)) ≥ q(x)g(κ(E1(ri) + E2(ri)))

for almost all x ∈ Bri\Bri−1
, i = 1, 2, . . .. Integrating the last inequality over Bri\Bri−1

,
we obtain (4.15) with E defined by (4.23). Thus, it remains to repeat the argument
given in the proof of Theorem 4.2. �

4.5. In (4.19), let the functions F1 and F2 do not depend on x. In other words, we deal
with the system

{

− divA1(x,∇u1) ≥ F1(u1, u2) in R
n,

− divA2(x,∇u2) ≥ F2(u1, u2) in R
n,

(4.24)

where A1 and A2 are Caratheodory functions satisfying the uniform ellipticity condi-
tion (1.2). In so doing, the functions F1 and F2 are non-negative and non-decreasing
with respect to every of their arguments on the set [0, ε] × [0, ε] and positive on
(0, ε)× (0, ε), where 0 < ε < 1 is some real number.

We shall assume that for any real number ζ∗ > 0 there exist real numbers r∗ > 0
and p > 1 and a function f : (0,∞) → (0,∞) satisfying the following condition:

(e) for all r ∈ [r∗,∞) and ζ1, ζ2 ∈ [ζ∗,∞) such that

(

ζ1
rn−p1

)1/(p1−1)

≤ ε and

(

ζ2
|x|n−p2

)1/(p2−1)

≤ ε
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we have

F1

(

(

ζ1
rn−p1

)1/(p1−1)

,

(

ζ2
rn−p2

)1/(p2−1)
)

+ F2

(

(

ζ1
rn−p1

)1/(p1−1)

,

(

ζ2
rn−p2

)1/(p2−1)
)

≥ f

(

(

ζ1 + ζ2
rn−p

)1/(p−1)
)

.

Theorem 4.6. Suppose that n > max{p1, p2}. Also let for any real number ζ∗ > 0 there

exist real numbers r∗ > 0 and p > 1 and a non-decreasing function f : (0,∞) → (0,∞)
satisfying condition (e) and, moreover,

∫ ε

0

f(ζ) dζ

ζ1+n(p−1)/(n−p)
= ∞.

Then any non-negative solution of (4.24), (1.3) is identically zero.

Proof. Let us follow the same argument and notation as in the proof of Theorem 4.4.
The only difference is that F1 and F2 are now independent of the spatial variable.
Taking into account (4.22), we have

F1(u1(x), u2(x)) + F1(u1(x), u2(x))

≥ F1

(

σ

(

E1(ri)

rn−p1
i

)1/(p1−1)

, σ

(

E2(ri)

rn−p2
i

)1/(p2−1)
)

+ F2

(

σ

(

E1(ri)

rn−p1
i

)1/(p1−1)

, σ

(

E2(ri)

rn−p2
i

)1/(p2−1)
)

for almost all x ∈ Ωε ∩ Bri, i = 1, 2, . . .. In view of condition (e), this implies that

F1(u1(x), u2(x)) + F1(u1(x), u2(x)) ≥ f

(

κ

(

E1(ri) + E2(ri)

rn−p
i

)1/(p−1)
)

for almost all x ∈ Ωε∩Bri , i = 1, 2, . . .. Integrating the last relation over Ωε∩Bri\Bri−1
,

we arrive in accordance with (3.7) at the following estimate:

E(ri)−E(ri−1) ≥ Crni f

(

κ

(

E(ri)

rn−p
i

)1/(p−1)
)

, i = 1, 2, . . . ,

where the function E is defined by (4.23). In particular, one can assert that n > p;
otherwise we obtain

lim inf
i→∞

E(ri)

rni
≥ C lim inf

i→∞
f

(

κ

(

E(ri)

rn−p
i

)1/(p−1)
)

> 0,

which contradicts (4.20) and (4.21). Thus, to complete the proof, it suffices to repeat
the argument given in the proof of [11, Theorem 2.1]. �

4.6. Let us note in conclusion that the method outlined in our paper is obviously
suitable for systems containing more then two inequalities. It is also not difficult to
transfer all the above results to Carnot groups.
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