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Collective charge excitations studied by electron energy-loss spectroscopy
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The dynamic charge susceptibility, x(¢,w), is a fundamental observable of all materials, in one,
two, and three dimensions, quantifying the collective charge modes, the ability of a material to screen
charge, as well as its electronic compressibility. Here, we review the current state of efforts to measure
this quantity using inelastic electron scattering, which historically has been called electron energy-
loss spectroscopy (EELS). We focus on comparison between transmission (T-EELS) and reflection
(R-EELS) geometries as applied to a selection of 3D conductors. While a great deal is understood
about simple metals, measurements of more strongly interacting and strange metals are currently
contradictory, with different groups obtaining fundamentally contradictory results, emphasizing the
importance of improved EELS measurements. Further, current opportunities for improvement in
EELS techniques are vast, with the most promising future development being in hemispherical and
time-of-flight analyzers, as well as STEM instruments configured for high momentum resolution.
We conclude that, despite more than half a century of work, EELS techniques are currently still in

their infancy.

I. INTRODUCTION

Interacting electron systems, often referred to today
as “quantum materials”, lie at the forefront of condensed
matter physics, and have been the basis for a stunning ar-
ray of discoveries over the last 30 years. Some highlights
include Fe-based high temperature superconductivity [1-
3], topological insulators and semimetals [4, 5], a wide
variety of broken symmetry phases including charge and
spin density waves [6], exciton condensates [7, 8], emer-
gent fractionalized phases [7, 9], and superconductors
with a variety of nontrivial order parameters [10, 11], in
both 3D and 2D materials. Progress continues to accel-
erate, and many more discoveries are surely in store.

The foundation of our understanding of quantum
materials are advanced spectroscopies that measure
the elementary excitations at the meV energy scale.
Some of the most widely used are infrared spec-
troscopy [12, 13], angle-resolved photoemission spec-
troscopy (ARPES) [14], scanning tunneling microscopy
and spectroscopy (STM or STS) [15], inelastic neutron
scattering (INS) [16], and non-resonant and resonant in-
elastic x-ray scattering (IXS [17] and RIXS [18], respec-
tively). All of these techniques detect excitations by mea-
suring elementary Fermion or Boson response functions
as a function of frequency as well as momentum or posi-
tion, and are the basis for microscopic understanding of
most materials.

There is recent, growing interest in techniques for mea-
suring the charge collective modes at the meV scale by
inelastic scattering of electrons. In these methods, the
electric field of an electron, moving in or near the surface
of a material, probes the dynamic charge susceptibility
by perturbing the density in the material. This method
is usually referred to as electron energy-loss spectroscopy
(EELS) or, sometimes, inelastic electron scattering (IES).

Essentially, EELS is an extension of the Franck-Hertz ex-
periment originally used to detect electronic excitations
of gases [19]. Energy losses in solids were demonstrated
both for electrons reflected from surfaces [20] and in
transmission through foils [21]. These losses were later
explained in terms of plasmons [22], though any type of
longitudinal charge collective mode can be detected using
EELS techniques.

The beauty of EELS is that it provides informa-
tion not only on the energy but also on the momen-
tum/wavelength dependence of excitations [23]. The
spanned momentum range is of the order of the size of the
Brillouin zone (BZ) of a typical material (= 1 A='), and
the momentum resolution can be comparable to other
wave vector resolved techniques like ARPES and INS.
EELS should therefore be considered a standard tech-
nique for studying excitations in materials.

EELS in transmission (T-EELS) was originally per-
formed using dedicated spectrometers based on disper-
sive dipoles [24-30] or as an attachment on a scanning
transmission electron microscope (STEM) [31-33]. The
energy energy resolution in these instruments was in most
cases not below AFE = 0.1 eV, though, in one instance,
resolution better than 20 meV was achieved using Wien
filters [34, 35]. EELS in reflection geometry, originally
developed for surface science applications, is often re-
ferred to as HR-EELS (for “high resolution” EELS) since
it can achieve resolution AE < 10 meV [36-40]. In this
article, we will refer to such reflection measurements as
“R-EELS” to emphasize their difference from T-EELS.

Over the last several decades, significant progress has
been made in both approaches. Using aberration correc-
tion techniques in modern STEM instruments, resolution
better than 10 meV has now been achieved in T-EELS at
beam energies above 20 keV [41, 42]. Further, R-EELS
spectrometers have been constructed that achieve energy



resolution AFE < 1 meV using toroidal lenses [38]. The
latter instruments have now been configured to achieve
full momentum tunability, comparable to ARPES or INS
techniques, either by using eucentric sample goniometers
[43—45] or parallel readout using ARPES-type hemispher-
ical analyzers [39, 46]. R-EELS techniques have recently
detected a Bose condensation of excitons in TiSes [8],
topological phonons in graphene [47], and an acoustic
plasmon or “demon” excitation in SroRuO,4 [48].

Progress in EELS instrumentation has coincided with
parallel progress in theoretical understanding interact-
ing electron systems. As we discuss below in Sections II-
IIT, EELS measures the imaginary part of the dynamic
charge susceptibility, x”(¢,w), which is the propagator
for charge excitations in a many-body system [49]. This
quantity is fundamentally important in its own right, and
played a critical role in benchmarking modern computa-
tional techniques, including local field corrections to the
random phase approximation (RPA) [50, 51], which ac-
counts for the heterogeneous property of real materials,
and time-dependent density functional theory (TDDFT),
which extended ground-state DFT techniques to excited
states [52]. Knowledge of the dynamic charge response
also played a critical role in the development of the GW
approximation [53, 54], which accounts for the dressing
of individual quasiparticles by two-particle excitations,
and was the first technique to accurately compute the
band gap of simple semiconductors [55, 56].

The purpose of this Review is to summarize the cur-
rent state of EELS techniques, how they should be used,
in general, to study valence band excitations and the in-
fluence of many-body interactions in the electron liquid
of quantum materials, and what future investments in in-
strument development are needed to realize the full sci-
entific potential of this technique.

In Section IT of this manuscript, we start by discussing
the essential response functions in condensed matter and
different techniques for measuring them. In Section IIT
we look in more depth at the charge response and how
it reveals the screening properties and compressibility of
a material. Sections IV and V review EELS techniques
in transmission and reflection geometry, including the ef-
fect of surface losses that are always present in EELS
measurements. Section VI summarizes classic EELS mea-
surements on free-electron metals, such as Na and K, and
Section VII summarizes the current state of affairs un-
derstanding strongly interacting and strange metals. We
close, in Section VIII, by discussing what we feel are the
most important directions for the future.

II. RESPONSE FUNCTIONS FOR CONDENSED
MATTER

Much of our understanding of condensed matter de-
pends on knowledge of a few fundamental Green’s func-
tions that quantify how excitations propagate in a mate-

rial [67-69]. The first is the retarded one-electron Green’s
function,

G(T, rlvt - t/) - 7i<{1Z)T(T7 t)? 7&(7‘/3 t/)}>9(t - t/)/ha (1)

which represents the probability that an electron placed
at location 7’ at time ¢’ will propagate to location r
at some later time t. Here, ﬁ(r, t) is a Fermion anni-
hilation operator, {,} is an anticommutator, and (O) =
> (1] O|n) P, represents a quantum mechanical ther-
mal average, P, = e~ Fn/®T being a Boltzmann factor.
In principle, G(r,r’,t — t') is an independent function of
r and 7/, but if the system has translational invariance,
it will only depend of the difference, i.e., r — r’.

The second is the density response,

X(’I“, ’I“/, L t/) = _i<[/3(7ﬁ7 t)a ﬁ(?“/, t/)]>9(t - t/)/ha (2)
which represents the probability a disturbance in the
charge density at (r’,t') will propagate to (r,t). Here,
p(r,t) is a bosonic operator for the charge density, and
[,] is a now a commutator. Finally, there is the magnetic
response,

Xoor (1,7 1, 1)) = —i([My(r,t), Mo (', ))O(t — ') /P,
3)
which represents the propagation of disturbances in the
local magnetic moment, M, being an operator for its o
component.

The most informative and impactful probes of con-
densed matter measure one of these three Green’s func-
tions. For example, the DC resistivity of a material is
determined by the w = 0 and ¢ = 0 value of the charge re-
sponse, eq. 2. A magnetometer, which measures the mag-
netic susceptibility, essentially measures the the w = 0
and ¢ = 0 value of eq. 3.

Two of the most important spectroscopic probes of ma-
terials, angle-resolved photoemission (ARPES) [14] and
scanning tunneling microscopy (STM), measure the one-
electron Green’s function (eq. 1). The ARPES inten-
sity is proportional to the one-electron spectral function,
A(k,w) = —Im[G(k,k,w)]/7, where G(k, k' ,w) is the
Fourier transform of G(r,r’,t — t'). Similarly, the tun-
neling probability in an STM experiment is proportional
to A(r,w) = —Im [G(r,r,w)]/m. The tremendous impact
these two probes have had in condensed matter physics is
due to their measuring G at the energy and momentum
scales most relevant to quantum phenomena in materi-
als, namely fiw < kT (=25 meV at room temperature),
and k < 1/a, where a is the material lattice param-
eter. The impact of inelastic neutron scattering, which
measures the magnetic response, eq. 3, with comparable
resolution, has been similar and for the same reasons [69].



III. IMPORTANCE OF THE CHARGE
RESPONSE

The charge response, ¥, is perhaps unique in the num-
ber of different important physical phenomena it de-
scribes. In a homogeneous, 3D system, x(r,r’,t —t') =
x(r—7r’,t—1') and it is customary to represent it in terms
of its Fourier transform, x(q,w). First and foremost, the
fundmental collective charge modes in a many-body sys-
tem, such as phonons, plasmons, excitons, etc., are de-
fined as poles in the complex density response, x(g¢,w),
which manifest as peaks in its imaginary part. Further,
the density response describes the ability of a material to
screen charge, i.e.,

1
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(4)
where €(q,w) is the longitudinal part of the dielectric
function of the material, V(q) = 4me?/q? being the 3D
Coulomb interaction. Equivalently, x(gq,w) is related to
the polarizability of the material,

1) = TG

which quantifies the macroscopic polarization induced by
an electric field,

P(q,w) = =V (g)ll(q,w)E(q,w), (6)

the dielectric function being given by e(q,w) = 1 —
V(¢)II(¢q,w). Further, x quantifies, in linear response,
the charge density induced in a medium by an external
charge, i.e.,

pind(Q7w) = V(Q)X(Qa W)pext(qvw)' (7)

Finally, the charge response defines, in principle,
whether a material is a metal or an insulator. In the long
wavelength limit,

n® [0V )
lim Ti(g,0) = <3P>n = —n°k, (8)

where £ is the compressibility of the system, which van-
ishes for an insulator and is finite in a conductor. Eq. 8 is
known as the compressibility sum rule [70]. Ultimately,
the magnitude of the response is limited by the number
of charges in the system, a fact quantified by the f-sum
rule,

Note that, because x is a retarded Green’s function, it
satisfies the Kramers-Kronig relations,

dw'w' Im x(q,
Re x(q,w fP/ _quQ w) (10)
2w OOalw'ReX q,w
Im x (¢, w) = —TFP/W_(WQ)a (11)

where we have used the fact that the charge density
is real, i.e., x*(¢,w) = x(q, —w) [71]. Hence, sufficient
knowledge of Im x would allow one to determine Re y,
and vice versa.

IV. INELASTIC ELECTRON SCATTERING

The greatest strength of electron scattering is that,
under ideal conditions, it directly measures the dynamic
charge response, eq. 2. The ultimate aim for modern
EELS techniques is to do so with energy and momen-
tum resolution comparable to ARPES and INS. To un-
derstand to what extent this is possible, we will start
with an idealized picture of inelastic electron scattering
and then discuss to what extent it applies in different
experimental implementations. Assuming the first Born
approximation holds, the matrix element for scattering
of electrons, in the interaction picture, is given by

M=~ (fIH(0) ). (12

Here, the initial and final states |i) = CL |m) and |f) =
czf |n), where |m) and |n) are many-body eigenstates of
the material system, including both electron and ion de-
grees of freedom. k; and ky are momenta of the probe
electron, which is assumed to always reside in a plane
wave state. The relevant interaction is Coulomb,

H(0) = / Pr)p(2) s s (13)
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where p(r) is an operator for the total charge density,
of both electrons and ions, at location r. Neglecting ex-
change scattering and evaluating M gives

ky)ora
dri’dr% (14)

M = o [ 1R e
’ 2ihv |r1 — 7|

where e is the charge of the probe electron and v is the
volume of all space. Shifting its center, ro — 79 + 71, and
doing the ro integral gives
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where we have identified ¢ = ky — k; as the momen-

tum transferred to the probe electron. The quantity
(n| p(q) |m) represents the many-body transition charge
density of the electron+ion system.

To turn this into a scattering cross section at finite
temperature, we apply Fermi’s golden rule,

2
2N
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where ® = /2E;/m/v is the incident electron flux,
E; being the incident electron kinetic energy, and
O?N/OQOE is the density of final states. The transition
rate is given by

W = 27H| My m |* (17)

The density of final states is given by the usual expres-
sion,

0’°N v [2m\%?
000E ~ 873 (hQ) VE. (18)

Multiplying out all the terms, putting in the energy-
conserving delta functions, gives

o [E; 2m?e?

where

)|m) |?Ppé(hw — B, + E,,) (20)
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is the dynamic structure factor. Also called the Van Hove
function [72], S(g,w) is the Fourier transform of the den-
sity autocorrelation function,

S(r,t) = /(ﬁ(r’,t’)ﬁ(r' + ot t))dr'3dt. (21)

It is here that we see the true value of EELS as a probe
of condensed matter. The Van Hove function is directly
related to the density Green’s function by the quantum
mechanical version of the fluctuation-dissipation theo-
rem,

h 1
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FIG. 1: (a) Geometry of an inelastic electron scattering
experiment in transmission through a thin film
(T-EELS). (b) Geometry of an inelastic electron

scattering experiment in reflection (R-EELS). The latter

is mediated by a specular reflection that supplies the

momentum perpendicular to the surface [36, 43, 73, 74]

the prefactor (1 — ¢™/#8T)=1 heing the Bose factor.
EELS therefore directly measures the density Greens
function, revealing the collective charge excitations of
the system, its finite-q screening properties, and quan-
tifying its polarizability and compressibility. Note that
Im x(q,w) < 0 at w > 0, so the correlation function,
S(q,w) is a positive-definite quantity.

Expressed in terms of the dielectric function (using eq.
4), eq. 16 has the form

2 2
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where the quantity —Im[1/e(q,w)] is called the “loss
function.” Eq. 20 shows, generally, that the EELS cross
section decreases like 1/¢2, which is intrinsic to any mea-
surement in which the coupling is mediated by Coulomb.
Further, because the Bose factor is singular at w ~ 0,
EELS measurements tend to show a large peak at w = 0.
Sometimes called the “elastic line,” this spectral feature
is part of the correlation function and an essential com-
ponent of the material response.

V. EELS TECHNIQUES

There are two basic configurations for performing
EELS experiments, transmission and reflection (Fig. 1).
The former is typically done at high energy, 30-300 keV,
as transmission through suspended thin films. The latter
is normally done at low energy on ultraclean surfaces.
Both approaches are experimentally challenging and have
different advantages and disadvantages.

Transmission Geometry

Transmission EELS (T-EELS) experiments have been
performed using both dedicated spectrometers [24, 26,



28, 34, 75] and with transmission electron microscopes
[31, 76, 77]. The general configuration of a T-EELS mea-
surement is shown in Fig. 1, with the electron momen-
tum vectors, k; and ky indicated. Following the scattering
event, the energy and momentum of the scattered elec-
tron is measured with an energy analyzer. These exper-
iments need to be done at sufficiently high energy that
transmission through a suspended film is possible. For a
beam energy 30-300 keV, the film thickness should not
exceed ~100 nm.

The biggest advantage of T-EELS is that, because the
electrons pass through the bulk of the material, at least
part of the cross section resembles Section IV and is pro-
portional to the bulk density response, Im (g, w). That
said, because the materials are so thin, excitations from
the surface are known to make a significant contribution
to the spectrum, though well-posed strategies for separat-
ing bulk from surface losses by measuring samples with
varying thickness have been demonstrated [33].

For both dedicated and STEM-based spectrometers,
the energy resolution was usually limited by the spec-
tral width of the electron source, yielding total energy
resolutions AFE ~ 0.1 eV, though, notably, 4 meV res-
olution was achieved in one early study using Wien fil-
ters [75]. More recently, using aberration correction tech-
niques originally developed for achieving sub-A spatial
resolution, energy resolution better than 10 meV has
been achieved in a STEM setup [42].

At the energy scale of a few meV, excitations tend
to exhibit a high degree of quantum nonlocality [48],
and it becomes critical to perform EELS measurements
with high momentum resolution rather than high spa-
tial resolution, the tradeoff being limited by Liouville’s
theorem. Recognizing this, early, dedicated spectrome-
ters were built to achieve high momentum resolution,
typically Aq ~ 0.04A7!'. This was not easily done;
at such high energies, the primary electron momentum
ki ~ 60 — 200A~!, meaning an angular resolution of a
few milliradians must be achieved to reach momentum
transfers relevant to a physical material, which should
be a small fraction of a Brillouin zone (~ A~1'). Achiev-
ing high momentum resolution necessarily requires poor
spatial resolution, and is intrinsically incompatible with
high resolution imaging.

By contrast, modern, meV-resolved STEM instru-
ments, which are still generally configured to achieve sub-
A focusing, have extremely poor momentum resolution,
usually exceeding a full Brillouin zone of a typical mate-
rial [45, 48]. This, unfortunately, has the effect of washing
out the very excitations such excellent energy resolution
is designed to observe. Transmission EELS measurements
of charge collective modes appears, at the moment, to be
a lost art.

Reflection Geometry

Reflection EELS (R-EELS) measurements are mainly
performed with much lower beam energy E; ~ 10-100
eV, at which the probe electron never actually enters the
material, and instead reflects off the surface [36], also
illustrated in Fig. 1. In R-EELS measurements the sam-
ple thickness becomes unimportant; what is critical is
the surface quality, which must be pristine at nearly the
atomic level, requiring in situ cleaving or other surface
preparation techniques.

The biggest advantage of R-EELS is that, because the
beam energy is so low, it is possible to achieve very high
energy resolution; better than 1 meV has been achieved
[38], and 5 meV is typical [37]. Further, it is quite straight
forward to achieve the relevant momentum resolution,
Aq ~ 0.01A7', which is a small fraction of a typical
Brillouin zone [48].

The subtlety of R-EELS is that it measures a different
charge response than that described in Section IV [36,
43, 74],

0 0
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(24)
where x(q,w; 21, 22) is a mixed version of eq. 2 in which
g now represents the momentum parallel to the surface
[36, 43, 74]. Sometimes called the “surface response,” eq.
24 represents the bulk response of a semi-infinite system
as measured through its surface, z; and z; represent-
ing the depth into the material, emphasizing that the
momentum perpendicular to the surface, ¢, is no longer
conserved. Like T-EELS, R-EELS contains a mixture of
bulk and surface excitations, the relative weight of which
depends upon the magnitude of ¢ [8, 48, 78]. Note, how-
ever, that eq. 24 does not reduce to eq. 23 in any limit,
not even as ¢ — 0. Nevertheless, if y, is assumed to be in-
dependent of ¢, the z integrals may be done explicitly and
Im !/ (¢q,w) x —Im1/[1 + e(w)], which is usually called
the surface loss function, e(w) representing the bulk di-
electric function [79, 80]. Eq. 24 may therefore be related
to the bulk response through material-specific modeling
[36, 81].

The original implementations of R-EELS used single-
point spectrometers based on electrostatic deflectors with
cylindrical [37] and, later, toroidal geometry [38]. Simi-
lar to a triple-axis neutron spectrometer, these setups
measure a single ¢ and w at a time, spectra being gen-
erated by stepping the lenses and scattering angle [37].
The momentum resolution and accuracy of these setups
was later improved by employing eucentric goniometers
and improved tuning techniques, an approach sometimes
called M-EELS [8, 43, 48, 79, 81]. Much faster data acqui-
sitions was demonstrated by employing an ARPES-style
hemispherical analyzer, which provides parallel readout
of both energy and momentum [39, 46, 47]. Even greater



speeds could be achieved by employing time-of-flight
techniques. There is therefore vast room for straight-
forward improvement of R-EELS techniques using cur-
rently available technologies.

VI. NEARLY-FREE ELECTRON METALS

The characteristic collective mode of a metal is the
plasmon, which is a longitudinal excitation of the elec-
tron density analogous to a sound wave. In neutral sys-
tems, such as an atomic gas, longitudinal modes are gap-
less or acoustic. Plasmons in charged systems, however,
are gapped by the long-ranged Coulomb interaction, the
transverse plasmons remaining gapless. This generation
of mass by interactions, pointed out by Schwinger [82]
and Anderson [83], helped inspire the Higgs mechanism
in particle physics [84].

Homogeneous Materials

The textbook method for describing plasmons is
the Random Phase Approximation (RPA) [22, 85,
which treats a plasmon as electron-hole pairs interact-
ing through direct Coulomb. Plasmons appear as zeros
in the dielectric function, €(¢,w) = 0, which in RPA
gives a plasma frequency w? = 4mwne?/m*, n being the
density and m* the effective mass. A plasmon in RPA
has infinite lifetime and disperses like ¢? until it hits the
single-particle continuum at the critical momentum, g,
above which it decays by Landau damping [85].

Early EELS experiments on simple metals generally
supported the RPA picture. Consistent with expectations
from Section V, T-EELS on Al, K, and Na, showed both
bulk and surface plasmons [86, 87], the latter appearing
at the Ritchie frequency, wp ~ w,/v/2 [88, 89]. It was
found, generally, that the surface plasmon faded with in-
creasing momentum, the bulk mode dominating the spec-
tra at larger ¢, though it is not established if this effect
applies to phonons, excitons, or other types of excita-
tions. The dispersion of the bulk mode is quadratic, as
expected, though with a lower coefficient (o = 0.17 for
Na compared to the RPA value of 0.32). Further, the
width undergoes an abrupt increase at roughly the cor-
rect value of g. [86, 87].

The situation with R-EELS is similar. Both bulk and
surface modes are visible, with the bulk mode becoming
more pronounced at larger ¢ [78]. Experiments on simple,
doped semiconductors find that the surface mode appears
close to the Ritchie value [90]. A peculiarity of the surface
mode is that its dispersion has a term that is linear ¢ that
can be positive or negative [91, 92]. This was eventually
explained as a consequence of the location of the induced
charge with respect to the surface [93, 94].

A major early concern was the plasmon linewidth in
the long-wavelength limit, which in RPA is zero, but in

the experiment is finite. Including beyond-RPA correc-
tions did not seem to address this discrepancy [95]. In
simple alkali halides, Na and K, the width was eventu-
ally explained as arising from decay into interband tran-
sitions assisted by Umklapp scattering [62, 87, 96, 97].
But in correlated metals this width is still a major out-
standing issue, as discussed further below.

Layered Materials

A significant number of materials of interest today are
layered and quasi-two dimensional. Collective modes in
layered materials have some important, idiosyncratic fea-
tures, which we briefly review here.

The long-ranged Coulomb interaction is given by
V(r) = €?/r, independent of the dimensionality or ge-
ometry of a material. In a homogeneous, 3D system, this
enters as the Fourier transform, V(q) = 4me?/q* (Sec-
tions II-IIT above). In 2D materials, what is relevant is
the mixed transform, Vop(q, z) = (2me?/q)e~ %I, where
q is the in-plane momentum and z the height above the
layer. In a periodic, layered material, the form that enters
[98] is

2
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Vi(q,qz) =

g coshgqd — cosq.d’ (25)
where d is the layer spacing, ¢ is the in-plane momentum,
and ¢, is a periodic variable representing the crystal mo-
mentum perpendicular to the layers.

For a noninteracting electron gas, the polarizability
Il = w2¢?d/4me®w? [98], in which case the dielectric func-
tione=1—-V Il - 1— wg/oﬂ in the long wavelength
limit. Setting €(¢,w) = 0 gives the full momentum de-
pendence of the plasma frequency [98],

5qd sinh qd 1/2

wpld:4) = “P"2 coshqd — cosg.d (26)
Originally derived by Fetter [99], eq. 26 leads to the re-
markable conclusion that, while w,, is nonzero in the long
wavelength limit, it vanishes as a function of ¢ for any
nonzero value of g,. Eq. 26 is sometimes discussed, collo-
quially, as having acoustic and optic branches. However,
the expression has only a single branch, but exhibits non-
analytic behavior, with ¢ — 0 and ¢, — 0 being noncom-
muting limits (ultimately, the finite size of the sample
will round out this singular behavior). Eq. 26 is usually
discussed in the context of plasmons, but the effect is
generic and applies to any kind of longitudinal collective
mode in a layered system.

VII. HIGHLY CORRELATED METALS

In lower density metals, such as heavier alkalis with
larger lattice constants, interactions are more important
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FIG. 2: Three different EELS measurements of Bi-2212
yielding contradictory results. (a) T-EELS
measurements of Niicker [102] at 170 keV showing a
dispersing, RPA-like plasmon characteristic of a weakly
interacting electron gas. (b) T-EELS measurement from
Terauchi [103, 104] at 60 keV at ¢ ~ 0.34~" and
resolution 39 meV showing a continuum instead of a
plasmon. (¢) R-EELS measurement at 50 eV, also at
¢ = 0.3A7", that also shows a continuum, albeit with a
slightly different shape [44, 45, 81].

and subtleties arise. In Cs, for example, the bulk plas-
mon dispersion is negative [87], defying expectations from
RPA. This effect was initially thought to arise from an
incipient Wigner crystal, but was eventually explained
by including vertex corrections not captured by RPA
[100, 101].

Strange Metals

For the case of the strange metals, the challenges
become severe. Suitable, beyond-RPA descriptions of
strange metals do not yet exist, and T-EELS and R-EELS
experiments give contradictory results at nonzero values
of ¢ (Fig. 2).

The strange metal was first observed in the normal
state of copper-oxide high temperature superconductors,
and since has been observed in many correlated met-
als including Bechgaard salts [105], 3-YbAIB, [106], Ge-
doped YbRhsSiy [107], bilayer Sr3RusO7 [108], CeColns
[109], Ba(Fe;_,Co,)2Ass [105], and Magic-angle bilayer
graphene [110], among others. Its main experimental sig-
nature is a resistivity that is linear in 7" and does not
saturate at the Mott-Toffe-Regel (MIR) limit [111]. This
implies a scattering rate, 7! = kgT/h, limited only by
fundamental constants and not by specifics of the ma-
terial itself. Now referred to as “Planckian dissipation”
[112], this scattering rate is thought to represent a funda-
mental bound analogous to the cosmological Planck time
[113]. Other defining attributes of strange metals are a
quasiparticle lifetime I' ~ \/(hw)? + (kpT')? [114] and a
frequency-dependent conductivity with a power law form

[115].

These properties inspired the marginal Fermi liquid
(MFL) hypothesis, which proposed that the electrons
were coupled to a continuum of charge excitations of un-
known origin, whose response is constant in frequency
and independent of momentum [64]. MFL was able to
account for all the above properties, but was utterly at
odds with RPA, which predicts a dispersing plasmon with
wp ~ 1 eV [44].

Infrared optical experiments, which measure the di-
electric function at ¢ = 0, do indeed show a clear plas-
mon with frequency close to 1 eV [115, 116]. Further,
RIXS experiments at nonzero ¢, show evidence for a low-
frequency plasmon consistent with the Fetter model, eq.
26 [117-119).

However, the simple RPA picture does not hold up
upon close scrutiny. The plasmon has a broad lineshape
at ¢ = 0, consistent with a power law conductivity
o ~ w™2/3 and renormalized scattering rate with an MFL
form, (7*)7! ~ w [115]. Further, the plasma frequency
does not shift with density, as it should for a free-electron
metal [116]. These peculiarities emphasize the urgency
measuring the density response at nonzero momentum,
where the differences between RPA and MFL are most
pronounced.

Early T-EELS efforts to measure the momentum de-
pendence of the plasmon in BisSraCaCusOg, (Bi-2212),
a strange metal, led to conflicting results (Fig. 2). Niicker
and coworkers observed a plasmon that is in perfect
agreement with optics at ¢ = 0.05A~!, but exhibited
completely ordinary, quadratic RPA-like dispersion (Fig.
2), clearly contradicting MFL [102]. This result was re-
produced shortly thereafter by Wang [120]. However,
subsequent studies by Terauchi at a momentum g ~
0.3A~! showed no plasmon at all, but rather a frequency-
independent continuum reminiscent of the MFL picture
[103, 104].

Later, R-EELS was done on the same material by
Schulte, who observed a 1 eV plasmon in the small mo-
mentum regime, though with a somewhat different line-
shape from T-EELS or optics [121]. Eventually Chen and
coworkers [81] reproduced these results with higher res-
olution and, using the layered model of Jain and Allen
[98], showed them to be in quantitative agreement with
IR optics in the optical limit, ¢ < 0.044~!. Focusing on
the large g regime, Mitrano observed a frequency- and
momentum-independent continuum, with a cutoff around
1 eV, very similar to ref. [104] and reminiscent of the
MFL hypothesis [64]. Performing a full composition de-
pendence, Husain showed that this continuum correlates
closely with strange metal behavior in the Bi-2212 phase
diagram [45].

The overall picture that emerges is one in which all ex-
perimental probes—T-EELS, R-EELS, and IR optics—
are quantitatively consistent at ¢ ~ 0. But different EELS
measurements give profoundly different and contradic-
tory results at larger g. Theoretical understanding of den-



sity fluctuations in strange metals will not be possible
until these experimental discrepancies are resolved.

The intermediate case of SroRuO4

An enlightening comparison can be made by consider-
ing the multiband metal SroRuQy,4, which is intermediate
between a normal and a strange metal. At low temper-
ature, T < 40K, SraRuQOy is an excellent Fermi Fermi
liquid showing resistivity p ~ T2, well-defined quan-
tum oscillations [122], and Fermi liquid scattering rate
771 ~ (hw)? + (kpT)? in optics [123]. However at higher
temperatures, T' 2 600 K, SroRuQ, crosses over into a
strongly interacting phase in which the quasiparticles are
highly damped [124], the resistivity p ~ T, and the MIR
limit is violated at high temperature [125]. The strong in-
teractions arise from Hund’s coupling and are described
well by dynamical mean field theory [126]. One therefore
expects the excitations in SroRuO4 to be Fermi liquid-
like at low energy, and to cross over to something more
strange metal-like at energy scales greater than ~0.1 eV.

Again, consistency between T-EELS and R-EELS mea-
surements for this material is poor. Low-energy R-EELS
measurements do indeed observe a crossover between
Fermi liquid behavior and more correlated behavior as
a function of energy. At energy scales below 0.1 eV, the
primary excitation is an out-of-phase plasmon, known
as a “demon” [127], which has an acoustic dispersion in
reasonable agreement with RPA [48]. At higher energy
scales, and larger ¢, R-EELS measurements show a MFL-
like continuum with a cutoff of ~1.5 eV, consistent with
strange metal behavior at high energy.

By contrast, T-EELS measurements show SroRuQ4 to
be a weakly interacting Fermi liquid at all energy scales,
with a completely ordinary, RPA-like plasmon with a
plasma frequency w, = 1.5 eV [128]. For ¢, = 0, this
plasmon exhibits textbook, ¢? dispersion, and a critical
momentum of about 0.5 A~1. For ¢. # 0, its behavior
adheres well to the Fetter model (eq. 26), the plasma fre-
quency energy falling rapidly toward zero at ¢ — 0 [129].
Some of this behavior is quite surprising since the plas-
mon does not exhibit an RPA lineshape even in IR optics,
which show extra spectral weight above 0.1 eV requiring
DMFT to explain [123].

VIII. SUMMARY AND OUTLOOK

The momentum-dependent two-particle charge re-
sponse, x(q,w), is critical to our understanding interact-
ing electron materials, in one, two, and three dimensions,
providing information about collective modes, screening
properties, and the compressibility. We have reviewed ef-
forts over the last decades to measure this quantity in
a selection of materials by means of inelastic electron
scattering in both transmission and reflection geometry.

I(q,w) (arb. units)
I(q,w) (arb. units)
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FIG. 3: Comparison between IR and R-EELS
measurements of Bi-2212 in the low momentum regime,
made by using the Jain-Allen formalism [98]. The data

are reproduced from ref. [81]. (a) R-EELS data (open
circles) compared to the surface response calculated
from the IR measurements of ref. [116], showing good
agreement in the small ¢ limit. (b) Range of momenta
used to “scramble” the probe electron in the
simulations. (¢) Same comparison as (a) but assuming
the momentum of the probe electron is, for some
reason, not conserved, showing reasonable agreement
across the whole momentum range.

In simple metals, such as Na, K, and Al, the random
phase approximation provides a reasonable understand-
ing of the charge response. But in more correlated metals,
such as Cs, corrections are required.

In the case of strongly interacting and strange met-
als, different experiments currently yield different results,
with some EELS measurements reporting a simple, RPA-
like plasmon, and others reporting a continuum remi-
niscent of the marginal Fermi liquid hypothesis of the
late 1980°s. The biggest discrepancies occur at larger
momenta, where experiments are more challenging. Fu-
ture understanding of strongly interacting metals will not
be possible without improved measurements that resolve
these discrepancies.

An intriguing possibility is that the results depend on
the energy scale of the measurement. EELS measure-
ments at 170 keV (Fig. 1(a)) show an RPA plasmon,
while similar measurements at 60 keV and 50 eV see a
continuum (Fig. 2(b),(c)). In ref. [81], Chen and cowork-
ers used the layered formalism of Jain and Allen [98]
to check the consistency between IR optics and R-EELS
measurements in the long-wavelength limit. The strategy
was to use the II(¢,w) determined from IR experiments
to calculate the surface response (eq. 24) and compare
to R-EELS measurements. Explicit comparison resulted
in Fig. 3(a), which shows good agreement for small mo-
menta, ¢ < 0.07A~! (0.04 r.lu.). At larger momenta,
however, the results no longer agree, which is perhaps
unsurprising since IR gives the value of the polarizability
only at ¢ = 0.

Strikingly, however, the authors found that if they arti-
ficially “scrambled” the momentum of the measurement,



as illustrated in Fig. 3(b), excellent agreement was ob-
tained even at larger momenta (Fig. 3(c)). This suggests
the intriguing possibility that all measurements may be
correct, but that somehow translational symmetry is dy-
namically broken in strange metals in a way that partic-
ularly affects low-energy electrons.

Improved measurements, with improved instruments,
are greatly needed. The most important developments
will be in the continued development of meV-resolved
hemispherical and time-of-flight techniques for R-EELS
measurements, and meV-resolved STEM-based T-EELS
instruments with high momentum resolution. The latter
will require researchers to sacrifice high spatial resolu-
tion, which will necessitate something of a culture shift
among electron microscopists.
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