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Atom-photon bound states arise from the coupling of quantum emitters to the band edge of
dispersion-engineered waveguides. Thanks to their tunable-range interactions, they are promising
building blocks for quantum simulators. Here, we study the dynamics of an atom-photon bound state
emerging from coupling a frequency-tunable quantum emitter – a transmon-type superconducting
circuit – to the band edge of a microwave metamaterial. Employing precise temporal control over
the frequency detuning of the emitter from the band edge, we examine the transition from adiabatic
to non-adiabatic behavior in the formation of the bound state and its melting into the propagating
modes of the metamaterial. Moreover, we experimentally observe multi-mode emission from the
bound state, triggered by a fast change of the emitter’s frequency. Our study offers insight into
the dynamic preparation of atom-photon bound states and provides a method to characterize their
photonic content, with implications in quantum optics and quantum simulation.

Coupling quantum emitters to photonic lattices or
metamaterials strongly modifies their spontaneous emis-
sion. When the frequency of the emitter lies within a
band gap of the lattice, and still close to a band edge, an
atom-photon bound state is formed – a stationary excita-
tion whose photonic component is exponentially localized
around the physical location of the emitter. Because the
localization length is controlled by the frequency detun-
ing from the band edge, atom-photon bound states can
mediate long-distance interactions with tunable range [1].
Following theoretical studies [1–13], atom-photon bound
states have been observed in ultra-cold atoms coupled
to photonic waveguides, optical lattices, and supercon-
ducting circuits [14–22] and their properties have been
leveraged to simulate spin models, prepare many-body
correlated states, and explore many-body quantum phase
transitions [19, 23–28].

In spite of these advances, a dynamical characteriza-
tion of individual atom-photon-bound states is still lack-
ing. The (static) exponential localization of the photonic
component has been characterized through their interac-
tion with the metamaterial edges or among atom-photon
bound states clouds [29–31], or by coupling a control-
lable emitter to each resonator site [25, 32]. In addi-
tion, time-dependent measurements have been performed
on atom-photon bound states to observe non-Markovian
dynamics [33], population exchanges [34], and photonic
hoppings through the metamaterial [25]. These mea-
surements involve fast “quenches” in which the photonic
fraction of the atom-photon bound state, as well as its
localization length, are rapidly changed by varying the
frequency of the emitter. However, neither the dynam-
ics and characteristic time scale of the change nor the
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decomposition of the photonic component of the atom-
photon bound state in terms of the photonic modes of
the metamaterial have been investigated.
In this Letter, we study the time-dependent formation

and melting of an atom-photon bound state in a super-
conducting circuit. We combine dispersive measurements
of the atomic population with frequency-resolved mea-
surements of the radiation emitted by the atom-photon
bound state as the emitter’s frequency is rapidly changed.
We observe a crossover from adiabatic to non-adiabatic
dynamics due to multi-state Landau-Zener tunneling to
the frequency modes at the band edge of the photonic
band. We further characterize the emitted radiation
when quenching the atom-photon bound state, and de-
tect multi-mode emission from up to 9 modes of the pho-
tonic metamaterial. We find that while the general trends
are well-described by an effective model, the precise dy-
namics and spectral content of the emission are very sen-
sitive to disorder in the metamaterial. Our methodology
is generally applicable to localized excitations of emit-
ters coupled to photonic lattices and can facilitate the
design of quantum simulators [1, 25, 26] and topological
interconnects [35].
Our superconducting quantum circuit includes a meta-

material consisting of an array of 21 nearest-neighbor-
coupled, lumped-element resonators. Each resonator fea-
tures an array of 10 Josephson junctions as the inductor,
shunted by a capacitive element, resulting in a charac-
teristic impedance Zr ≈ 390 Ω [34]. Input and output
ports are capacitively coupled to the first and last site
of the metamaterial to facilitate direct measurements of
its transmission band and collect emitted radiation from
the system. Two frequency-tunable, transmon-type arti-
ficial atoms [36] are capacitively coupled to the metama-
terial resonators at sites 10 and 13 from left. The two
transmons are nominally identical and use asymmetric
superconducting quantum interference devices (SQUIDs)
as nonlinear inductors, resulting in two first-order flux
insensitive points (sweet spots). We engineer the lower
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sweet spot to reside well below the photonic band of
the metamaterial and the upper sweet spot inside it.
Dedicated lines in the chip allow precise control of the
transmon’s frequency, via the flux (Z control), and pop-
ulation excitation, through the charge (XY control),
while dispersively-coupled, frequency-multiplexed read-
out resonators allow measurement of the transmon pop-
ulations [37]. In the following, we use the transmon cou-
pled to site 13 [false-colored in blue in Fig. 1(a)] as a
quantum emitter, whereas the second transmon is kept
at its lower sweet spot and does not participate in the
presented experiments.

We characterize the metamaterial by measuring the
transmission coefficient, |S21|, across it while keeping the
emitter far detuned from the transmission band. This
measurement reveals a transmission band between 5.088-
5.93 GHz composed of 21 modes (detected as peaks), cor-
responding to the (hybridized) 21 resonators [Fig. 1(b)].
A tight-binding description of the system, assuming iden-
tical resonators of frequency ωr and nearest-neighbor
coupling J , predicts a transmission band in the fre-
quency range [ωr − 2J, ωr + 2J ]. Using this expres-
sion and the measured extent of the band, we extract
ωr/2π ≈ 5.5 GHz, and J/2π ≈ 211 MHz. However, the
spacing and linewidth of the modes significantly deviate
from the tight-binding prediction, a previously reported
effect [34] that we ascribe to disorder in the resonators.

To characterize the interaction of the emitter with
the metamaterial, we sweep its bare frequency deep in-
side the band by varying the flux applied through the
SQUID, and measure its dressed frequency with two-
tone spectroscopy [Fig. 1(c)]. Far away from the photonic
band, the data points follow the usual flux dependence
of asymmetric split transmons [38]. Yet, when the emit-
ter frequency approaches the band edge, its interaction
with modes in the metamaterial causes the measured fre-
quency to deviate from the expected flux dependence:
the emitter frequency is prevented from entering the
transmission band, signaling the formation of an atom-
photon bound state at the lower band edge [5] [Fig. 1(c)].
The effect of the coupling between the emitter and the
modes in the photonic band is also evident by the ob-
served shifts in the frequency of several modes in the
band, which are interpreted as due to multimode strong-
coupling in a finite-bandwidth waveguide [30] [Fig. 1(d)].
The coupling to the metamaterial using the tight-binding
description is g/2π ≈ 80 MHz.

The exact frequencies of the modes and their shifts due
to the interaction with the emitter are very sensitive to
the specific realization of the disorder in our circuit; as
a result, they cannot be quantitatively reproduced by an
effective model assuming identical resonators. To make
contact with the spectroscopy data, and model subse-
quent time-domain experiments, we resort to a model in
which the frequency of the modes in the band, as well as
the coupling of each mode to the quantum emitter, are
left as free parameters. This effective model is described
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FIG. 1: Quantum emitter coupled to a
metamaterial. (a) False-color micrograph of the device,
including external connections. Salmon: lumped-element
resonator array forming the metamaterial. Blue: transmon
circuit acting as a quantum emitter. Green: readout
resonator. Enlarged insets show (top) an individual
resonator, including an array of Josephson junctions as the
inductor, and (bottom) the two Josephson junctions of the
transmon. (b) Transmission across the metamaterial, |S21|
vs frequency. The 21 peaks forming the transmission band
are shaded in salmon. (c) Emitter frequency vs magnetic
flux. Blue dots: atom-photon bound state frequency,
measured by two-tone spectroscopy. (Blue, solid line) bare
emitter frequency and (Gray, dashed) atom-photon bound
state frequency from the effective model. Vertical gridlines
mark the working points chosen for this study. (d) |S21| vs
flux and frequency, showing the response to the 9
lowest-frequency modes of the metamaterial to a change in
the bare emitter frequency (in dark blue). Dashed lines:
eigenmodes from the model.
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by the Hamiltonian

H =

N∑
n=1

ω̃na
†
nan + ωq(Φ)

σz

2
+

N∑
n=1

gn
(
anσ+ + a†nσ−

)
,

(1)
in which ω̃n are the dressed frequencies of the photonic
modes, an (a†n) are their corresponding photon annihi-
lation (creation) operators, ωq(Φ) is the flux-dependent
emitter frequency, and gn are the static couplings be-
tween the emitter and each photonic mode. We truncate
the Hamiltonian to the single-excitation subspace as our
measurements are limited to this subspace (Supplemen-
tary Information). In addition, we consider only the first
N = 9 modes from the lower band edge, since we do
not observe any appreciable frequency shift in the others
as the bare frequency of the emitter is tuned in and out
of the photonic band [Fig. 1(d)]. Such a model quanti-
tatively reproduces the spectroscopy data when we use
mode frequencies extracted from measurements with the
emitter far detuned and best-fitted coupling strengths gn
with values ranging from 3 to 25 MHz.

We study the formation and melting of an atom-photon
bound state by manipulating the magnetic flux Φ in
time, which, in turn, changes the emitter frequency. We
primarily explore transitions between two points: an
’emitter-like point’, denoted by the flux value Φi, in which
the emitter is far from the band edge and responds as a
two-level system, and a ’photon-like point’, Φf , in which
the emitter is highly hybridized with the photonic band.
In the latter case, the emitter forms an atom-photon
bound state whose photonic wavefunction is exponen-
tially localized around the coupling site [39] [Fig. 1(c)].

We study the dynamics of the bound state’s formation
and melting by transitioning between the emitter-like and
photon-like points at different speeds [Fig. 2(a)]. Start-
ing at Φi, we excite the emitter with a π-pulse. Then,
we apply a flux pulse between Φi and Φf . This pulse
has a trapezoidal envelope characterized by a rise time
τr ranging from 10 to 200 ns, a hold time τhold between
0 and 400 ns, and a fall time τf from 10 to 200 ns. After
returning to Φi, we measure the remaining population in
the emitter. To single out changes in the recovered pop-
ulation (P|1⟩), which shows an exponential decay with a
time constant T1 = 4.4 µs, we normalize the measure-
ments to a reference obtained in the absence of the flux
pulse.

We measure the population retained by the emitter as
a function of the time spent in Φf for varying rise and
fall times [Fig. 2(b)]. As the rise/fall time of the pulse
is decreased, the relative retained population decreases
on average and exhibits oscillations. An increasing num-
ber of frequencies contribute to these oscillations, as con-
firmed by a fast-Fourier transform (FFT) of the popula-
tion record [Fig. 2(c)]. For τr=τf=200 ns, the emitter’s
population is largely restored and no apparent oscillation
is observed. For τr=τf=50 ns, the average retained pop-
ulation decreases, and reproducible oscillations appear,
as evident from FFT. For even shorter τr=τf=10 ns, the
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FIG. 2: Atom-photon bound state formation and
melting at different speeds. (a) Pulse sequence of the
measurement. (b) Measurement of the relative transmon
population depending on hold time for τr=τf=10,50,200 ns
in a color gradient from dark to light. (c) FFT of the
relative transmon population measurement. The data have
been shifted vertically for clarity. Dashed lines correspond
to the frequency differences between the modes at the final
flux point.(d,e) Simulation results for parameter values
resembling the experimental conditions in (b,c).

overall population decreases further, and more frequency
components appear in the oscillatory population dynam-
ics.
To understand the trends in the data, we solve the

time-dependent Schrödinger equation using the Hamil-
tonian in Eq. 1, and coupling parameters gn extracted
from the measurement in Fig. 1; we include the time-
dependent frequency of the emitter according to the ap-
plied flux pulse and flux-to-frequency transfer function.
Our model qualitatively reproduces the observed behav-
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ior in both the population and the FFT analyses, with
decreasing population and increasing oscillations with in-
creasing formation and melting speeds[Fig. 2(d),(e)].

In both the measurement and the model, the frequen-
cies of the oscillations correspond to frequency differences
between the dressed modes of the system [Fig. 2(c),(e)].
This correspondence suggests that for fast rise/fall times,
the emitter’s excitation is distributed over several dressed
modes. Such distribution is understood by consider-
ing multi-mode Landau-Zener tunneling transitions [40–
42], with beatings in the emitter population in time due
to quantum interference effects. By contrast, for long
rise/fall times, the large population recovery and the
lack of oscillations indicate that the population of the
emitter is adiabatically transferred to the lowest-energy
eigenmode, i.e., the atom-photon bound state. The speed
threshold for adiabatic transfer is generally sensitive to
the mode frequencies and their coupling strength. How-
ever, a coarse estimate can be obtained from the single-
mode Landau-Zener formula for a diabatic transition,
PLZ = exp(−2πΓ), with Γ = g2∆t/∆E, by taking ∆E as
the difference between the emitter’s energy at the initial
and final point, ∆t as the rise time of the pulse, and g
as a typical coupling between the emitter and the meta-
material modes. For our parameters, we predict that the
average adiabatic limit is reached for a rise time between
200 and 300 ns, consistent with our observations.

However, there are two quantitative differences be-
tween the model and the data. A complete recov-
ery of the population is predicted by simulations for
τr=τf=200 ns (adiabatic regime), while the recovery
is only partial in the data. In addition, the fre-
quencies and intensities of FFT peaks do not exactly
match [Fig. 2(d),(e)]. We attribute the incomplete recov-
ery to the presence of a coherent two-level system cou-
pled to the emitter, with a resonant frequency between
ωq(Φi) and ωq(Φf), which we detect by two-level-system
spectroscopy [43–46] (Supplementary Information). As
for the differences in the oscillatory patterns, they may
be due to an incorrect estimate of the model parameters
from the spectroscopy data, or to the non-ideal transfer
function of the flux line used to apply the pulses [47],
which we do not compensate for.

The demonstrated dynamic control opens the possibil-
ity of directly accessing the photonic component of the
bound state, by releasing it into the metamaterial follow-
ing a fast change in the emitter frequency. To do so, we
first adiabatically prepare the bound state in a coherent
superposition by exciting the emitter with a π/2 pulse
and then slowly ramping the flux between Φi and Φf .
Then, we quickly ramp the flux back to Φi. At the same
time, we record the coherent component, ⟨âout⟩, of the
outgoing field from the output port of the metamaterial,
for a total duration of 20 µs [Fig. 3(a)]. In the diabatic
limit, that is, for a fast change of the emitter frequency,
we expect populations to be trapped in the instantaneous
eigenstates preceding the quench. As a result, the pho-
tonic population stays photonic as the bound state is dis-
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FIG. 3: Multimode emission. (a) Pulse sequence (see
text for details). (b) Time trace of the emitted field. (c)
FFT of the emitted field. Vertical gridlines denote the
frequencies of the metamaterial modes, extracted from the
spectroscopy in Fig. 1(d). (d) Demodulated time traces for
selected modes and corresponding exponential fits (black
lines). (e) Decay rates of the emission vs mode index,
extracted from fits as in (d) (filled circles). Dashed line:
decay rates of the modes as predicted by the tight-binding
model. (f) Emitted photon number vs mode index,
extracted as explained in the main text.

solved, and is converted into propagating photonic modes
in the metamaterial.
The time trace [Fig. 3(b)] is digitally recorded with a

1-GHz-wide acquisition band centered at 5 GHz. Its FFT
reveals a total of 9 prominent peaks [Fig. 3(c)]. Notably,
the frequencies of the peaks show a one-to-one corre-
spondence with the frequencies of the 9 lowest-frequency
modes of the photonic band, as measured in Fig. 1. We
extract the temporal envelope of the radiation emitted
into each mode by demodulating the time trace at the
each of the peak frequencies [selected traces are shown in
Fig. 3(d)]. The emission from each mode decays expo-
nentially with a distinct decay rate [Fig. 3(e)]. As a gen-
eral trend, the decay rates are slower near the band edge
and become faster towards the center of the band. When
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we compare the measured decay rates to those predicted
from the tight-binding model [solid line in Fig. 3(e)], we
find a good agreement.

We quantify the total emitted photons at each mode
by integrating ⟨ân⟩ and squaring the result [Fig. 3(f)].
This last measurement is interpreted as a decomposition
of the photonic part of the atom-photon bound state into
the propagating photonic modes it consisted of, also pro-
viding a quantitative estimate of the relative population
strengths. Because the multimode emission stems from
a single excitation in the atom-photon bound state, we
expect these modes to be entangled. However, we leave a
detailed study of the mode correlations to further studies.
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FIG. 4: Mode components of the emission
depending on control parameters. (a) Mode
components of the emission as a function of the photon-like
points, Φf , for an adiabatic rise time τr = 300 ns. In
salmon: Transmission band. The data are normalized so
that the total emission deep into the transmission band is
equal to 0.5 photons (horizontal gray line). (b) Emission
mode components for the same photon-like point vs rise
time (the x axis is inverted). (c,d) Numerical simulations
corresponding to (a,b).

We further explore the spectrally resolved emission
from the atom-photon bound state by varying the condi-
tions for its preparation, while keeping a short fall time
τf = 10 ns. In the adiabatic regime (τr = 300 ns) at
different final emitter frequencies, parametrized by Φf ,
we expect the emission to mirror the decomposition of
the photonic component of the atom-photon-bound state
into the metamaterial modes. Far away from the band,
the emission is weak and mostly from the mode at the

lower edge of the band. Deeper inside the band, the to-
tal emission saturates (as the atom-photon bound state
becomes mostly photonic), and other modes contribute
to the emission. The participation of other modes in the
emission is affected by the realization of the disorder in
the array, and its dependence on the emitter frequency
can be non-monotonic, as seen in Fig. 4(a).

We investigate the dependence of the emission on the
rise time of the flux pulse, for a ’photon-like’ point close
to the band edge, at ωf/2π= 5.06 GHz [Fig. 4(b)]. Here,
the emitted radiation shows a clear transition from single-
mode to multi-mode as the rise time is decreased. Fur-
thermore, with shorter rise times, modes nearer to the
band center contribute more significantly to the emis-
sion. We interpret this emission as due to nonadiabatic
preparation of the atom-photon bound state, leading to
direct excitation of propagating modes.

The trends observed in these measurements are partly
reproduced by our model [Fig. 4(c),(d)]. The model
correctly captures the dominant emission from the
lowest-frequency mode in the regime of adiabatic forma-
tion [Fig. 4(c)], and the increased participation of higher-
frequency modes at shorter rise times [Fig. 4(d)]. How-
ever, there are quantitative differences, which we ascribe
to a combination of factors. First, for fast pulses, pulse
distortions due to the transfer function of the flux line
will affect the speed at which the modes are crossed, and
therefore the probabilities of having multi-mode Landau-
Zener transitions. As mentioned before, the extraction of
the model parameters from the spectroscopy data may
not be entirely precise. In addition, including more
modes in the model may be needed to explain the data
closer to the center of the band. Lastly, disorder in the
array may cause the propagating modes to have non-
symmetric spatial distributions and uneven couplings to
the input and output ports of the metamaterial, which
would affect the relative strength of their detected emis-
sion.

In conclusion, our study integrates measurements of
emitter population and frequency-resolved radiation de-
tection to elucidate the dynamic interaction between a
quantum emitter and a metamaterial. The finite cou-
pling of the emitter to the modes of the metamaterial
results in a speed threshold at which the state is adia-
batically transferred from the bare emitter to the atom-
photon bound state. Understanding this threshold is
important to use atom-photon bound states in quan-
tum simulators, especially given that bound states have
smaller anharmonicities than the bare emitters they orig-
inate from [31, 34], so adiabatic preparation of their state
may offer advantages compared to direct pulsed excita-
tion. In addition, we have directly observed the melting
of an atom-photon bound state following a fast change
in the emitter frequency, by detecting the radiation emit-
ted from it. By resolving the frequency components of
the emitted radiation, we gain direct access to the spec-
tral decomposition of the atom-photon bound state into
its photonic components. This method can be applied,
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for example, to study the composition of atom-photon
bound states hosted by more exotic photonic lattices, of
multiple bound states coupled to the same lattice, or of
multi-photon bound states beyond the single-excitation
subspace, thus providing a way – complementary to static
spectroscopy studies – to characterize light-matter inter-
actions in these systems.
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SUPPLEMENTARY INFORMATION

APPENDIX A. EXPERIMENTAL SETUP

In Fig. S1, we show the full wiring diagram for our experiment. The device under test is installed inside a dilution
refrigerator that reaches a temperature below 9 mK. It is shielded from electromagnetic interference with rf-tight
copper shields, and from static magnetic fields with two Cryoperm shields and a superconducting shield. We attenuate
incoming signals to minimize thermal photon generation, and the output lines include multiple amplification stages,
including a low-temperature High Electron Mobility Transistor (HEMT) and two (three) room-temperature amplifiers
for the readout resonator (metamaterial). To mitigate noise external to our frequency range and avoid aliasing, we
incorporate additional filters and DC blocks.

Microwave signals are sent and recorded with a microwave transceiver (Presto from Intermodulation Products AB)
capable of direct digital synthesis in the band of interest. A Keysight PXI chassis is used to send both flux DC signals
and flux DC pulses, through a Source Measure Unit (SMU) and an Arbitrary Wave Generator (AWG), respectively.
We use the SMU DC signal in the flux line of the unused emitter to detune its frequency from the rest of the elements.

FIG. S1: Fridge connections. Cooling-down stages color color-coded depending on the temperature.
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APPENDIX B. MODELS AND SYSTEM PARAMETERS

B.1. Ideal tight-binding model

Assuming identical resonators, our metamaterial formed from nearest-neighbor-coupled resonators can be modeled
using the standard tight-binding model Hamiltonian, which reads

H =

N∑
n=1

ωra
†
nan +

N−1∑
n=1

J
(
a†nan+1 + a†n+1an

)
+ Jnn

N−2∑
n=1

(
a†n+2an +H.c.

)
+ ωq(Φ)

σz

2
+ g

(
a13σ+ + a†13σ−

)
, (S1)

Here, ωr is the bare resonator frequency, J is the nearest-neighbor coupling between resonators, an (a†n) is the photon
annihilation (creation) operator of the n-th resonator, ωq(Φ) is the flux-dependent transmon frequency, β is the
transmon’s anharmonicity, b and b† its annihilation and creation operators, and g the coupling between the transmon
and the 13th site of the array.

B.2. Effective model

Our effective model comes as an alternative to the tight-binding model to study the dynamics of our atom-photon
bound state formation and melting. This model aims at addressing the disorder in the system, which produces
variations in our metamaterial frequencies, instead of assuming the same frequency for all the resonators. The
Hamiltonian is given in Eq. 1.

B.3. Model parameters

Table SI lists the parameters extracted from the measurements using both models. The parameters ωr and J are
obtained from comparing the tight-binding model to the resonant frequencies in our metamaterial. We extract J
from the bandwidth of the transmission band, 4(J/2π) = 842 MHz, and ωr corresponds to the center frequency. We
obtain κr from the linewidth of the center resonator in the transmission band in Fig.1(b). Zr = 1

ωrCr
, in which

Cr is obtained from the simulated capacitance matrix of the element. The value of the coupling between the atom-
photon bound state and array site 13, g, is obtained fitting the experimental result of the atom-photon bound state
spectroscopy [Fig.1(c)] to the frequency of the flux-dependent dressed state atom-photon bound state mode from the
tight-binding Hamiltonian.

The individual couplings of the atom-photon bound state and the array modes, gn, require a more complex fitting
with an optimizer that obtains the flux-dependent eigenstates from the Hamiltonian of the effective model and fits with
the spectroscopy of the atom-photon bound state [Fig.1(c)] and measured flux-dependent metamaterial in Fig.1(d).

APPENDIX C. TWO-LEVEL-SYSTEM SPECTROSCOPY

Two-level systems (TLS) are inherent to superconducting qubits. They couple to the emitter and affect its coherence,
cause frequency fluctuations, and induce relaxation; decrementing the performance [43–46]. Therefore, to run reliable
measurements, they need to be characterized and, if possible, avoided.

In our case, we characterize the TLS landscape of our system by measuring the total recovered population in the
excited state when the transmon frequency is changed through its Z control (flux line), left interacting with the TLS
for a timescale of 100 ns, and brought back, reproducing the measurement in Fig. 2. As in the previous case, we
excite the emitter with a π pulse and change its frequency with an applied trapezoidal flux pulse with different flux
amplitudes Φf . We measure the total recovered population in the excited state at the initial frequency (Φi or ωi) for
the three cases, previously studied in the main text, τr = τf =10, 50, 200 ns [Fig. S2]. Because the transmon coherence
time, T1, is reduced when coupled to a TLS, the recovered population will be reduced when a TLS is present. This
measurement is similar to those conducted in [45, 46].

For the three cases, a visible reduction in the retrieved population happens at approximately 0.2 ϕ0 and 0.18 ϕ0,
which we identify as two TLSs. For the TLS at 195 mϕ0, all the population is recovered back after crossing it.
However, in the case of the TLS at 180 mϕ0, we obtain an average reduction of 10 %. We attribute to this TLS the
loss in the recovered population when the atom-photon bound state is adiabatically created and disintegrated in the
main text [Fig. 2]. In addition, we can observe the effect of the atom-photon bound state formation and the coupling
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TABLE SI: Model parameters and experimentally determined values.

Parameter Symbol Value

Qubit and resonator
Emitter frequency ωq/2π 3.23-5.23 GHz
Relaxation time at sweet spot T1 8.45 µs
Coherence time at sweet spot T2 6 µs
Anharmonicity β/2π −249.8 MHz
Readout resonator frequency ωres/2π 7.462 GHz
Readout resonator decay κres/2π 178 kHz

Tight-binding model
Metamaterial center frequency ωr/2π 5.5075 GHz
Nearest-neighbor coupling J/2π 211.25 MHz
Next-nearest-neighbor coupling Jnn/2π 1.34 MHz
Resonator decay κr/2π 6.44 MHz
Resonator impedance Zr 387.23 Ω
Emitter-resonator coupling g/2π 72.85 MHz

Effective model
Metamaterial frequencies ω̃n/2π {5.088, 5.105, 5.114, 5.145, 5.174, 5.194, 5.236, 5.283, 5.322} GHz
Emitter-resonator couplings gn/2π { 20.67, 5.01, 9.33, 19.01, 3.06, 11.393, 25.434, 10.99, 20.16} MHz
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FIG. S2: TLS spectroscopy showing the loss of population depending on τr and τf . (a) Pulse sequence: A π-pulse
to the XY line, a trapezoidal-shaped flux pulse to the Z line with different amplitudes or Φf , and a pulse to the readout line
at a constant time from the π-pulse to normalize decoherence in between the measurements. (b) Recovered population for
three different rise and fall times. In shaded salmon the position of the metamaterial transmission band. (c) Inset of the
two-level fluctuator position and effect in the recovered population.

to the metamaterial modes already at 0.16 ϕ0 for the diabatic cases (especially for τr = τf =10 ns), in which the
population decreases and increases, product of the LZ multilevel tunneling. However, this decrease becomes smaller
for τr = τf =50 ns and almost disappears for τr = τf = 200ns, features of a transition to an adiabatic formation and
melting, as already explained in the main text.
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APPENDIX D. MODEL FITS TO THE METAMATERIAL SPECTROSCOPY DATA

We compare fits of our two models to the metamaterial spectroscopy data obtained as a function of the applied
magnetic flux [Fig. S3(a,b)]. Disorder affects the distribution of the modes, which cannot be captured by the ideal
tight-binding model, even when the emitter is far detuned [Fig. S3(a)]. By contrast,at the price of a large number of
free parameters, the effective model reproduces the data more accurately [Fig. S3(b)].
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FIG. S3: Model fits to the spectroscopy data: (a) Tight-binding model. (b) Effective model.

APPENDIX E. EXPONENTIAL DECAY OF THE EMITTED FIELD

The demodulated signal for each mode in the emitted field (see Fig. 3) exhibits an exponential decay behavior
with a lifetime, τ , which correlates with the predicted mode linewidths provided by the tight-binding model (see Fig.
S4). Therefore, these fits reveal a consistent trend: higher mode numbers correspond to smaller lifetimes (or larger
linewidths), with the modes near the center expected to have minimal decay. We attribute variances from this trend
in the modes with a smaller emission to a smaller signal-to-noise ratio.

However, for the fifth mode, the emitted signal displays not only exponential decay but also concurrent behavior.
Although we leave the characterization of this effect to further studies, we hypothesize that these concurrences may
arise from a less-coupled mode to the ports, which causes revivals in its population triggered by the reflection of the
signal at the ports.
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FIG. S4: Demodulated signal decays with their corresponding decay constant. The signals have been shifted for
comparison. The dashed lines represent the baseline of the emission once all population has been emitted, while the colored
points depict the resulting demodulated emission from the different modes (Time step size is 1 ns in the measurement). The
fitting is indicated in black, with τ representing the decay constant.
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