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#### Abstract

Motivated by recent numerical studies reporting putative quantum paramagnetic behavior in spin- $1 / 2$ Heisenberg models on the maple-leaf lattice, we classify Abrikosov fermion mean-field Ansätze of fully symmetric $U(1)$ and $\mathbb{Z}_{2}$ quantum spin liquids within the framework of projective symmetry groups. We obtain a total of $17 U(1)$ and $12 \mathbb{Z}_{2}$ algebraic PSGs, and, upon restricting their realization via mean-field Ansätze with nearestneighbor amplitudes (relevant to the studied models), only $12 U(1)$ and $8 \mathbb{Z}_{2}$ distinct phases are obtained. We present both singlet and triplet fields for all Ansätze up to third nearest-neighbor bonds and discuss their spinon dispersions as well as their dynamical spin structure factors. We further assess the effects of Gutzwiller projection on the equal-time spin structure factors, and identify a $U(1)$ Fermi surface spin liquid whose structure factor most closely reproduces the one obtained from pseudo-fermion functional renormalization group calculations.


## I. INTRODUCTION

Two-dimensional geometrically frustrated lattices have long been a fertile playground for realizing quantum spin liquids (QSLs). Indeed, Heisenberg models on the celebrated kagome and triangular lattices are known to realize a variety of paramagnetic phases, including the exotic $U(1)$ Dirac and chiral QSLs [1-7]. A relatively new entrant in search of QSL behavior is the maple-leaf lattice [8-19] [see Fig. 1(a)], where the existence of a putative QSL phase sandwiched between magnetically ordered and a dimerized ground state in the spin $S=1 / 2$ Heisenberg antiferromagnet has been reported by pseudo-fermion functional renormalization group (pf-FRG) calculations [16]. A subsequent study of this model employing neural quantum states and density matrix renormalization group (DMRG) approaches also hinted at the possible existence of an intermediate QSL phase [17]. Another recent DMRG exploration of parameter space with ferromagnetic couplings on triangle and dimer bonds [red and blue bonds in Fig. 1(a), respectively] provided an inkling for an island of spin liquidity surrounded by magnetic and dimer orders [18]. The precarious locations of the reported QSL phases on the maple-leaf lattice have naturally led to speculations concerning their possible origin from a nearby deconfined quantum critical point. In similar spirit, it has recently been shown that the inclusion of longer range Heisenberg couplings induces quantum paramagnetic phases [20]. While the aforementioned approaches provide evidence of quantum paramagnetic behavior, which could putatively be a QSL, they fall short of characterizing its precise microscopic nature, i.e., gapless vs gapped, $U(1)$ vs $\mathbb{Z}_{2}$ gauge structure, etc. A powerful framework to systematically classify quantum

[^0]spin liquids with different gauge groups is provided for within a parton representation by the method of projective symmetry groups [21, 22]. This framework has been extensively applied on two- and three-dimensional lattices [23-48], and met with wide success in describing the ground state and low-energy behavior of quantum spin models [ $2,6,49-58]$.

To this end, we employ the projective symmetry group (PSG) framework for fermionic partons to provide a systematic classification of fully symmetric QSL mean-field Ansätze with different low-energy gauge groups [21]. We find a total of $17 U(1)$ and $12 \mathbb{Z}_{2}$ distinct algebraic PSGs on the mapleleaf lattice. Upon restricting the (singlet) mean-field Ansätze to first neighbor amplitudes only, a total of $12 U(1)$ and $8 \mathbb{Z}_{2}$ states can be realized, while, if amplitudes up to third neighbor are included, all $U(1)$ and $\mathbb{Z}_{2}$ distinct states are realizable. While our treatment principally focuses on singlet QSLs, in general, we also provide the symmetry allowed triplet amplitudes thus enabling for a consideration of competing ferromagnetic and spin-orbit couplings in the original spin system. The Hamiltonians featuring such couplings are likely to be present and potentially relevant in describing natural minerals [59-62] and synthetic crystals [63-67] with maple-leaf crystal geometries or distortions thereof. In two dimensions, it is well known that including these triplet fields can lead to a plethora of topologically nontrivial spinon models and possibly spin nematic states [68-72].

The article is organized as follows. In Sec. II the projective group approach is explicated and complemented by the symmetry operators on the maple-leaf lattice in Sec. III. A synopsis of the projective symmetry group results is provided in Sec. IV, succeeded by a mean field analysis of the PSG candidate states in Sec. V. The latter Ansätze then enable us to compute spinon bands as well as the static and dynamic spin structure factors (Sec. VI). In Sec. VII, we conclude that Heisenberg models on the maple-leaf lattice open up an arena of elusive quantum paramagnetic phenomena awaiting further


FIG. 1. (a) An illustration of the maple-leaf lattice with corresponding lattices vectors $\mathbf{T}_{1}$ and $\mathbf{T}_{2}$. The small vectors inside the hexagon correspond to $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$ which describe the positions of the site $u$ as explained in the main text. The three different colors stand for three symmetry-inequivalent first nearest-neighbor bonds, whose labelling (within one unit cell) is specified in (b).
investigation and substantiation.

## II. PROJECTIVE SYMMETRY GROUP APPROACH

In this section, we review the essential steps of the projective symmetry group (PSG) classification of effective lowenergy theories of QSLs [21, 22]. We start from a Heisenberg model defined on a lattice

$$
\begin{equation*}
\hat{H}=\sum_{\mathbf{r r}^{\prime}} J_{\mathbf{r r}^{\prime}} \hat{\mathbf{S}}_{\mathbf{r}} \cdot \hat{\mathbf{S}}_{\mathbf{r}^{\prime}} \tag{1}
\end{equation*}
$$

where $\hat{\mathbf{S}}_{\mathbf{r}}$ denotes the $S U(2)$ spin-operator acting on the spin$1 / 2$ representation on site $\mathbf{r}$. Due to the absence of magnetic order in QSLs, a mean-field treatment must be carried out within a parton representation of spin operators, and here we adopt the representation in terms of two flavors of complex fermions due to Abrikosov [73]

$$
\begin{equation*}
\hat{S}_{\mathbf{r}}^{\mu}=\frac{1}{2} \sum_{\alpha \beta} \hat{f}_{\mathbf{r} \alpha}^{\dagger} \sigma_{\alpha \beta}^{\mu} \hat{f}_{\mathbf{r} \beta} \tag{2}
\end{equation*}
$$

where the spinon operator $\hat{f}_{\mathbf{r} \alpha}$ annihilates a fermion with spin$\alpha \in\{\uparrow, \downarrow\}$ at site $\mathbf{r}$ and $\sigma^{\mu}(\mu \in\{x, y, z\})$ are the three Pauli matrices. This mapping artificially enlarges the local Hilbert space from the spin space $\mathbb{C}^{2}$ to the four-dimensional fermionic Fock space. Hence, this mapping reproduces the physical Hilbert space of the spin model only in the subspace of single occupation $n_{\mathbf{r}}=1$ for all sites, which correspond
to $\mathbf{S}^{2}=3 / 4$, while the unphysical states with $n_{\mathbf{r}}=0$ or 2 , yield $\mathbf{S}^{2}=0$ which do not correspond to spin states. Therefore, a correct description of the physical model needs to incorporate a constraint which forbids empty and doubly occupied sites. The constrained model leads to a description of the QSL state in terms of a gauge theory [74, 75]. The Heisenberg Hamiltonian becomes quartic in terms of these fermions and a Hubbard-Stratonovich transformation is employed to further decouple the interacting model. We choose this decoupling to neglect any magnetic terms, which then introduces the auxiliary fields

$$
\begin{align*}
\chi_{\mathbf{r r}^{\prime}} \delta_{\alpha \beta} & =2\left\langle\hat{f}_{\mathbf{r} \alpha}^{\dagger} \hat{f}_{\mathbf{r} \beta}\right\rangle \\
\Delta_{\mathbf{r r}^{\prime}} \epsilon_{\alpha \beta} & =-2\left\langle\hat{f}_{\mathbf{r} \alpha} \hat{\mathbf{r}}_{\mathbf{r}}\right\rangle \tag{3}
\end{align*}
$$

To make further progress we will assume static fields in a mean-field treatment [76]. Using Nambu-spinors $\hat{\psi}_{\mathbf{r}}^{\dagger}=$ $\left(\hat{f}_{\mathbf{r} \uparrow}^{\dagger}, \hat{f}_{\mathbf{r} \downarrow}\right)$ one can write the Hamiltonian as

$$
\begin{align*}
\hat{H}= & \sum_{\mathbf{r r}} \\
& -\frac{3}{8} J_{\mathbf{r r}^{\prime}}\left[\left(\hat{\psi}_{\mathbf{r}}^{\dagger} u_{\mathbf{r r}^{\prime}} \hat{\psi}_{\mathbf{r}^{\prime}}+\text { h.c. }\right)-\frac{1}{2} \operatorname{Tr}\left[u_{\mathbf{r r}^{\prime}}^{\dagger} u_{\mathbf{r r}^{\prime}}\right]\right]  \tag{4}\\
& +\sum_{\mathbf{r}, \mu} \hat{\psi}_{\mathbf{r}}^{\dagger} a_{\mu}(\mathbf{r}) \sigma^{\mu} \hat{\psi}_{\mathbf{r}}
\end{align*}
$$

with a local multiplier field $a_{\mu}(\mathbf{r})$ which ensures single occupancy on the mean-field level, i.e.,

$$
\begin{equation*}
\left\langle\sum_{\alpha} \hat{f}_{\mathbf{r} \alpha}^{\dagger} \hat{f}_{\mathbf{r} \alpha}\right\rangle=1, \quad\left\langle\hat{f}_{\mathbf{r} \alpha} \hat{f}_{\mathbf{r} \beta}\right\rangle=0 \quad \forall \mathbf{r} \tag{5}
\end{equation*}
$$

The coupling matrices $u_{\mathbf{r r}^{\prime}}$ contain the mean-field amplitudes

$$
u_{\mathbf{r r}^{\prime}}=\left(\begin{array}{cc}
\chi_{\mathbf{r r}^{\prime}}^{\dagger} & \Delta_{\mathbf{r r}^{\prime}}  \tag{6}\\
\Delta_{\mathbf{r r}^{\prime}}^{\dagger} & -\chi_{\mathbf{r r}^{\prime}}
\end{array}\right)=i \alpha_{\mathbf{r r}^{\prime}}^{0} \tau^{0}+\sum_{\mu} \alpha_{\mathbf{r r}^{\prime}}^{\mu} \tau^{\mu}
$$

which can be parameterized by four real coefficients $\alpha_{\mathbf{r r}^{\prime}}^{0}, \alpha_{\mathbf{r r}^{\prime}}^{\mu} \in \mathbb{R}$. Here, $\tau^{0}$ is the $2 \times 2$ identity matrix and $\tau^{\mu}$ are the Pauli matrices acting in Nambu space. In the pure mean-field picture (in this context often referred to as zeroth order mean-field [22]) the Hamiltonian Eq. (4) can be readily solved. However, having relaxed the constraint may include some contributions from unphysical states. We will mitigate this problem by constructing particular mean-field Ansätze which are stable saddle-point solutions beyond the zeroth order mean-field theory. To see which mean-field models are of interest, we consider the type of fluctuations which are expected to induce gapless excitations beyond the pure mean-field picture. Therefore, we re-examine the fermionic representation of the spin operator in Eq. (2) which is invariant under a local $U(1)$ transformation $\hat{f}_{\mathbf{r} \alpha} \rightarrow e^{i \theta(\mathbf{r})} \hat{f}_{\mathbf{r} \alpha}$. Within the physical subspace of single occupancy it is further invariant under a particle-hole like transformation $\hat{f}_{\mathbf{r} \alpha} \rightarrow$ $\cos \phi(\mathbf{r}) \hat{f}_{\mathbf{r} \alpha}+\operatorname{sign}(\alpha) \sin \phi(\mathbf{r}) \hat{f}_{\mathbf{r},-\alpha}^{\dagger}$, where $-\alpha$ means flipping the spin label and $\operatorname{sign}(\uparrow)=+1, \operatorname{sign}(\downarrow)=-1$. These two transformations do not commute, as is manifest by considering their action on the spinor $\hat{\psi}_{\mathbf{r}}$. The angles of a successive application of $U(1)$, particle-hole and again $U(1)$ transformations can be regarded as Euler angles parameterizing the group of rotations in 3 dimensional space, $S O(3)$, which is locally isomorphic to $S U(2)$ [34]. It follows that in the fermionic representation the Heisenberg Hamiltonian should be invariant under a local $S U(2)$ transformation [75]. Note that this local freedom is different from the global spin rotation invariance of the Heisenberg model. The gauge freedom is implemented in our description by an action on the spinors according to $\hat{\psi}_{\mathbf{r}} \rightarrow W_{\mathbf{r}} \hat{\psi}_{\mathbf{r}}$ with $W_{\mathbf{r}} \in S U(2)$. Equivalently, one can act on the coupling matrices of a mean-field Ansatz $u_{\mathbf{r r}^{\prime}} \rightarrow W_{\mathbf{r}}^{\dagger} u_{\mathbf{r r}^{\prime}} W_{\mathbf{r}^{\prime}}$. It is obvious that a generic coupling matrix $u_{\mathbf{r r}^{\prime}}$ will break this local invariance. However, for a particular choice of the mean-field decoupling there might exist a subgroup $\mathcal{G} \subseteq S U(2)$, called the invariant gauge group (IGG), for which

$$
\begin{equation*}
u_{\mathbf{r r}^{\prime}}=W_{\mathbf{r}}^{\dagger} u_{\mathbf{r r}^{\prime}} W_{\mathbf{r}^{\prime}}, \quad W_{\mathbf{r}} \in \mathcal{G} \tag{7}
\end{equation*}
$$

is true. Note that such a subgroup always exists since for $\mathbb{Z}_{2} \subseteq \mathcal{G}$ Eq. (7) is trivially fulfilled. Different mean-field Ansätze which are related not only by Eq. (7) but by a generic $S U(2)$ gauge transformation lead to an equivalent description and, therefore, the elements of $\mathcal{G}$ merely put different labels on the same physical state [22]. One can further show that fluctuations over a given mean-field Ansatz are generated by elements of its $\mathcal{G}$ [21]. In this work, we will consider the scenarios of $\mathcal{G} \simeq U(1)$ and $\mathbb{Z}_{2}{ }^{1}$. In the later case, the ex-

[^1]citations of the fluctuation-fields are gapped such that at sufficiently low energies the mean-field Ansatz leads to a stable saddle-point. In the $U(1)$ case, however, stability arguments are more subtle and need to be considered for each model separately [6, 52, 77-79].

The emergence of the local invariance has further implications regarding the symmetry properties of the model. Assume that we want to investigate if the system at hand has any underlying symmetry. Such a symmetry would act on a meanfield Ansatz as $u_{\mathbf{r r}^{\prime}} \rightarrow O_{\mathcal{O}(\mathbf{r})} u_{\mathcal{O}(\mathbf{r}) \mathcal{O}\left(\mathbf{r}^{\prime}\right)} O_{\mathcal{O}\left(\mathbf{r}^{\prime}\right)}^{\dagger}$, where $O$ is a projective representation of the symmetry operation $\mathcal{O}$ acting in Nambu space. Due to the local gauge freedom we say that the system is invariant under a given symmetry operation if we can find a suitable gauge transformation $G_{\mathcal{O}}$ such that

$$
\begin{array}{r}
u_{\mathbf{r r}^{\prime}}=G_{\mathcal{O}}(\mathcal{O}(\mathbf{r})) u_{\mathcal{O}(\mathbf{r}) \mathcal{O}\left(\mathbf{r}^{\prime}\right)} G_{\mathcal{O}}^{\dagger}\left(\mathcal{O}\left(\mathbf{r}^{\prime}\right)\right), \\
G_{\mathcal{O}}(\mathbf{r}) \in S U(2) \tag{8}
\end{array}
$$

This equation defines the PSG and in mathematical terms it is the extension of the symmetry group (SG) by the IGG

$$
\begin{equation*}
P S G=I G G \rtimes S G \tag{9}
\end{equation*}
$$

PSGs provide a systematic way to classify and construct many possible quantum states. This classification goes beyond the Landau paradigm in the conventional sense [21, 22]. We will make use of this method in the following section and construct possible quantum spin liquid states for the maple-leaf lattice.

## III. LATTICE AND TIME-REVERSAL SYMMETRIES

The site coordinates on the maple-leaf lattice can be generically described by $\mathbf{r}=x \mathbf{T}_{1}+y \mathbf{T}_{2}+\mathbf{u}$. We choose the Bravais lattice vectors in the Cartesian basis as $\mathbf{T}_{1}=\frac{a}{2}(3 \sqrt{3},-1)$ and $\mathbf{T}_{2}=\frac{a}{2}(-\sqrt{3}, 5)$, with lattice constant $a ; \mathbf{u}$ denotes the position of lattice sites within the unit cell. The unit cell is fixed such that its center coincides with the center of a hexagon as depicted in Fig. 1. Every site $\mathbf{u}$ in the unit cell can be written as $\mathbf{u}=x_{u} \mathbf{a}_{1}+y_{u} \mathbf{a}_{2}$ where $\mathbf{a}_{1}=a(0,1)$ and $\mathbf{a}_{2}=\frac{a}{2}(-\sqrt{3}, 1)$ where $x_{u}, y_{u} \in\{0, \pm 1\}$. Using the convention of Fig. 1 we label these sites in a shorthand notation by $u=\{1, \ldots, 6\}$. The underlying symmetry group $\mathcal{S}$ of the maple-leaf lattice is given by the wallpaper group $P 6$ which can be generated by 4 operations: two translations ( $T_{1}$ and $T_{2}$ ), inversion $(\mathcal{I})$ and a $C_{3}$-rotation $(R)$ (we adopt an anticlockwise rotation) ${ }^{2}$. These operations act on a lattice site at $(x, y, u)$ by

$$
\begin{align*}
& T_{1}(x, y, u) \rightarrow(x+1, y, u) \\
& T_{2}(x, y, u) \rightarrow(x, y+1, u) \\
& R(x, y, u) \rightarrow(-y, x-y, R(u))  \tag{10}\\
& \mathcal{I}(x, y, u) \rightarrow(-x,-y, \mathcal{I}(u)) \\
& R^{-1}(x, y, u) \rightarrow\left(y-x,-x, R^{-1}(u)\right) .
\end{align*}
$$

[^2]| $w_{\mathcal{T}}$ | $w_{\mathcal{I}}$ | $\theta$ | $\tilde{\theta}_{\mathcal{I}}$ | $\rho_{\mathcal{I}}(u)$ | \# of PSG class |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | $3 \tilde{\theta}_{\mathcal{I}}$ | $n \pi$ | $\theta$ | 0 |
| 0 | 1 | $n \pi$ | $\theta$ | $\frac{p_{\mathcal{I}}(u-1) \pi}{3}, p_{\mathcal{I}}=0,1,2,3$ | 8 |
| 1 | 0 | $n \pi$ | $n_{\mathcal{I}} \pi \delta_{\bmod (u, 2), 0}$ |  |  |
| 1 | 1 |  | $n_{\mathcal{I}} \pi \delta_{\bmod (u, 2), 0}$ | 4 |  |

TABLE I. The $17 U(1)$ PSG classes are listed here. $n$ and $n_{\mathcal{I}}$ are integers that can take values 0 or 1 .

Within our convention of the unit cell the operations $R, \mathcal{I}$ only permute elements in $u$. Thus, one can compute their action on the Bravais lattice $(x, y)$ and on one unit cell $u$ separately. The mutual relations of Eq. (10) lead to the following set of algebraic conditions

$$
\begin{align*}
& T_{1} T_{2}=T_{2} T_{1},  \tag{11}\\
& \mathcal{I}^{2}=\mathbb{1}  \tag{12}\\
& T_{i} \mathcal{I} T_{i}=\mathcal{I}  \tag{13}\\
& R^{3}=\mathbb{1}  \tag{14}\\
& T_{1}^{-1} R=R T_{1} T_{2},  \tag{15}\\
& T_{2}^{-1} R T_{1}=R,  \tag{16}\\
& R^{-1} \mathcal{I} R \mathcal{I}=\mathbb{1} \tag{17}
\end{align*}
$$

These relations fix the underlying group structure. Note that in case of the PSG, the identity $\mathbb{1}$ is defined only modulo the invariant gauge group $\mathcal{G}$.

Besides operations acting on the site index of a spinor, we also include time-reversal symmetry $\mathcal{T}$, which acts on an Ansatz according to $\mathcal{T}\left(u_{\mathbf{r r}^{\prime}}, a_{\mathbf{r}}^{\mu}\right) \rightarrow-\left(u_{\mathbf{r r}^{\prime}}, a_{\mathbf{r}}^{\mu}\right)$ [22]. This leads to the additional conditions

$$
\begin{align*}
& \mathcal{T}^{2}=\mathbb{1}  \tag{18}\\
& \mathcal{T S} \mathcal{T}^{-1} \mathcal{S}^{-1}=\mathbb{1} \tag{19}
\end{align*}
$$

In Appendix A, we list all the precise conditions for the corresponding representation matrices $G_{\mathcal{S}}(\mathbf{r})$ and $G_{\mathcal{T}}(\mathbf{r})$.

## IV. PSG SOLUTIONS

In this section, we present a set of gauge inequivalent representation matrices for the group extensions $\mathcal{G} \simeq U(1), \mathbb{Z}_{2}$. The details of the construction are presented in Appendix B for the $U(1)$ case, and Appendix C for the $\mathbb{Z}_{2}$ case.

## A. $U(1)$ PSG solution

The generic form of $U(1)$ PSG solution for any symmetry operator $\mathcal{O}$ is given by $G_{\mathcal{O}}(x, y, u)=$ $g_{3}\left(\phi_{\mathcal{O}}(x, y, u)\right)\left(i \tau^{1}\right)^{w_{\mathcal{O}}}$. Here, $g_{3}(\xi)$ should be read as $e^{i \xi \tau^{3}}$, with $\xi \in[0,2 \pi)$, and $w_{\mathcal{O}}$ is an integer that takes the values 0 and 1 . Note that for $\mathcal{O} \in\left\{T_{1}, T_{2}, R\right\}$ consistent solutions only exist for $w_{\mathcal{O}}=0$. The solutions for $\phi_{\mathcal{O}}(x, y, u)$
are

$$
\begin{align*}
\phi_{T_{1}}(x, y, u) & =y \theta, \phi_{T_{2}}(x, y, u)=0  \tag{20}\\
\phi_{R}(x, y, u) & =\left[x y-\frac{1}{2} x(x-1)\right] \theta  \tag{21}\\
\phi_{\mathcal{I}}(x, y, u) & =\tilde{\theta}_{\mathcal{I}}(x+y)+\rho_{\mathcal{I}}(u)  \tag{22}\\
\phi_{\mathcal{T}}(x, y, u) & =u \pi \delta_{w_{\mathcal{T}}, 0} \tag{23}
\end{align*}
$$

The parameters in the above equations are given in Appendix B. In total, we enumerated 17 distinct $U(1)$ PSG classes which are listed in Table I.

## B. $\mathbb{Z}_{2}$ PSG solution

In the $\mathbb{Z}_{2}$ case, the $G_{\mathcal{O}}$ are generic $S U(2)$ matrices. A set of gauge inequivalent solutions is given by

$$
\begin{align*}
& G_{T_{1}}(x, y, u)=\eta^{y} \tau^{0}, G_{T_{2}}(x, y, u)=\tau^{0}  \tag{24}\\
& G_{R}(x, y, u)=\eta^{x y-\frac{1}{2} x(x-1)} \tau^{0}  \tag{25}\\
& G_{\mathcal{I}}(x, y, u)=\eta^{x+y} \eta_{\mathcal{I}}^{u+1} \tau^{0}  \tag{26}\\
& G_{\mathcal{T}}(x, y, u)=\eta_{\mathcal{T} \mathcal{I}}^{u+1} g_{\mathcal{T}}, g_{\mathcal{T}} \in\left\{\tau^{0}, i \tau^{2}\right\} \tag{27}
\end{align*}
$$

Taking only lattice symmetries into account, the number of the gauge inequivalent Ansätze is classified by the integer (binary) parameters $\eta, \eta_{\mathcal{I}}$, yielding $2^{2}=4$ distinct classes. Inclusion of time-reversal leads to $2^{2} \times 4=16$ PSG classes, as the integer $\eta_{\mathcal{T} \mathcal{I}}$ can take values 0 or 1 . However, the solutions with $g_{\mathcal{T}}=\tau^{0}$ and $\eta_{\mathcal{T} \mathcal{I}}=1$ yield vanishing Ansätze, so we can effectively consider a total of $2^{2} \times 3=12$ PSG classes which lead to fully symmetric QSLs.

## v. SHORT RANGED MEAN-FIELD ANSÄTZE

In this section, we explicitly construct and discuss all meanfield Ansätze for first nearest neighbors (1NN) amplitudes according to the PSG symmetry conditions derived in the previous section. As shown in Fig. 1, there are three symmetry inequivalent 1 NN bonds, which are referred to as red, blue, and green bonds in the remainder of the paper. Inserting the gauge inequivalent PSG representations $G_{\mathcal{O}}$ in Eq. (8) enables the construction of the mean-field matrices $u_{\mathbf{r r}^{\prime}}$ according to the desired symmetry. A similar yet one-site condition can be used for the Lagrange multiplier $a_{\mu}(\mathbf{r})$. By an Ansatz, we refer to the pair $\left(u_{\mathbf{r r}^{\prime}}, a_{\mu}(\mathbf{r})\right)$. We present the $U(1)$ Ansätze first, followed by the $\mathbb{Z}_{2}$ states in the later subsection. A concise summary of the general transformation rules Eq. (8) for


FIG. 2. (a) Illustration of $S U(2)$ fluxes on the maple-leaf lattice. Note that all fluxes are defined starting from the same lattice site marked by a red star. The two stars are therefore thought of as equivalent. (b) The green (blue) hexagon depicts the first (extended) Brillouin zone. The extended Brillouin zone is obtained via scaling by a factor of $\sqrt{7}$ and rotation by an angle $\phi=$ $\arccos \frac{5}{2 \sqrt{7}}$ w.r.t. the first Brillouin zone. The orange rectangular region shows the reduced Brillouin zone corresponding to Ansätze which double the unit cell along $T_{1}$. The high symmetry points are $\Gamma(0,0), X\left(\frac{5 \pi}{14 \sqrt{3}}, \frac{\pi}{14}\right), M\left(\frac{\pi}{7 \sqrt{3}}, \frac{3 \pi}{7}\right), Y\left(-\frac{3 \pi}{14 \sqrt{3}}, \frac{5 \pi}{14}\right), K\left(\frac{4 \pi}{7 \sqrt{3}}, \frac{8 \pi}{21}\right)$, $K^{\prime}\left(\frac{2 \pi}{\sqrt{3}}, \frac{2 \pi}{3}\right)$ and $M^{\prime}\left(\frac{2 \pi}{\sqrt{3}}, 0\right)$.
the $\mathbb{Z}_{2}$ states is shown in Fig. 14. Appendix E contains the results for mean-field models up to third nearest neighbors.

## A. $U(1)$ mean-field Ansätze

We divide the $U(1)$ Ansätze in four classes labeled by UA, UB, UC and UD corresponding to the different PSG labels


FIG. 3. Flux pattern for the Ansatz classes UA and UB. These classes share the common property that all red bonds vanish. The flux through the hexagons denoted by $\phi_{h}$, and the blue bonds differ for specific class members and are further specified in the main text.
$\left(w_{\mathcal{T}}, w_{\mathcal{I}}\right)=(0,0),(0,1),(1,0)$ and $(1,1)$, respectively.

$$
\text { 1. } w_{\mathcal{I}}=0 \text { and } w_{\mathcal{T}}=0 \text { (class UA) }
$$

The Ansatz matrices for this class are given by

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{34}=u_{1 g}^{56}=u_{1 g}^{23}=u_{1 g}^{45}=u_{1 g}^{61}=i \chi_{1 g}^{0} \tau^{0}+\chi_{1 g}^{3} \tau^{3} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=i \chi_{1 b}^{0} \tau^{0}+\chi_{1 b}^{3} \tau^{3} \\
& u_{1 r}^{u u^{\prime}}=0, \quad a_{\mu}(u)=0 \\
& 2 \tan ^{-1}\left(-\frac{\chi_{1 b}^{3}}{\chi_{1 b}^{0}}\right)+\tilde{\theta}_{\mathcal{I}}=\pi \tag{28}
\end{align*}
$$

Applying $N$ successive translations along $T_{1}$ will modify $u_{1 b}^{14}$ and $u_{1 b}^{36}$ according to

$$
\begin{align*}
& u_{1 b}^{14} \equiv u_{(x, y, 1),(x, y+1,4)} \\
& \stackrel{T_{1}^{N}}{\rightarrow} g_{3}\left(-3 N \tilde{\theta}_{\mathcal{I}}\right) u_{(x+N, y, 1),(x+N, y+1,4)} \\
& =g_{3}\left(-3 N \tilde{\theta}_{\mathcal{I}}\right) u_{1 b}^{14} \\
& u_{1 b}^{36} \equiv u_{(x, y, 3),(x-1, y-1,6)}  \tag{29}\\
& \xrightarrow{T_{1}^{N}} g_{3}\left(3 N \tilde{\theta}_{\mathcal{I}}\right) u_{(x+N, y, 3),(x+N-1, y-1,6)} \\
& =g_{3}\left(3 N \tilde{\theta}_{\mathcal{I}}\right) u_{1 b}^{36}
\end{align*}
$$

while all other bonds remain invariant. The realization of such an Ansatz on a finite lattice needs the implementation of the following constraint

$$
\begin{equation*}
\tilde{\theta}_{\mathcal{I}}=\frac{m}{n} \pi, \text { with } m, n \in \mathbb{Z} \text {. } \tag{30}
\end{equation*}
$$



FIG. 4. Flux pattern for the Ansatz UB03. The arrows on the lines denote the orientation of the bonds. The triangles are pierced by nontrivial flux $\phi_{b g}$ which is defined for an anticlockwise rotation. Triangles for which the circulation goes clockwise carry negative flux $-\phi_{b g}$ and here drawn in blue.

Members of this class will be labeled as

$$
\begin{equation*}
\mathrm{UA}[m, n] . \tag{31}
\end{equation*}
$$

Since $u_{1 r}^{u u^{\prime}}=0$, all the red bonds vanish for 1NNs and the only $S U(2)$ flux $\phi_{h}$ [see Fig. 2(a) for the definition of the different fluxes] piercing through the central hexagon as depicted in Fig. 3. The precise flux value is determined by the mean-field parameters $\chi_{1 g}^{0 / 3}$.

$$
\text { 2. } \quad w_{\mathcal{I}}=1 \text { and } w_{\mathcal{T}}=0(\text { class } U B)
$$

We label this class as

$$
\begin{equation*}
\mathrm{UB} n p_{\mathcal{I}} \tag{32}
\end{equation*}
$$

where the classifying quantum numbers are $n \in\{0,1\}$, and $p_{\mathcal{I}} \in\{0,1,2,3\}$. The coupling matrices are

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{34}=u_{1 g}^{56}=i \chi_{1 g}^{0} \tau^{0}+\chi_{1 g}^{3} \tau^{3}, \\
& u_{1 g}^{23}=u_{1 g}^{45}=u_{1 g}^{61}=-g_{3}\left(p_{\mathcal{I}} \pi / 3\right)\left(u_{1 g}^{12}\right)^{\dagger} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=i \chi_{1 b}^{0} \tau^{0}+\chi_{1 b}^{3} \tau^{3}  \tag{33}\\
& u_{1 b}^{14}=-\eta g_{3}\left(p_{\mathcal{I}} \pi\right) u_{1 b}^{14}, \\
& u_{1 r}^{u u^{\prime}}=0, \quad a_{\mu}(u)=0
\end{align*}
$$

where we denote $g_{3}(n \pi)=\eta$. The spatial dependence of $u_{1 b}^{14}$ and $u_{1 b}^{36}$ is given by

$$
\begin{align*}
& \eta^{N} u_{1 b}^{14}(x+N, y)=u_{1 b}^{14}(x, y),  \tag{34}\\
& \eta^{N} u_{1 b}^{36}(x+N, y)=u_{1 b}^{36}(x, y) .
\end{align*}
$$



FIG. 5. Flux pattern for the Ansatz UB00. The green lines denote bonds for which the coupling matrices are multiplied by -1 .

Therefore, the realization of an Ansatz with $\eta=-1$ requires a doubling of the unit cell. Like in the UA class, only the loop operator corresponding to the hexagons is finite with

$$
\begin{equation*}
P_{\phi_{h}} \propto g_{3}\left(\left(p_{\mathcal{I}}+1\right) \pi\right) \tag{35}
\end{equation*}
$$

The gauge inequivalent Ansätze in this class are as follows:
For $\eta=+1$ with $\phi_{h}=0$ an Ansatz has to obey

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{34}=u_{1 g}^{56}=u_{1 g}^{23}=u_{1 g}^{45}=u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=i \chi_{1 b}^{0} \tau^{0}+\chi_{1 b}^{3} \tau^{3}  \tag{36}\\
& u_{1 r}^{u u^{\prime}}=0
\end{align*}
$$

An appropriate gauge transformation sets $\chi_{1 g}^{0}=0$ and we redefine $\chi_{1 g}^{3}=\chi_{1 g}$. This state is then labeled as UB03 and shown in Fig. 4. Note that for $1 \mathrm{NN} p_{\mathcal{I}}=3$ and $p_{\mathcal{I}}=1$ lead to the same result.

For $\eta=+1$ with $\phi_{h}=\pi$ the Ansätze are

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{34}=u_{1 g}^{56}=-u_{1 g}^{23}=-u_{1 g}^{45}=-u_{1 g}^{61}=\chi_{1 g} \tau^{3}, \\
& u_{1 b}^{u u^{\prime}}=0, \quad u_{1 r}^{u u^{\prime}}=0 . \tag{37}
\end{align*}
$$

We label this state as UB00 where $p_{\mathcal{I}}=0$. Notice that this configuration corresponds to the $\pi$-flux hexagonal plaquette singlet state as shown in Fig. 5. $p_{\mathcal{I}}=2$ gives the same state for 1 NN .

For $\eta=-1$ an Ansatz with $\phi_{h}=\pi$ appears for $p_{\mathcal{I}}=0$ labelled by UB10 and is given by

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{34}=u_{1 g}^{56}=-u_{1 g}^{23}=-u_{1 g}^{45}=-u_{1 g}^{61}=\chi_{1 g} \tau^{3}, \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=i \chi_{1 b}^{0} \tau^{0}+\chi_{1 b}^{3} \tau^{3}, \quad u_{1 r}^{u u^{\prime}}=0, \tag{38}
\end{align*}
$$

and shown in Fig. 6. An Ansatz with $p_{\mathcal{I}}=2$ is gauge equivalent to UB10 for 1 NN .


FIG. 6. Flux pattern for the Ansatz UB10. The green and blue lines denote where the coupling matrices are multiplied by a sign factor -1 . The arrows on the lines denote the orientation of the bonds. With $\eta=-1$ one has a doubling of the unit cell which is enclosed by the dashed lines. The triangles are pierced by nontrivial flux $\phi_{b g}$ which is defined for an anticlockwise rotation. Triangles for which the circulation goes clockwise carry negative flux $-\phi_{b g}$ and here drawn in blue. The hexagons carry a $\pi$ flux.

Ansätze for $\eta=-1$ with $\phi_{h}=0$ appear for $p_{\mathcal{I}}=3$ and are labelled by UB13. The matrices are given by

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{34}=u_{1 g}^{56}=u_{1 g}^{23}=u_{1 g}^{45}=u_{1 g}^{61}=\chi_{1 g} \tau^{3}  \tag{39}\\
& u_{1 b}^{u u^{\prime}}=0, \quad u_{1 r}^{u u^{\prime}}=0
\end{align*}
$$

Such an Ansatz corresponds to the 0-flux hexagonal plaquette singlet state. $p_{\mathcal{I}}=1$ yields the same state for 1 NN . This state is effectively the same as for $\eta=+1$ as the mean-field amplitudes on the blue bonds vanish. Notice that for both, 0 - and $\pi$-flux, hexagonal singlet plaquette Ansätze the IGG is $S U(2)$.

$$
\text { 3. } w_{\mathcal{I}}=0 \text { and } w_{\mathcal{T}}=1(\text { class } U C)
$$

This class is labeled as

$$
\begin{equation*}
\mathrm{UC} n n_{\mathcal{I}} \tag{40}
\end{equation*}
$$

with $n, n_{\mathcal{I}} \in\{0,1\}$. We use the shorthand notation $\eta=$ $g_{3}(n \pi)$ and $\eta_{\mathcal{I}}=g_{3}\left(n_{\mathcal{I}} \pi\right)$. The coupling matrices are determined as

$$
\begin{align*}
& u_{1 g}^{12}=\eta_{\mathcal{I}} u_{1 g}^{23}=u_{1 g}^{34}=\eta_{\mathcal{I}} u_{1 g}^{45}=u_{1 g}^{56}=\eta_{\mathcal{I}} u_{1 g}^{61}=\chi_{1 g} \tau^{3}, \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=\chi_{1 b} \tau^{3}, \quad u_{1 b}^{14}=\eta \eta_{\mathcal{I}}\left(u_{1 b}^{14}\right)^{\dagger} \\
& u_{1 r}^{13}=u_{1 r}^{24}=\eta u_{1 r}^{35}=u_{1 r}^{46}=\eta u_{1 r}^{51}=u_{1 r}^{62}=\chi_{1 r} \tau^{3}, \\
& a_{3}(u) \neq 0, \quad a_{1}, a_{2}=0 \tag{41}
\end{align*}
$$



FIG. 7. Flux pattern $(\pi, *, 0, *, *, \pi)$ for the Ansatz class UC01 given by Eq. (44). The green lines denote where the coupling matrices are multiplied by $\eta_{\mathcal{I}}=-1$.

The spatial dependence is given by

$$
\begin{align*}
& \eta^{N} u_{1 b}^{14}(x+N, y)=u_{1 b}^{14}(x, y) \\
& \eta^{N} u_{1 b}^{36}(x+N, y)=u_{1 b}^{36}(x, y) \\
& \eta^{N} u_{1 r}^{24}(x+N, y)=u_{1 r}^{24}(x, y), \\
& \eta^{N} u_{1 r}^{13}(x+N, y)=u_{1 r}^{13}(x, y),  \tag{42}\\
& \eta^{N} u_{1 r}^{46}(x+N, y)=u_{1 r}^{46}(x, y), \\
& \eta^{N} u_{1 r}^{51}(x+N, y)=u_{1 r}^{51}(x, y),
\end{align*}
$$

while all other bonds are translation invariant. The Ansätze for $\eta=+1$ and $\eta_{\mathcal{I}}=+1$ are

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{23}=u_{1 g}^{34}=u_{1 g}^{45}=u_{1 g}^{56}=u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=\chi_{1 b} \tau^{3}  \tag{43}\\
& u_{1 r}^{13}=u_{1 r}^{24}=u_{1 r}^{35}=u_{1 r}^{46}=u_{1 r}^{51}=u_{1 r}^{62}=\chi_{1 r} \tau^{3} \\
& a_{3}(u) \neq 0, \quad a_{1}, a_{2}=0
\end{align*}
$$

while for $\eta_{\mathcal{I}}=-1$

$$
\begin{align*}
& u_{1 g}^{12}=-u_{1 g}^{23}=u_{1 g}^{34}=-u_{1 g}^{45}=u_{1 g}^{56}=-u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 b}^{u u}=0 \\
& u_{1 r}^{13}=u_{1 r}^{24}=u_{1 r}^{35}=u_{1 r}^{46}=u_{1 r}^{51}=u_{1 r}^{62}=\chi_{1 r} \tau^{3} \\
& a_{3}(u) \neq 0, \quad a_{1}, a_{2}=0 \tag{44}
\end{align*}
$$

In the notation of Eq. (40), the above two states are labelled as UC00 and UC01, respectively. Another way of describing these states is by specifying their flux structures $\left(\phi_{h}, \phi_{t_{1}}, \phi_{t_{2}}, \phi_{t_{3}}, \phi_{t_{4}}, \phi_{r}\right)$. The definition of these different fluxes is shown in Fig. 2. For the two previously discussed


FIG. 8. Flux pattern $(0, *, 0, *, *, \pi)$ for the Ansatz class UC10 given by Eq. (45). The red lines denote where the coupling matrices are multiplied by the sign factor $\eta=-1$. This sign factor leads to a doubled unit cell which is enclosed by the dashed lines.
states this alternative notation leads to $(0,0,0,0,0,0)$ and $(\pi, *, 0, *, *, \pi)$, respectively. The ' $*$ '-symbol indicates the absence of a well defined flux operator of the associated loop. Figure 7 shows the flux pattern of the UC01 class.

The mean-field amplitudes for the $\eta=-1$ Ansatz are given by

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{23}=u_{1 g}^{34}=u_{1 g}^{45}=u_{1 g}^{56}=u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 r}^{13}=u_{1 r}^{24}=-u_{1 r}^{35}=u_{1 r}^{46}=-u_{1 r}^{51}=u_{1 r}^{62}=\chi_{1 r} \tau^{3}  \tag{45}\\
& u_{1 b}^{u u}=0, \quad a_{3}(u) \neq 0, \quad a_{1}, a_{2}=0
\end{align*}
$$

for $\eta_{\mathcal{I}}=+1$. This state is classified as UC10 with the associated flux pattern $(0, *, 0, *, *, \pi)$ which is shown in Fig. 8. In the case that $\eta_{\mathcal{I}}=-1$ one finds

$$
\begin{align*}
& u_{1 g}^{12}=-u_{1 g}^{23}=u_{1 g}^{34}=-u_{1 g}^{45}=u_{1 g}^{56}=-u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=\chi_{1 b} \tau^{3} \\
& u_{1 r}^{13}=u_{1 r}^{24}=-u_{1 r}^{35}=u_{1 r}^{46}=-u_{1 r}^{51}=u_{1 r}^{62}=\chi_{1 r} \tau^{3} \\
& a_{3}(u) \neq 0, \quad a_{1}, a_{2}=0 \tag{46}
\end{align*}
$$

We will call this Ansatz UC11. It features the flux pattern ( $\pi, 0,0,0,0,0$ ) , as depicted in Fig. 9.

$$
\text { 4. } \quad w_{\mathcal{I}}=1 \text { and } w_{\mathcal{T}}=1(\text { class } U D)
$$

Members of this class are labeled as
$\mathrm{UD} n n_{\mathcal{I}}$.


FIG. 9. Flux pattern $(\pi, 0,0,0,0,0)$ for the Ansatz class UC11 given by Eq. (46). The red, blue and green lines denote the bonds in which the coupling matrices are multiplied by a factor -1 . The $\eta=-1$ factor leads to a doubled unit cell which is enclosed by the dashed lines.

The transformation properties of the mean-field amplitudes are
$u_{1 g}^{12}=-\eta_{\mathcal{I}} u_{1 g}^{23}=u_{1 g}^{34}=-\eta_{\mathcal{I}} u_{1 g}^{45}=u_{1 g}^{56}=-\eta_{\mathcal{I}} u_{1 g}^{61}=\chi_{1 g} \tau^{3}$,
$u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=\chi_{1 b} \tau^{3}, \quad u_{1 b}^{14}=-\eta \eta_{\mathcal{I}} u_{1 b}^{14}$,
$u_{1 r}^{13}=-u_{1 r}^{24}=\eta u_{1 r}^{35}=-u_{1 r}^{46}=\eta u_{1 r}^{51}=-u_{1 r}^{62}=\chi_{1 r} \tau^{3}$,
$a_{\mu}(u)=0$.
The spatial dependence is the same as that of the UC-class [see Eq. (42)]. The following Ansätze are for $\eta=+1$ and $\eta_{\mathcal{I}}=+1$

$$
\begin{align*}
& u_{1 g}^{12}=-u_{1 g}^{23}=u_{1 g}^{34}=-u_{1 g}^{45}=u_{1 g}^{56}=-u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 b}^{u u^{\prime}}=0 \\
& u_{1 r}^{13}=-u_{1 r}^{24}=u_{1 r}^{35}=-u_{1 r}^{46}=u_{1 r}^{51}=-u_{1 r}^{62}=\chi_{1 r} \tau^{3} \tag{49}
\end{align*}
$$

The ones corresponding to $\eta_{\mathcal{I}}=-1$ are

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{23}=u_{1 g}^{34}=u_{1 g}^{45}=u_{1 g}^{56}=u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=\chi_{1 b} \tau^{3}  \tag{50}\\
& u_{1 r}^{13}=-u_{1 r}^{24}=u_{1 r}^{35}=-u_{1 r}^{46}=u_{1 r}^{51}=-u_{1 r}^{62}=\chi_{1 r} \tau^{3}
\end{align*}
$$

UD00 and UD01 denote the two states above with their associated flux structures presented in Fig. 10 and Fig. 11, respectively.


FIG. 10. Flux pattern for the Ansatz class UD00 given by Eq. (49). The red and green lines denote where the coupling matrices are multiplied by sign factors.


FIG. 11. Flux pattern for the Ansatz class UD01 given by Eq. (50). The red lines denote where the coupling matrices are multiplied by -1 .

In the case of $\eta=-1$ the Ansätze for $\eta_{\mathcal{I}}=+1$ are
$u_{1 g}^{12}=-u_{1 g}^{23}=u_{1 g}^{34}=-u_{1 g}^{45}=u_{1 g}^{56}=-u_{1 g}^{61}=\chi_{1 g} \tau^{3}$,
$u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=\chi_{1 b} \tau^{3}$,
$u_{1 r}^{13}=-u_{1 r}^{24}=-u_{1 r}^{35}=-u_{1 r}^{46}=-u_{1 r}^{51}=-u_{1 r}^{62}=\chi_{1 r} \tau^{3}$,


FIG. 12. Flux pattern for the Ansatz class UD10 given by Eq. (51). The red and green lines denote where the coupling matrices are multiplied by sign factors. The dashed lines enclose the doubled unit cell.
while those belonging to $\eta_{\mathcal{I}}=-1$ are

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{23}=u_{1 g}^{34}=u_{1 g}^{45}=u_{1 g}^{56}=u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 b}^{u u^{\prime}}=0 \\
& u_{1 r}^{13}=-u_{1 r}^{24}=-u_{1 r}^{35}=-u_{1 r}^{46}=-u_{1 r}^{51}=-u_{1 r}^{62}=\chi_{1 r} \tau^{3} . \tag{52}
\end{align*}
$$

These states are labelled as UD10 (flux structure shown in Fig. 12) and UD11 (flux structure shown in Fig. 13), respectively.

| Label | 1 NN |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | $u_{1 g}$ | $u_{1 b}$ |  |  |
|  |  |  |  |  |
|  | $\chi_{1 g} \tau^{3}+\Delta_{1 g} \tau^{1}$ | $\chi_{1 b} \tau^{3}+\Delta_{1 b} \tau^{1}$ | $\chi_{1 r} \tau^{3}+\Delta_{1 r} \tau^{1}$ | $\tau^{3}$ |
|  | $\chi_{1 g} \tau^{3}+\Delta_{1 g} \tau^{1}$ | 0 | $\chi_{1 r} \tau^{3}+\Delta_{1 r} \tau^{1}$ | $\tau^{3}$ |
| $Z 1002$ | $\chi_{1 g} \tau^{3}+\Delta_{1 g} \tau^{1}$ | 0 | $\chi_{1 r} \tau^{3}+\Delta_{1 r} \tau^{1}$ | $\tau^{3}$ |
| $Z 1102$ | $\chi_{1 g} \tau^{3}+\Delta_{1 g} \tau^{1}$ | $\chi_{1 b} \tau^{3}+\Delta_{1 b} \tau^{1}$ | $\chi_{1 r} \tau^{3}+\Delta_{1 r} \tau^{1}$ | $\tau^{3}$ |
| $Z 0012$ | $i \chi_{1 g} \tau^{0}+\Delta_{1 g} \tau^{2}$ | $\Delta_{1 b} \tau^{2}$ | $\chi_{1 r} \tau^{3}+\Delta_{1 r} \tau^{1}$ | $\tau^{3}$ |
| $Z 0112$ | $i \chi_{1 g} \tau^{0}+\Delta_{1 g} \tau^{2}$ | $i \chi_{1 b} \tau^{0}$ | $\chi_{1 r} \tau^{3}+\Delta_{1 r} \tau^{1}$ | $\tau^{3}$ |
| $Z 1012$ | $i \chi_{1 g} \tau^{0}+\Delta_{1 g} \tau^{2}$ | $i \chi_{1 b} \tau^{0}$ | $\chi_{1 r} \tau^{3}+\Delta_{1 r} \tau^{1}$ | $\tau^{3}$ |
| $Z 1112$ | $i \chi_{1 g} \tau^{0}+\Delta_{1 g} \tau^{2}$ | $\Delta_{1 b} \tau^{2}$ | $\chi_{1 r} \tau^{3}+\Delta_{1 r} \tau^{1}$ | $\tau^{3}$ |

TABLE II. First nearest-neighbor symmetric $\mathbb{Z}_{2}$ mean-field Ansätze as they are classified in the main text. The allowed mean-field amplitudes for the three symmetry inequivalent bonds are listed for each class, together with the allowed onsite terms.


FIG. 13. Flux pattern for the Ansatz class UD11 given by Eq. (52). The red and green lines denote where the coupling matrices are multiplied by sign factors. The dashed lines enclose the enlarged unit cell.

## B. $\mathbb{Z}_{2}$ mean-field Ansätze

All the Ansätze with $\mathrm{IGG} \simeq \mathbb{Z}_{2}$ have been listed in Table II. The corresponding sign structures, depicted in Fig. 14, are given as

$$
\begin{align*}
& u_{1 g}^{12}=\eta_{\mathcal{I}} u_{1 g}^{23}=u_{1 g}^{34}=\eta_{\mathcal{I}} u_{1 g}^{45}=u_{1 g}^{56}=\eta_{\mathcal{I}} u_{1 g}^{61}=u_{1 g} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=u_{1 b}  \tag{53}\\
& u_{1 r}^{13}=u_{1 r}^{24}=\eta u_{1 r}^{35}=u_{1 r}^{46}=\eta u_{1 r}^{51}=u_{1 r}^{62}=u_{1 r} .
\end{align*}
$$

The spatial dependence is the same as for the UC and UD classes [see Eq. (42)]. We adopt the following labelling scheme for the $\mathbb{Z}_{2}$ Ansätze:

$$
\begin{equation*}
Z \eta \eta_{\mathcal{I}} \eta_{\mathcal{T} \mathcal{I}} \gamma \tag{54}
\end{equation*}
$$

Here, we denote the positive signs of the $\eta$-parameters by ' 0 ' and the negative by ' 1 ' accordingly. The $\gamma$ label corresponds to the representation of time-reversal, i.e., $g_{\mathcal{T}} \propto \tau^{\gamma}$.

The first four Ansätze in the Table II correspond to a homogeneous representation of time-reversal $G_{\mathcal{T}}(x, y, u)=i \tau^{2}$. Notice that the $\mathbb{Z}_{2}$ state labelled by $Z 0002$ belongs to the non-projective class, i.e., the linear representation of the space group with uniform real hopping and $s$-wave pairing. From the given structures of these four Ansätze one sees the connection to their parent $U(1)$ states which is highlighted in Fig. 15. Z0002, Z0102, Z1002 and Z1102 appear in the vicinity of the $U(1)$-Ansätze labelled by UC00, UC01, UC10 and UC11, respectively.

The next four $\mathbb{Z}_{2}$ Ansätze contain a site dependent representation of time-reversal $G_{\mathcal{T}}(x, y, u)=(-1)^{u+1} i \tau^{2}$. The
connection to the parent $U(1)$ states is not apparent here but it can be established by using appropriate gauge transformations. Let us consider the Ansatz labelled by Z0012. First all pairing terms have to be set equal to zero $\Delta_{1 g}=0$, $\Delta_{1 b}=0$ and $\Delta_{1 r}=0$ which restores the continuous $U(1)$ symmetry. Then, using a gauge transformation of the form $W(x, y, u)=-i \tau^{3} \delta_{\bmod (u, 2), 0}$ transforms it into UC01. On the other hand, it transforms into UD01 if one uses a gauge transformation of the form $W(x, y, u)=i \tau^{1} \delta_{\bmod (u, 2), 0}$ which sets $\chi_{1 g}=0$. Therefore, UC01 and UD01 share the same $\mathbb{Z}_{2}$ descendant given by Z0012. Similarly, one can verify that UC00 and UD00 descent to Z0112, UC11 and UD11 to Z1012, and UC10 and UD10 to Z1112. Finally, for $G_{\mathcal{T}}(x, y, u)=(-1)^{u+1} \tau^{0}, \mathbb{Z}_{2}$ Ansätze with first nearest neighbour amplitudes cannot be realized.

## VI. SPINON BANDS, DYNAMICAL AND STATIC SPIN STRUCTURE FACTORS

In this section, we summarize the properties of the spinon excitation spectrum and dynamical structure factors of different $U(1)$ Ansätze. We adopt the gauge choice given in Sec. V A. In Fig. 16, we present the spinon spectrum obtained upon fixing the magnitude of the symmetry allowed first-neighbor hoppings equal to unity, and all further neighbor hoppings fixed to zero. We plot the energy along the high symmetry path, which is $\Gamma \rightarrow M \rightarrow K \rightarrow \Gamma$ of the first Brillouin zone [green hexagon in Fig. 2(b)] for the Ansätze realizable in a single unit cell and $\Gamma \rightarrow X \rightarrow M \rightarrow Y \rightarrow \Gamma \rightarrow M$ of the reduced Brillouin zone [yellow rectangle in Fig. 2(b)] for the Ansätze realizable in a doubled unit cell.

- UC00: This state is described by uniform hopping pattern and thus its spectrum is that of the maple-leaf lattice band structure [11]. This state has a Dirac point at the center of the Brillouin zone [Fig. 16(a)]. However, the presence of the Dirac like dispersion is an artifact of fixing all first-neighbor hoppings to one. In general, for other choices of hoppings the spectrum can be gapped or feature a Fermi surface.
- UC01: The spectrum consists of three doubly degenerate bands [Fig.16(b)]. The Fermi level is such that the lower half of the middle band is filled which gives rise to a Fermi surface.
- UD00: A nodal Fermi surface is observed in this Ansatz [Fig. 16(e)]. However, this is not a robust generic property as it gets gapped out upon varying the hopping amplitudes.
- UD11: This state consists of quasi-flat bands and features a nodal Fermi surface [Fig. 16(h)] for the given choice of parameters. It can nonetheless be completely gapped out for other choices of hopping amplitudes.
- UC10, UC11, UD01, UD10, UB03, and UB10: These states comprise of gapped excitations for a generic choices of hopping parameters, however, among these


FIG. 14. Transformation pattern for the first neighbor bonds. The labeling convention is that site 1 sits at the twelve o'clock position and increases counterclockwise (cfr Fig. 1). The form of the independent Ansatz matrices $u_{1 g}^{12}, u_{1 b}^{14}$ and $u_{1 r}^{13}$ for the $\mathbb{Z}_{2}$ states is given in Table IV and their transformation rules are depicted in (a), (b), and (c), respectively. Different shadings of the color encode the different phase factors $\eta, \eta_{\mathcal{I}}$ and their products.

## UA, UB



FIG. 15. Different PSG classes and the connection between the parent $U(1)$ and their descendent $\mathbb{Z}_{2}$ states.
the UB03 Ansatz shows Dirac dispersion for some choices of hopping parameters.

Further characterization can be made by studying the spinspin correlations via the spin structure factors. Here, we con-
sider both the dynamical and equal-time structure factors, and for the latter also assess the impact of Gutzwiller projection. We first discuss the dynamical structure factor (DSF) as defined in Eq. (G1) [see Appendix G for details]. In Fig. 17, we show the DSF for different $U(1)$ Ansätze along the high symmetry directions $\Gamma \rightarrow M^{\prime} \rightarrow K^{\prime} \rightarrow \Gamma$ of the extended Brillouin zone. For the UC00 state [see Fig. 17(a)], we notice the appearance of low-energy intensity around the $\Gamma$-point which is expected due to the presence of a Dirac point. In addition, there appear two principal dispersive variations in intensity. Among these, the dispersive continuum at lower energy occurs due to the scattering process from the three filled bands to the first empty band, while the intensity variation at higher energy is due the scattering from the filled bands to the dispersive uppermost empty band. For the UC01 state [see Fig. 17(b)], the dome like variation at lower energies is due to the contribution from excitations near the Fermi surface. Besides, there appears a flat strong intensity ontinuum at higher energies on a diffuse low intensity background, and this can be ascribed to scattering processes between the lowest (filled) mode and the highest (empty) mode. As the UC10 state consists of all quasi-flat modes, this reflects in the observed flat continuum [see Fig. 17(c)]. Similar inferences can be drawn for UC11, UD10 and UD11, shown in Figs. 17(d), (g) and (h), respectively. However, due to the presence of few dispersive modes above and below the Fermi level, a very low intensity diffusive background can be noted for UC11. For UD11, the remnant finite intensity down to zero energy at the $\Gamma$ point is due to the excitations around the Fermi surface. Similar consequence of the nodal Fermi surface can also be found in case of UD00 state [see Fig. 17(e)]. Here, the horizontal intensities at $\omega \approx 3,4.5,6$, are due to the excitations between the quasi-flat bands in the segment $\overline{M K}$.

While the calculation of the DSF is performed at the meanfield level given the numerical complexities involved, one can still assess the effects of gauge fluctuations beyond mean-field


FIG. 16. Spinon band structures for the different $U(1)$ Ansätze with nearest neighbor hoppings only, corresponding to the gauge shown in the manuscript figures. The magnitude of the symmetry allowed hoppings is set to one. The gray line marks the Fermi level.
in the equal-time (frequency integrated) structure factor which is given by

$$
\begin{equation*}
S(\mathbf{k})=\frac{1}{N_{s}} \sum_{i, j} e^{i \mathbf{k} \cdot\left(\mathbf{r}_{i}-\mathbf{r}_{j}\right)}\langle\Psi| \hat{\mathbf{S}}_{i} \cdot \hat{\mathbf{S}}_{j}|\Psi\rangle \tag{55}
\end{equation*}
$$

Here, the wave function $|\Psi\rangle$ is defined by Gutzwillerprojecting the fermionic wave function to spin space, i.e., enforcing single fermionic occupation of each lattice sites. The Gutzwiller projection is treated numerically by means of a suitable Monte Carlo framework [80]. The results obtained with and without projection are compared in Fig. 18 and 19 for the various $U(1)$ Ansätze. The unprojected $S(\mathbf{k})$ show a rather featureless ring of intensity encircling the extended Brillouin zone. The effects of gauge fluctuations introduced by the Gutzwiller projection are pronounced and one observes the appearance of well-defined momentum modulated features in the projected structure factors. These are triangulated patterns
around the $K^{\prime}$ points, featuring either a homogeneous intensity distribution or soft maxima at the triangular vertices. This pattern is qualitatively similar to that of the dimerized hexagonal singlet state of Ref. [18]. It is interesting to note that the projected $S(\mathbf{k})$ of the UC01 state most closely resembles that obtained from a recent pf-FRG calculation [16] within the QSL phase, possibly hinting at the UC01 Fermi surface state providing a description of the spin liquid nature. Other states with similar structure factors are gapped $U(1)$ QSLs and therefore unstable [81]. A generic feature of all Ansätze is the absence of pinch points in their projected $S(\mathbf{k})$ in contrast to the Dirac spin liquid on the kagome lattice [58].

## VII. DISCUSSION AND OUTLOOK

In this work we have performed a projective symmetry group classification of spin- $1 / 2$ symmetric quantum spin liquids with different gauge groups on the maple-leaf lattice. Employing the Abrikosov fermion representation we obtain $17 U(1)$ and $12 \mathbb{Z}_{2}$ distinct PSGs. The restriction of meanfield Ansätze to short-range (first-neighbor) singlet amplitudes, of relevance to concerned models, leads to only 12 $U(1)$ and $8 \mathbb{Z}_{2}$ distinct phases. In light of recent numerical studies pointing to QSL ground states in extended $S=1 / 2$ Heisenberg models on the maple-leaf lattice, our classification thus sets the stage for future works aimed at characterizing their precise microscopic nature. The Gutzwiller projected static structure factors for the different variational states could be compared to those obtained from unconstrained numerical approaches to narrow down and identify promising candidate ground states. Subsequently, it would be worthwhile to perform a variational Monte Carlo study towards optimizing the corresponding Gutzwiller projected wave functions and assess the energetic competitiveness of the $U(1)$ and $\mathbb{Z}_{2}$ states for Hamiltonian parameter regimes displaying QSL ground states. The evidence of a $U(1)$ Dirac spin liquid ground state on the triangular lattice $[6,7]$ and on its $1 / 4$-site depleted version, the kagome lattice [2,3], poses the interesting question concerning the potential stability of the Dirac state under a periodic site depletion. Viewed from this perspective, it would be interesting to gauge its stability on the maple-leaf lattice which is an intermediate depletion density, being a $1 / 5$-site depletion of the triangular lattice. An alternate treatment of these Ansätze would be their analysis within the pseudo-fermion functional renormalization group framework [82] by using the low-energy effective vertex functions (instead of the bare couplings) within a self-consistent Focklike mean-field scheme to compute low-energy theories for emergent spinon excitations [83, 84]. Within the parameter space of nearest-neighbor couplings, a QSL has been located between magnetic and dimer orders, which fuels the speculation of its possible origin from a proximate deconfined quantum critical point, and the scenario of a gapless spin liquid as a plausible candidate. Furthermore, since Ref. [20] reports nonmagnetic behavior arising from quantum melting of noncoplanar orders in a $S=1 / 2 J_{1}-J_{2}-J_{3}$ Heisenberg model, it would be important to extend the current analysis to classify


FIG. 17. Dynamical structure factor plotted along the high-symmetry path [see Fig. 2(b)] in the extended Brillouin zone for a system size of $14 \times 14 \times 6$ sites, where all symmetry allowed first-neighbor hopping amplitudes are set to one, and farther neighbors to zero.


FIG. 18. Equal-time spin structure factors of the UB and UC states (with all symmetry allowed hopping amplitudes set to one), as obtained with the unprojected and projected fermionic wave functions within VMC. The color plot shows the isotropic structure factor $\mathrm{S}(\mathbf{k})$ in the $\boldsymbol{k}_{x}-\boldsymbol{k}_{y}$ plane. The momenta are in units of $2 \pi$. The results have been obtained on a $6 \times 12 \times 12(=864)$-site finite cluster with all the symmetries of the lattice. The red hexagons with solid (dashed) lines delimits the first (extended) Brillouin zones.


FIG. 19. Equal-time spin structure factors of the UD states (with all symmetry allowed hopping amplitudes are set to one), as obtained with the unprojected and projected fermionic wave functions within VMC. The color plot shows the isotropic structure factor $\mathbf{S}(\mathbf{k})$ in the $\boldsymbol{k}_{x}-\boldsymbol{k}_{y}$ plane. The momenta are in units of $2 \pi$. The results have been obtained on a $6 \times 12 \times 12(=864)$-site finite cluster with all the symmetries of the lattice. The red hexagons with solid (dashed) lines delimits the first (extended) Brillouin zones.
chiral spin liquids. Given the recent reporting of QSL behavior in a model featuring mixed ferro- and antiferromagnetic couplings [18], the incorporation of symmetry allowed triplet fields in the projected wave functions would prove essential to accurately capture the ground state behavior. Finally, it would be interesting to identify the respective parent QSLs whose potential instabilities yield the plethora of dimer orders that have been reported in the generalized parameter space of the nearest-neighbor Heisenberg model.
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## Appendix A: Generic gauge conditions

The algebraic conditions Eqs. (11)-(19) written in terms of PSG representations yield

$$
\begin{align*}
& G_{T_{1}}(x, y, u) G_{T_{2}}(x-1, y, u) \\
& G_{T_{1}}^{-1}(x, y-1, u) G_{T_{2}}^{-1}(x, y, u)=e^{i \theta \tau^{3}} / \eta \tau^{0}  \tag{A1}\\
& G_{\mathcal{I}}(x, y, u) G_{\mathcal{I}}(-x,-y, \mathcal{I}(u))=e^{i \theta_{\mathcal{I}} \tau^{3}} / \eta_{\mathcal{I}} \tau^{0}  \tag{A2}\\
& G_{T_{1}}^{-1}(x+1, y, u) G_{\mathcal{I}}(x+1, y, u) \\
& G_{T_{1}}^{-1}(-x,-y, \mathcal{I}(u)) G_{\mathcal{I}}^{-1}(x, y, u)=e^{i \tilde{\theta}_{\mathcal{I}} \tau^{3}} / \eta_{\mathcal{I}_{x}} \tau^{0}  \tag{A3}\\
& G_{T_{2}}^{-1}(x, y+1, u) G_{\mathcal{I}}(x, y+1, u) \\
& G_{T_{2}}^{-1}(-x,-y, \mathcal{I}(u)) G_{\mathcal{I}}^{-1}(x, y, u)=e^{i \theta_{\mathcal{I}} \tau^{3}} / \eta_{\mathcal{I}_{y}} \tau^{0}  \tag{A4}\\
& G_{R}(x, y, u) G_{R}\left(y-x,-x, R^{2}(u)\right) \\
& G_{R}(-y, x-y, R(u))=e^{i \theta_{R} \tau^{3}} / \eta_{R} \tau^{0}  \tag{A5}\\
& G_{R}^{-1}(-y, x-y, R(u)) G_{T_{1}}(-y, x-y, R(u)) \\
& G_{R}(-y-1, x-y, R(u)) \\
& G_{T_{1}}(x+1, y+1, u) G_{T_{2}}(x, y+1, u)=e^{i \theta_{R_{x}} \tau^{3}} / \eta_{R_{x}} \tau^{0} \\
& \text { (A6) }^{-1}(-y, x-y, R(u)) G_{T_{2}}^{-1}(-y, x-y+1, R(u))  \tag{A6}\\
& G_{R}(-y, x-y+1, R(u)) G_{T_{1}}(x+1, y, u)=e^{i \theta_{R_{y}} \tau^{3}} / \eta_{R_{y}} \tau^{0} \\
& \text { (A5) } \\
& G_{R}^{-1}(-y, x-y, R(u)) G_{\mathcal{I}}(-y, x-y, R(u))  \tag{A8}\\
& G_{R}(y, y-x, R \mathcal{I}(u)) G_{\mathcal{I}}(-x .-y, \mathcal{I}(u))=e^{i \theta_{R \mathcal{I}} \tau^{3}} / \eta_{R \mathcal{I}} \tau^{0}  \tag{r}\\
& G_{\mathcal{T}}(x, y, u) G_{\mathcal{O}}(x, y, u)  \tag{A9}\\
& G_{\mathcal{T}}^{-1}\left(O^{-1}(x, y, u)\right) G_{\mathcal{O}}^{-1}(x, y, u)=e^{i \theta_{\mathcal{T O}} \tau^{3}} / \eta_{\mathcal{T} \mathcal{O} \tau^{0}}^{\text {(A} 9)}  \tag{A10}\\
& {\left[G_{\mathcal{T}}(x, y, u)\right]^{2}=e^{i \theta_{\mathcal{T} \tau^{3}}} / \eta_{\mathcal{T} \tau^{0}}} \tag{A7}
\end{align*}
$$

where on the right-hand side of the equations the entry corresponds to the $U(1)$ extension and the second entry denotes the $\mathbb{Z}_{2}$ case.

## Appendix B: $U(1)$ PSG

The canonical form of a $U(1)$ Ansatz is given by,

$$
\begin{equation*}
u_{i j}=i \operatorname{Im} \chi_{i j} \tau^{0}+\operatorname{Re} \chi_{i j} \tau^{3} \tag{B1}
\end{equation*}
$$

Correspondingly, the loop operators take the form $P_{C}=$ $u_{i j} u_{j k} \ldots u_{l i}=e^{i \xi \tau^{3}} \equiv g_{3}(\xi)$. The structure of the gauge transformation which keeps the canonical form intact is

$$
\begin{equation*}
G_{\mathcal{O}}(x, y, u)=g_{3}\left(\phi_{\mathcal{O}}(x, y, u)\right)\left(i \tau^{1}\right)^{w_{\mathcal{O}}} \tag{B2}
\end{equation*}
$$

where $w_{\mathcal{O}}$ can take values 0,1 and $\mathcal{O} \in\left\{T_{1}, T_{2}, R, \mathcal{I}, \mathcal{T}\right\}$.

## 1. Lattice Symmetries

For $\mathcal{O} \in\left\{T_{1}, T_{2}\right\}$, there are three cases (i): $\left(w_{T_{1}}, w_{T_{2}}\right)=$ $(0,0)$, (ii): $\left(w_{T_{1}}, w_{T_{2}}\right)=(1,0)$ and (iii): $\left(w_{T_{1}}, w_{T_{2}}\right)=$ $(1,1)$. The cases (ii) and (iii) can not satisfy Eq. (A7) and

Eq. (A6), respectively. Therefore, we need to consider only case (i), i.e., $w_{T_{1}}=w_{T_{2}}=0$. Using the local gauge freedom one can choose

$$
\begin{equation*}
\phi_{T_{1}}(x, 0, u)=\phi_{T_{2}}(x, y, u)=0 . \tag{B3}
\end{equation*}
$$

Using this, Eq. (A1) gives

$$
\begin{equation*}
G_{T_{1}}=g_{3}(y \theta), G_{T_{2}}=\tau^{0} \tag{B4}
\end{equation*}
$$

Let us now define $\Delta_{i} \phi_{\mathcal{O}}(x, y, u)=\phi_{\mathcal{O}}(x, y, u)-$ $\phi_{\mathcal{O}}\left[T_{i}^{-1}(x, y, u)\right]$. With this definition and Eq. (B4) we can recast Eq. (A3) and Eq. (A4) as

$$
\begin{align*}
& \Delta_{1} \phi_{\mathcal{I}}(x, y, u)=\tilde{\theta}_{\mathcal{I}}+\left(1-(-1)^{w_{\mathcal{I}}}\right) y \theta  \tag{B5}\\
& \Delta_{2} \phi_{\mathcal{I}}(x, y, u)=\theta_{\mathcal{I}_{y}}
\end{align*}
$$

Generally, all solutions must obey the following consistency relation

$$
\begin{align*}
\Delta_{1} \phi_{\mathcal{O}}(x, y, u) & +\Delta_{2} \phi_{\mathcal{O}}\left[T_{1}^{-1}(x, y, u)\right] \\
& =\Delta_{2} \phi_{\mathcal{O}}(x, y, u)+\Delta_{1} \phi_{\mathcal{O}}\left[T_{2}^{-1}(x, y, u)\right] \tag{B6}
\end{align*}
$$

For $\mathcal{O}=\mathcal{I}$ and insertion of Eq. (B5) in the above relation yields

$$
\begin{equation*}
\left(1-(-1)^{w_{\mathcal{I}}}\right) \theta=0 \tag{B7}
\end{equation*}
$$

which means for $w_{\mathcal{I}}=1$ we have $2 \theta=0$. Note that there is no constraint on $\theta$ for $w_{\mathcal{I}}=0$. Substituting this back in Eq. (B5), we obtain the following solution for $\phi_{\mathcal{I}}$

$$
\begin{equation*}
\phi_{\mathcal{I}}(x, y, u)=x \tilde{\theta}_{\mathcal{I}}+y \theta_{\mathcal{I}_{y}}+\rho_{\mathcal{I}}(u) \tag{B8}
\end{equation*}
$$

where $\rho_{\mathcal{I}}(u)=\phi_{\mathcal{I}}(0,0, u)$. Using this solution (B8) in Eq. (A2) gives

$$
\begin{align*}
& \rho_{\mathcal{I}}(u)+(-1)^{w_{\mathcal{I}}} \rho_{\mathcal{I}}(\mathcal{I}(u))=\theta_{\mathcal{I}} \\
& \left(1+(-1)^{w_{\mathcal{I}}}\right) \tilde{\theta}_{\mathcal{I}}=\left(1+(-1)^{w_{\mathcal{I}}}\right) \theta_{\mathcal{I}_{y}}=0 \tag{B9}
\end{align*}
$$

which implies $2 \tilde{\theta}_{\mathcal{I}}=2 \theta_{\mathcal{I}_{y}}=0$ for $w_{\mathcal{I}}=1$, while there is no constraint on $\theta$ for $w_{\mathcal{I}}=0$. From Eq. (A6) and Eq. (A7) one obtains relations similar to Eq. (B5)

$$
\begin{align*}
& \Delta_{1} \phi_{R}(x, y, u)=y \theta+(-1)^{w_{R}}\left((1-x) \theta-\theta_{R_{x}}\right)  \tag{B10}\\
& \Delta_{2} \phi_{R}(x, y, u)=(-1)^{w_{R}}\left(x \theta+\theta_{R_{y}}\right)
\end{align*}
$$

The consistency condition (B6) for $\mathcal{O}=R$ imposes the following restriction on $\theta$

$$
\begin{equation*}
\left(1-(-1)^{w_{R}}\right) \theta=0 \tag{B11}
\end{equation*}
$$

which means for $w_{R}=1,2 \theta=0$, while there is again no constraint on $\theta$ for $w_{R}=0$. Substituting this in Eq. (B10), yields the following solution for $\phi_{R}$

$$
\begin{align*}
\phi_{R}(x, y, u) & =x\left[y-\frac{(-1)^{w_{R}}}{2}(x-1)\right] \theta  \tag{B12}\\
& -(-1)^{w_{R}}\left(x \theta_{R_{x}}-y \theta_{R_{y}}\right)+\rho_{R}(u)
\end{align*}
$$

Notice that $w_{R}=1$ does not satisfy Eq. (A5). Furthermore, Eq. (A5) gives the following condition for $w_{R}=0$

$$
\begin{equation*}
\rho_{R}(u)+\rho_{R}\left(R^{2}(u)\right)+\rho_{R}(R(u))=\theta_{R} \tag{B13}
\end{equation*}
$$

Under a local gauge transformation $W(x, y, u)$, the projective representation $G_{\mathcal{O}}$ transforms as $G_{\mathcal{O}}(x, y, u) \rightarrow$ $W^{\dagger}(x, y, u) G_{\mathcal{O}}(x, y, u) W\left[\mathcal{O}^{-1}(x, y, u)\right]$. A local gauge transformation of the form

$$
\begin{equation*}
W(x, y, u)=g_{3}\left(x \xi_{x}+y \xi_{y}\right) \tag{B14}
\end{equation*}
$$

does not change the structure of the $G_{T_{i}}$ besides a negligible global phase which has no consequence on the Ansätze. It will, however, modify the phases $\theta_{R_{x}}, \theta_{R_{y}}, \tilde{\theta}_{\mathcal{I}}$ and $\theta_{\mathcal{I}_{y}}$ such that we can use a suitable choice to set

$$
\begin{equation*}
\theta_{R_{x}}=\theta_{R_{y}}=0 \tag{B15}
\end{equation*}
$$

Then Eq. (A8) yields
for $w_{\mathcal{I}}=0$ :
$\tilde{\theta}_{\mathcal{I}}=\theta_{\mathcal{I} y}=\frac{1}{3}(\theta+2 \pi p), p=0,1,2$.
and for $w_{\mathcal{I}}=1$ :
$\tilde{\theta}_{\mathcal{I}}=\theta_{\mathcal{I} y}=\theta$,
$\rho_{\mathcal{I}}(u)-\rho_{R}(u)+(-1)^{w_{\mathcal{I}}}\left(\rho_{\mathcal{I}}\left(\mathcal{I} R^{-1}(u)\right)+\rho_{R}(\mathcal{I}(u))\right)=\theta_{R \mathcal{I}}$.

Inserting Eq. (B16) and Eq. (B17), the solution for $\phi_{\mathcal{I}}$ can be rewritten as
$\phi_{\mathcal{I}}(x, y, u)=\frac{1}{3}(\theta+2 \pi p)(x+y) \delta_{w_{\mathcal{I}}, 0}+\theta(x+y) \delta_{w_{\mathcal{I}}, 1}+\rho_{\mathcal{I}}(u)$.
(B19)
Furthermore, we are left with a sublattice-dependent gauge transformation of the form

$$
\begin{equation*}
W(x, y, u)=g_{3}\left(\xi_{u}\right) \tag{B20}
\end{equation*}
$$

Under such a transformation $\rho_{R, u}$ transforms for $u \in\{1,3,5\}$ as

$$
\begin{align*}
& \tilde{\rho}_{R}(1)=-\xi_{1}+\rho_{R}(1)+\xi_{5} \\
& \tilde{\rho}_{R}(3)=-\xi_{3}+\rho_{R}(3)+\xi_{1}  \tag{B21}\\
& \tilde{\rho}_{R}(5)=-\xi_{5}+\rho_{R}(5)+\xi_{3}
\end{align*}
$$

We choose $\xi_{1}, \xi_{3}$ and $\xi_{5}$ such that $\tilde{\rho}_{R}(1)=\tilde{\rho}_{R}(3)=\tilde{\rho}_{R}(5)=$ $\rho_{R}$. This requires

$$
\begin{align*}
& \xi_{1}=\rho_{R}(1)+\xi_{5}-\rho_{R} \\
& \xi_{3}=\rho_{R}(1)+\rho_{R}(3)+\xi_{5}-2 \rho_{R}  \tag{B22}\\
& 3 \rho_{R}=\rho_{R}(1)+\rho_{R}(3)+\rho_{R}(5)
\end{align*}
$$

Substituting Eq. (B13) in the last condition of the above equations, gives $3 \rho_{R}=\theta_{R}$ which implies

$$
\begin{equation*}
\rho_{R}=\frac{1}{3}\left(\theta_{R}+2 \pi p_{R}\right), \text { with } p_{R}=0,1,2 . \tag{B23}
\end{equation*}
$$

One can fix $\tilde{\rho}_{R}(2)=\tilde{\rho}_{R}(4)=\tilde{\rho}_{R}(6)=\rho_{R}$ similarly by the following choices

$$
\begin{align*}
& \xi_{2}=\rho_{R}(2)+\xi_{6}-\rho_{R} \\
& \xi_{4}=\rho_{R}(4)+\rho_{R}(2)+\xi_{6}-2 \rho_{R} \tag{B24}
\end{align*}
$$

Note that we are still left with unfixed $\xi_{5}$ and $\xi_{6}$. With a suitable gauge choice, one can set $\rho_{\mathcal{I}}(1)=0$. Let us fix the other $\rho_{\mathcal{I}}(u)$ separately for $w_{\mathcal{I}}=0$ and $w_{\mathcal{I}}=1$ :

$$
\text { a. } \quad w_{\mathcal{I}}=0
$$

In this case, using Eq. (B23), the relations given in Eq. (B9) and Eq. (B18) are rewritten as

$$
\begin{align*}
& \rho_{\mathcal{I}}(u)+\rho_{\mathcal{I}}(\mathcal{I}(u))=\theta_{\mathcal{I}} \\
& \rho_{\mathcal{I}}(u)+\rho_{\mathcal{I}}\left(\mathcal{I} R^{-1}(u)\right)=\theta_{R \mathcal{I}} \tag{B25}
\end{align*}
$$

These two relations lead to

$$
\begin{align*}
& \rho_{\mathcal{I}}(1)=\rho_{\mathcal{I}}(3)=\rho_{\mathcal{I}}(5)=0  \tag{B26}\\
& \rho_{\mathcal{I}}(2)=\rho_{\mathcal{I}}(4)=\rho_{\mathcal{I}}(6)=\theta_{\mathcal{I}}
\end{align*}
$$

b. $\quad w_{\mathcal{I}}=1$

In this case, using Eq. (B23), the relations given by Eq. (B9) and Eq. (B18) are rewritten as

$$
\begin{align*}
& \rho_{\mathcal{I}}(u)-\rho_{\mathcal{I}}(\mathcal{I}(u))=\theta_{\mathcal{I}}, \\
& \rho_{\mathcal{I}}(u)-\rho_{\mathcal{I}}\left(\mathcal{I} R^{-1}(u)\right)=\theta_{R \mathcal{I}}+2 \rho_{R} . \tag{B27}
\end{align*}
$$

leading to

$$
\begin{equation*}
\rho_{\mathcal{I}}(u)=\frac{p_{\mathcal{I}}(u-1) \pi}{3}, \text { with } p_{\mathcal{I}}=1,2,3 . \tag{B28}
\end{equation*}
$$

This completes the gauge fixing procedure of the lattice group operations.

## 2. Time-reversal

We proceed in finding the PSG solutions for time-reversal symmetry. Using Eq. (A9) with $\mathcal{O} \in\left\{T_{1}, T_{2}\right\}$, one gets

$$
\begin{align*}
& \Delta_{1} \phi_{\mathcal{T}}(x, y, u)=\theta_{\mathcal{T}_{x}}+\left[1-(-1)^{w_{\mathcal{T}}}\right] y \theta \\
& \Delta_{2} \phi_{\mathcal{T}}(x, y, u)=\theta_{\mathcal{T}_{y}} \tag{B29}
\end{align*}
$$

The consistency condition (B6) for $\mathcal{O}=\mathcal{T}$ gives

$$
\begin{equation*}
\left[1-(-1)^{w \mathcal{T}}\right] \theta=0 \tag{B30}
\end{equation*}
$$

which implies for $w_{\mathcal{T}}=1$ that $2 \theta=0$. A solution for $G_{\mathcal{T}}$ can be obtained from Eq. (B29) as

$$
\begin{equation*}
\phi_{\mathcal{T}}(x, y, u)=x \theta_{\mathcal{T}_{x}}+y \theta_{\mathcal{T}_{y}}+\rho_{\mathcal{T}}(u) \tag{B31}
\end{equation*}
$$

Let us consider the remaining conditions for $w_{\mathcal{T}}=0$ and $w_{\mathcal{T}}=1$ separately:

$$
\text { a. } \quad w_{\mathcal{T}}=0
$$

In this case, Eq. (A10) yields

$$
\begin{equation*}
2 \theta_{\mathcal{T}_{x}}=2 \theta_{\mathcal{T}_{y}}=0, \quad \rho_{\mathcal{T}}(u)=\frac{\theta_{\mathcal{T}}}{2}+\pi n_{\mathcal{T}}(u) \tag{B32}
\end{equation*}
$$

with $n_{\mathcal{T}}(u)=0,1$.
From Eq (A9) with $\mathcal{O}=R$ we obtain

$$
\begin{align*}
& \theta_{\mathcal{T}_{x}}=\theta_{\mathcal{T}_{y}}, \quad 3 \theta_{\mathcal{T}_{x}}=0,  \tag{B33}\\
& \rho_{\mathcal{T}}(u)-\rho_{\mathcal{T}}\left(R^{-1}(u)\right)=\theta_{\mathcal{T} R} \tag{B34}
\end{align*}
$$

From Eq. (B32) and Eq. (B33) it follows

$$
\begin{equation*}
\theta_{\mathcal{T}_{x}}=\theta_{\mathcal{T}_{y}}=0 \tag{B35}
\end{equation*}
$$

Finally, Eq (A9) with $\mathcal{O}=\mathcal{I}$ gives

$$
\begin{equation*}
\rho_{\mathcal{T}}(u)-(-1)^{w_{\mathcal{I}}} \rho_{\mathcal{T}}(\mathcal{I}(u))=\theta_{\mathcal{T} \mathcal{I}} . \tag{B36}
\end{equation*}
$$

Using Eq. (B32), Eq. (B34) and Eq. (B36), we can fix $\rho_{\mathcal{T}}(u)$ as

$$
\begin{align*}
& \rho_{\mathcal{T}}(1)=\rho_{\mathcal{T}}(3)=\rho_{\mathcal{T}}(5)=0  \tag{B37}\\
& \rho_{\mathcal{T}}(2)=\rho_{\mathcal{T}}(4)=\rho_{\mathcal{T}}(6)=\pi \tag{B38}
\end{align*}
$$

If $w_{\mathcal{I}}=0$, one can set $\rho_{\mathcal{I}}(u)=\theta_{\mathcal{I}} / 2$, i.e., independent of the sublattice $u$ by using a sublattice dependent gauge transformation of the form $W(x, y, u)=g_{3}\left(\theta_{\mathcal{I}} / 2\right) \delta_{\bmod (u, 2), 0}$ without altering our previous results. As in the case of the lattice symmetries, a global phase has no impact and we can conveniently set $\rho_{\mathcal{I}}(u)=0$.

$$
\text { b. } \quad w_{\mathcal{T}}=1
$$

Here, Eq. (A10) does not yield any constraint. From Eq (A9) with $\mathcal{O}=R$, and using the fact that $2 \theta=0$ for $w_{\mathcal{T}}=1$, we obtain

$$
\begin{align*}
& \theta_{\mathcal{T}_{x}}=\theta_{\mathcal{T}_{y}}, 3 \theta_{\mathcal{T}_{x}}=0  \tag{B39}\\
& \rho_{\mathcal{T}}(u)-\rho_{\mathcal{T}}\left(R^{-1}(u)\right)=\theta_{\mathcal{T} R}+2 \rho_{R}(u) \tag{B40}
\end{align*}
$$

Furthermore, Eq (A9) with $\mathcal{O}=\mathcal{I}$ for $w_{\mathcal{I}}=0$ yields

$$
\begin{align*}
& 2 \theta_{\mathcal{T}_{x}}=\frac{2}{3}(\theta+2 p \pi) \Longrightarrow \theta_{\mathcal{T}_{x}}=\frac{1}{3}(\theta+2 p \pi)+n \pi  \tag{B41}\\
& \rho_{\mathcal{T}}(u)-\rho_{\mathcal{T}}(\mathcal{I}(u))=\theta_{\mathcal{T} \mathcal{I}}+2 \rho_{\mathcal{I}}(u) \tag{B42}
\end{align*}
$$

Eq. (B39) and Eq. (B41) require $\theta=n \pi$. Using Eq. (B40) and Eq. (B42), we can fix $\rho_{\mathcal{T}}(u)$ for $w_{\mathcal{I}}=0$ as

$$
\rho_{\mathcal{T}}(u) \in\left\{0, \theta_{\mathcal{T} \mathcal{I}}-\theta_{\mathcal{T} R}^{\prime}, \theta_{\mathcal{T} R}^{\prime}, \theta_{\mathcal{T} \mathcal{I}},-\theta_{\mathcal{T} R}^{\prime}, \theta_{\mathcal{T} \mathcal{I}}+\theta_{\mathcal{T} R}^{\prime}\right\}
$$

$$
\begin{align*}
& \theta_{\mathcal{T} R}^{\prime}=\theta_{\mathcal{T} R}^{\prime}+2 \rho_{R}=\frac{2 p_{\mathcal{T} R}^{\prime} \pi}{3}, p_{\mathcal{T} R}^{\prime}=0,1,2  \tag{B44}\\
& 2 \theta_{\mathcal{T I}}+2 \theta_{\mathcal{I}}=0 \Longrightarrow \theta_{\mathcal{T I}}=-\theta_{\mathcal{I}}+n_{\mathcal{I}} \pi, n_{\mathcal{I}}=0,1
\end{align*}
$$

Eq. (A9) with $\mathcal{O}=\mathcal{I}$ for $w_{\mathcal{I}}=1$ yields
$\rho_{\mathcal{T}}(u)+\rho_{\mathcal{T}}(\mathcal{I}(u))=\theta_{\mathcal{T I}}+2 \rho_{\mathcal{I}}(u)=\theta_{\mathcal{T I}}+\frac{2 p_{\mathcal{I}}(u-1) \pi}{3{ }_{(\mathrm{B} 46)} .}$
This together with Eq. (B42) gives

$$
\begin{equation*}
\rho_{\mathcal{T}}(u) \in\left\{\rho_{1}, \theta_{\mathcal{T} \mathcal{I}}-\rho_{1}, \rho_{1}, \theta_{\mathcal{T} \mathcal{I}}-\rho_{1},-\rho_{1}, \theta_{\mathcal{T} \mathcal{I}}-\rho_{1}\right\} \tag{B47}
\end{equation*}
$$

Notice that the $w_{\mathcal{T}}=1$ solution for $G_{\mathcal{T}}$ has a spatial dependence. To remove this, similar to the $w_{\mathcal{T}}=0$ case, we use a gauge transformation of the form $W(x, y, u)=g_{3}(\xi(x, y, u))$ with

$$
\begin{equation*}
\xi(x, y, u)=\frac{\theta_{\mathcal{T}_{x}}(x+y)}{2} \tag{B48}
\end{equation*}
$$

which yields the following

$$
\begin{align*}
& \tilde{\phi}_{\mathcal{T}}(x, y, u)=\rho_{\mathcal{T}}(u)  \tag{B49}\\
& \tilde{\phi}_{R}(x, y, u)=\left[x y-\frac{1}{2} x(x-1)\right] n \pi+\rho_{R}(u)+n_{\mathcal{T}_{x}} \pi x \tag{B50}
\end{align*}
$$

$$
\begin{equation*}
\tilde{\phi}_{\mathcal{I}}(x, y, u)=n \pi(x+y)+\rho_{\mathcal{I}}(u), \quad n_{\mathcal{T}_{x}}=0,1 \tag{B51}
\end{equation*}
$$

This can be set to zero using a gauge transformation of the form $W(x, y, u)=g_{3}\left((x+y) n_{\mathcal{T}_{x}} \pi\right)$. Furthermore, for $w_{\mathcal{T}}=$ 1 we can choose a sublattice-dependent gauge transformation of the form $W(x, y, u)=g_{3}(\xi(u))$ with

$$
\begin{equation*}
\xi(u)=\frac{\rho_{\mathcal{T}}(u)}{2} \tag{B52}
\end{equation*}
$$

so that $\rho_{\mathcal{T}}(u)=0$. The advantage of such a choice is that the mean-field amplitudes contain only real hopping values. For $w_{\mathcal{I}}=0$, in the new gauge we obtain

$$
\begin{align*}
& \rho_{\mathcal{T}}(u)=0, \rho_{R}(u)=\rho_{R}-\frac{\theta_{\mathcal{T} R}^{\prime}}{2}  \tag{B53}\\
& \rho_{\mathcal{I}}(u)=\theta_{\mathcal{I}} \delta_{\bmod (u, 2), 0}-(-1)^{\bmod (u, 2)} \frac{\theta_{\mathcal{T} \mathcal{I}}}{2} \tag{B54}
\end{align*}
$$

Using Eq. (B45) one can rewrite Eq. (B54) as

$$
\begin{align*}
\rho_{\mathcal{I}}(u) & =\left(\frac{-\theta_{\mathcal{I}}+n_{\mathcal{I}} \pi}{2}\right) \delta_{\bmod (u, 2), 1} \\
& +\left(\frac{3 \theta_{\mathcal{I}}-n_{\mathcal{I}} \pi}{2}\right) \delta_{\bmod (u, 2), 0} \tag{B55}
\end{align*}
$$

For $w_{\mathcal{I}}=1$, in the this gauge we obtain,

$$
\begin{align*}
& \rho_{\mathcal{T}}(u)=0, \rho_{R}(u)=\rho_{R},  \tag{B56}\\
& \rho_{\mathcal{I}}(u)=\frac{p_{\mathcal{I}}(u-1) \pi}{3}+\frac{\theta_{\mathcal{T} \mathcal{I}}}{2} . \tag{B57}
\end{align*}
$$

As the global phases do not have any impact on the Ansätze we can discard them. For example, in Eq. (B53) and Eq. (B57) we could set $\rho_{R}-\frac{\theta_{\tau R}^{\prime}}{2}=0$ and $\frac{\theta_{\tau \mathcal{I}}}{2}=0$, respectively. As a summary, all the gauge inequivalent choices are listed in Table I.

## Appendix C: $\mathbb{Z}_{\mathbf{2}} \mathbf{P S G}$

## 1. Lattice symmetry

Using the local gauge redundancy, the relation Eq. (A1) leads to the solution for the projective gauge matrices for $\mathcal{O} \in\left\{T_{1}, T_{2}\right\}$ as follows

$$
\begin{equation*}
G_{T_{1}}(x, y, u)=\eta^{y} \tau^{0}, \quad G_{T_{2}}(x, y, u)=\tau^{0} \tag{C1}
\end{equation*}
$$

Using Eq. (A3) and Eq. (A4) gives

$$
\begin{equation*}
G_{\mathcal{I}}(x, y, u)=\eta_{\mathcal{I}_{x}}^{x} \eta_{\mathcal{I}_{y}}^{y} g_{\mathcal{I}}(u) \tag{C2}
\end{equation*}
$$

The cyclic condition given by Eq. (A2) for $\mathcal{I}$ gives

$$
\begin{equation*}
g_{\mathcal{I}}(u) g_{\mathcal{I}}(\mathcal{I}(u))=\eta_{\mathcal{I}} \tau^{0} \tag{C3}
\end{equation*}
$$

After coordinate transformation $(x, y, u) \rightarrow R^{-1}(x, y, u)$ Eq. (A6) and Eq. (A7) can be written as

$$
\begin{align*}
G_{R}(x, y, u) & =\eta_{R_{x}} \eta^{y-x+1} G_{R}(x-1, y, u) \\
G_{R}(x, y, u) & =\eta_{R_{y}} \eta^{x} G_{R}(x, y-1, u) \tag{C4}
\end{align*}
$$

These relations yield the solution for $G_{R}$ as follows

$$
\begin{equation*}
G_{R}(x, y, u)=\eta_{R_{x}}^{x} \eta_{R_{y}}^{y} \eta^{x y-\frac{1}{2} x(x-1)} g_{R}(u) \tag{C5}
\end{equation*}
$$

The cyclic condition Eq. (A5) for $R$ yields

$$
\begin{equation*}
g_{R}(u) g_{R}\left(R^{2}(u)\right) g_{R}(R(u))=\eta_{R} \tau^{0} \tag{C6}
\end{equation*}
$$

Exploiting Eq. (A8) leads us to the following constraints

$$
\begin{align*}
& \eta_{\mathcal{I}_{x}}=\eta_{\mathcal{I}_{y}}=\eta \\
& g_{\mathcal{I}}(R(u)) g_{R}(R \mathcal{I}(u)) g_{\mathcal{I}}(\mathcal{I}(u))=\eta_{R \mathcal{I}} g_{R}(R(u))  \tag{C7}\\
& \quad \Longrightarrow g_{\mathcal{I}}(u) g_{R}(\mathcal{I}(u)) g_{\mathcal{I}}\left(\mathcal{I} R^{-1}(u)\right)=\eta_{R \mathcal{I}} g_{R}(u)
\end{align*}
$$

Further simplification can be obtained if we consider the gauge

$$
\begin{equation*}
W(x, y, u)=\eta_{x}^{x} \eta_{y}^{y} \tau^{0} \tag{C8}
\end{equation*}
$$

We find that the above transformation does not change the structure of the translational gauges except for a global sign modification. This sign can yet be absorbed by a redefinition including these modified signs. It can further be seen that the gauge transformation Eq. (C8) modulates $G_{R}$ as

$$
\begin{align*}
\tilde{G}_{R}(x, y, u) & =W^{\dagger}(x, y, u) G_{R}(x, y, u) W_{R^{-1}(x, y, u)} \\
& =\left(\eta_{x} \eta_{y} \eta_{R_{x}}\right)^{x}\left(\eta_{y} \eta_{R_{y}}\right)^{y} \eta^{x y-\frac{1}{2} x(x-1)} g_{R}(u) . \tag{C9}
\end{align*}
$$

Setting $\eta_{y}=\eta_{R_{y}}$ and $\eta_{x}=\eta_{y} \eta_{R_{x}}$, the result becomes

$$
\begin{equation*}
\tilde{G}_{R}(x, y, u)=\eta^{x y-\frac{1}{2} x(x-1)} g_{R}(u) \tag{C10}
\end{equation*}
$$

Hereafter, we shall omit the tilde symbol. The representation $G_{\mathcal{I}}$ does not get modified by the gauge transformation. We can also exploit a sublattice dependent gauge transformation
$W(x, y, u)=W(u)$ for further fixing the $g$ matrices as follows

$$
\begin{equation*}
g_{R}(u)=\eta_{R} \tau^{0} \tag{C11}
\end{equation*}
$$

In the above, we have used Eq. (C6). The remaining sign factor $\eta_{R}$ which is global can be neglected. The $g_{\mathcal{I}}$-matrices can be fixed using the above equation and Eq. (C3) and Eq. (C7) as follows.

$$
\begin{align*}
& g_{\mathcal{I}}(1)=g_{\mathcal{I}}(3)=g_{\mathcal{I}}(5)=\tau^{0},  \tag{C12}\\
& g_{\mathcal{I}}(2)=g_{\mathcal{I}}(4)=g_{\mathcal{I}}(6)=\eta_{\mathcal{I}} \tau^{0} \tag{C13}
\end{align*}
$$

This completes the gauge fixing of the lattice symmetry operations in the $\mathbb{Z}_{2}$ case.

## 2. Time-reversal

Here, we find a PSG representation for time-reversal symmetry. Using Eq. (A9) for $\mathcal{O} \in\left\{T_{1}, T_{2}\right\}$ the solution for $G_{\mathcal{T}}(x, y, u)$ can be written as

$$
\begin{equation*}
G_{\mathcal{T}}(x, y, u)=\eta_{\mathcal{T}_{x}}^{x} \eta_{\mathcal{T}_{y}}^{y} g_{\mathcal{T}}(u) \tag{C14}
\end{equation*}
$$

Eq. (A10) leads to the following condition

$$
\begin{equation*}
\left[g_{\mathcal{T}}(u)\right]^{2}=\eta_{\mathcal{T}} \tau^{0} \tag{C15}
\end{equation*}
$$

From Eq. (A9) for $\mathcal{O}=\mathcal{I}$ and substituting Eq. (C2) and Eq. (C12) we have

$$
\begin{align*}
& G_{\mathcal{T}}(x, y, u) G_{\mathcal{I}}(x, y, u) \\
& G_{\mathcal{T}}^{-1}(-x,-y, \mathcal{I}(u)) G_{\mathcal{I}}^{-1}(x, y, u)=\eta_{\mathcal{T} \mathcal{I}} \tau^{0} \\
& \quad \Longrightarrow g_{\mathcal{T}}(\mathcal{I}(u))=\eta_{\mathcal{T} \mathcal{I}} g_{\mathcal{T}}(u) \tag{C16}
\end{align*}
$$

Similarly for $\mathcal{O}=R$ and substituting Eq. (C10) we find

$$
\begin{align*}
& G_{\mathcal{T}}(x, y, u) G_{R}(x, y, u) \\
& G_{\mathcal{T}}^{-1}\left(y-x,-x, R^{-1}(u)\right) G_{R}^{-1}(x, y, u)=\eta_{\mathcal{T} R} \tau^{0}, \\
& \quad \Longrightarrow \eta_{\mathcal{T}_{x}}^{y} \eta_{\mathcal{T}_{x}}^{y-x} g_{\mathcal{T}}(u) g_{R}(u) g_{\mathcal{T}}^{-1}\left(R^{-1}(u)\right) g_{R}^{-1}(u)=\eta_{\mathcal{T} R} \tau^{0}, \\
& \quad \Longrightarrow \eta_{\mathcal{T}_{x}}=\eta_{\mathcal{T}_{x}}=1,  \tag{C17}\\
& \text { and } g_{\mathcal{T}}\left(R^{-1}(u)\right)=\eta_{\mathcal{T} R} g_{\mathcal{T}}(u) . \tag{C18}
\end{align*}
$$

Further simplification using Eq. (C16) and Eq. (C16) yields the concise solution for PSG representation of time-reversal symmetry

$$
\begin{equation*}
G_{\mathcal{T}}(x, y, u)=\eta_{\mathcal{T} \mathcal{I}}^{u+1} g_{\mathcal{T}} \tag{C19}
\end{equation*}
$$

## Appendix D: $\mathbb{Z}_{2}$ Ansätze before time-reversal

This appendix contains all different symmetry relations that are needed to construct up to third nearest neighbor mean-field Hamiltonians. The definitions of the different $u$-matrices are shown in Fig. 1 for the first neighbor bonds, and for the second
and third neighbor bonds in Fig. 20 and Fig. 21, respectively. For every range of neighbor bonds we find three symmetry inequivalent bonds that are colored green, red and blue. For each color we fix one Ansatz whereas the allowed form varies for different PSGs and can be found in Table IV. All the other are related by the underlying symmetries of the lattice.

## 1. 1 NN

## a. Green 1 NN bonds ( $u_{1 g}$ )

For the green colored bonds we fix the Ansatz matrix $u_{1 g}^{12}$. Applying a chain of symmetry operations induces all symmetry related bonds

$$
\begin{equation*}
u_{1 g}^{12} \xrightarrow{R} u_{1 g}^{34} \xrightarrow{R} u_{1 g}^{56} \xrightarrow{\text { IR }} u_{1 g}^{45} \xrightarrow{R} u_{1 g}^{61} \xrightarrow{R} u_{1 g}^{23} . \tag{D1}
\end{equation*}
$$

Using the PSG representations yields

$$
\begin{equation*}
u_{1 g}^{12}=u_{1 g}^{34}=u_{1 g}^{56}=\eta_{\mathcal{I}} u_{1 g}^{45}=\eta_{\mathcal{I}} u_{1 g}^{61}=\eta_{\mathcal{I}} u_{1 g}^{23} . \tag{D2}
\end{equation*}
$$

## b. Blue 1 NN bonds ( $u_{1 b}$ )

Similarly to the green bonds, operating with the chain of transformations yields for the blue bonds

$$
\begin{align*}
& u_{1 b}^{14} \xrightarrow{R} u_{1 b}^{36} \xrightarrow{R} u_{1 b}^{52} \xrightarrow{\mathcal{I} R} u_{1 b}^{25} \xrightarrow{R} u_{1 b}^{41} \xrightarrow{R} u_{1 b}^{63}, \\
& u_{1 b}^{14} \xrightarrow{T_{2} \mathcal{I}}\left(u_{1 b}^{14}\right)^{\dagger} . \tag{D3}
\end{align*}
$$

This results in

$$
\begin{align*}
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=\eta \eta_{\mathcal{I}} u_{1 b}^{25}=\eta \eta_{\mathcal{I}} u_{1 b}^{41}=\eta_{\mathcal{I}} u_{1 b}^{63}  \tag{D4}\\
& u_{1 b}^{14}=\eta \eta_{\mathcal{I}}\left(u_{1 b}^{14}\right)^{\dagger}
\end{align*}
$$

## c. Red 1 NN bonds ( $u_{1 r}$ )

For the red bonds we have

$$
\begin{align*}
& u_{1 r}^{13} \xrightarrow{R} u_{1 r}^{35} \xrightarrow{R} u_{1 r}^{51} \xrightarrow{\text { IR }} u_{1 r}^{46} \xrightarrow{R} u_{1 r}^{62} \xrightarrow{R} u_{1 r}^{24} \\
& u_{1 r}^{15} \xrightarrow{R} u_{1 r}^{31} \xrightarrow{R} u_{1 r}^{53} \xrightarrow{\text { IR }} u_{1 r}^{42} \xrightarrow{R} u_{1 r}^{64} \xrightarrow{R} u_{1 r}^{26}  \tag{D5}\\
& u_{1 r}^{135} \xrightarrow{R} u_{1 r}^{351} \xrightarrow{R} u_{1 r}^{513} \xrightarrow{\mathcal{I R}} u_{1 r}^{462} \xrightarrow{R} u_{1 r}^{624} \xrightarrow{R} u_{1 r}^{246} .
\end{align*}
$$

This yields,

$$
\begin{align*}
& u_{1 r}^{13}=\eta u_{1 r}^{35}=\eta u_{1 r}^{51}=u_{1 r}^{46}=u_{1 r}^{62}=u_{1 r}^{24} \\
& u_{1 r}^{15}=u_{1 r}^{31}=u_{1 r}^{53}=\eta u_{1 r}^{42}=u_{1 r}^{64}=\eta u_{1 r}^{26}  \tag{D6}\\
& u_{1 r}^{135}=\eta u_{1 r}^{351}=\eta u_{1 r}^{513}=\eta u_{1 r}^{462}=u_{1 r}^{624}=\eta u_{1 r}^{246}
\end{align*}
$$

On the other hand inclusion of translations gives the following constraints

$$
\begin{align*}
& u_{1 r}^{35} \xrightarrow{T_{1}}\left(u_{1 r}^{51}\right)^{\dagger} \xrightarrow{T_{2}} u_{1 r}^{135} \\
& u_{1 r}^{13} \xrightarrow{T_{2}^{-1}} u_{1 r}^{513} \xrightarrow{T_{1}^{-1}}\left(u_{1 r}^{31}\right)^{\dagger}  \tag{D7}\\
& u_{1 r}^{351} \xrightarrow{T_{2}^{-1}} u_{1 r}^{51} \xrightarrow{T_{1}^{-1}}\left(u_{1 r}^{15}\right)^{\dagger}
\end{align*}
$$



FIG. 20. Symmetry inequivalent Ansatz matrices $u_{2 g}^{13}, u_{2 b}^{12}$ and $u_{2 r}^{14}$ [see Table IV for the $\mathbb{Z}_{2}$ states] for the second neighbor bonds transform as depicted in (a), (b), and (c), respectively. Different shadings of the colors encode the different phase factors $\eta_{,} \eta_{\mathcal{I}}$ and their products.


FIG. 21. Symmetry inequivalent Ansatz matrices $u_{3 g}^{14}, u_{3 b}^{16}$ and $u_{3 r}^{13}$ [see Table IV for the $\mathbb{Z}_{2}$ states] for the third neighbor bonds transform as depicted in (a), (b), and (c), respectively. Different shadings of the colors encode the different phase factors $\eta_{,} \eta_{\mathcal{I}}$ and their products.
yielding

$$
\begin{equation*}
u_{1 r}^{135}=\eta u_{1 r}^{13}, u_{1 r}^{15}=\eta\left(u_{1 r}^{13}\right)^{\dagger} \tag{D8}
\end{equation*}
$$

The results of this appendix are also summarized in Fig. 14.

## 2. 2 NN and 3 NN

Instead of showing the explicit symmetry relations we only state the results for the second and third neighbors after inserting the PSG representations. A summary of these results are shown in Fig. 20 for the second neighbors and in Fig. 21 for the third neighbors. The second neighbors matrices are given
by

$$
\begin{align*}
& u_{2 g}^{13}=u_{2 g}^{35}=u_{2 g}^{51}=u_{2 g}^{46}=u_{2 g}^{62}=u_{2 g}^{24} \\
& u_{2 b}^{12}=\eta u_{2 b}^{34}=\eta u_{2 b}^{56}=\eta_{\mathcal{I}} u_{2 b}^{45}=\eta_{\mathcal{I}} u_{2 b}^{61}=\eta_{\mathcal{I}} u_{2 b}^{23}  \tag{D9}\\
& u_{2 r}^{14}=\eta u_{2 r}^{36}=\eta u_{2 r}^{52}=\eta_{\mathcal{I}} u_{2 r}^{41}=\eta_{\mathcal{I}} u_{2 r}^{63}=u_{2 r}^{25}
\end{align*}
$$

The third neighbor matrices are

$$
\begin{align*}
& u_{3 g}^{14}=u_{3 g}^{36}=u_{3 g}^{52}=\eta_{\mathcal{I}} u_{3 g}^{41}=\eta_{\mathcal{I}} u_{3 g}^{63}=\eta_{\mathcal{I}} u_{3 g}^{25} \\
& u_{3 b}^{16}=u_{3 b}^{32}=u_{3 b}^{54}=\eta_{\mathcal{I}} \eta u_{3 b}^{43}=\eta_{\mathcal{I}} u_{3 b}^{65}=\eta_{\mathcal{I}} \eta u_{3 b}^{21}  \tag{D10}\\
& u_{3 r}^{15}=u_{3 r}^{31}=\eta u_{2 r}^{53}=\eta u_{3 r}^{42}=\eta u_{3 r}^{64}=\eta u_{3 r}^{26}
\end{align*}
$$

| $\left\{w_{\mathcal{I}}, w_{\mathcal{T}}\right\}$ | $\left\{n, p_{\mathcal{I}}\right\}$ | 1NN |  |  | 2NN |  |  | 3NN |  |  | Onsite |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $u_{1 g}$ | $u_{1 b}$ | $u_{1 r}$ | $\overline{u_{2 g}}$ | $u_{2 b}$ | $u_{2 r}$ | $u_{3 g}$ | $u_{3 b}$ | $u_{3 r}$ |  |
| $\{1,0\}$ | $\{0,0\}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 | 0 | $i \tau^{0}, \tau^{3}$ | 0 | 0 | $i \tau^{0}, \tau^{3}$ | 0 | 0 |
| $\{1,0\}$ | $\{0,1\}$ | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 |
| $\{1,0\}$ | $\{0,2\}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 | 0 | $i \tau^{0}, \tau^{3}$ | 0 | 0 | $i \tau^{0}, \tau^{3}$ | 0 | 0 |
| $\{1,0\}$ | $\{0,3\}$ | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 |
| $\{1,0\}$ | $\{1,0\}$ | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | $i \tau^{0}, \tau^{3}$ | 0 | 0 |
| $\{1,0\}$ | $\{1,1\}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 | 0 | $i \tau^{0}, \tau^{3}$ | 0 | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 |
| $\{1,0\}$ | $\{1,2\}$ | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | $i \tau^{0}, \tau^{3}$ | 0 | 0 |
| $\{1,0\}$ | $\{1,3\}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 | 0 | $i \tau^{0}, \tau^{3}$ | 0 | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 |
| $\left\{w_{\mathcal{I}}, w_{\mathcal{T}}\right\}$ | $\left\{n, n_{\mathcal{I}}\right\}$ | $u_{1 g}$ | $u_{1 b}$ | $u_{1 r}$ | $u_{2 g}$ | $u_{2 b}$ | $u_{2 r}$ | $u_{3 g}$ | $u_{3 b}$ | $u_{3 r}$ | Onsite |
| $\{0,1\}$ | $\{0,0\}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ |
| $\{0,1\}$ | $\{0,1\}$ | $\tau^{3}$ | 0 | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | 0 | 0 | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ |
| $\{0,1\}$ | $\{1,0\}$ | $\tau^{3}$ | 0 | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | 0 | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ |
| $\{0,1\}$ | $\{1,1\}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | 0 | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ |
| $\{1,1\}$ | $\{0,0\}$ | $\tau^{3}$ | 0 | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | 0 | 0 | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ |
| $\{1,1\}$ | $\{0,0\}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ |
| $\{1,1\}$ | $\{0,0\}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | 0 | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ |
| $\{1,1\}$ | $\{0,0\}$ | $\tau^{3}$ | 0 | $\tau^{3}$ | $\tau^{3}$ | 0 | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ | $\tau^{3}$ |
| $\underline{\left\{w_{\mathcal{I}}, w_{\mathcal{T}}\right\}}$ | $\left\{\tilde{\theta}_{\mathcal{I}}\right\}$ | $u_{1 g}$ | $u_{1 b}$ | $u_{1 r}$ | $u_{2 g}$ | $u_{2 b}$ | $u_{2 r}$ | $u_{3 g}$ | $u_{3 b}$ | $u_{3 r}$ | Onsite |
| $\{0,0\}$ | $\{m \pi / n\}$ | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 | $i \tau^{0}, \tau^{3}$ | $i \tau^{0}, \tau^{3}$ | $\tau^{3}$ | $i \tau^{0}, \tau^{3}$ | 0 | 0 |

TABLE III. Symmetric $U(1)$ mean-field Ansätze up to third nearest neighbours. See Appendix E for the sign structure.

| $\left\{\eta_{\mathcal{T}}, g_{\mathcal{T}}\right\}$ | $\left\{\eta, \eta_{\mathcal{I}}\right\}$ | 1NN |  |  | 2NN |  |  | 3NN |  |  | Onsite |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $u_{1 g}$ | $u_{1 b}$ | $u_{1 r}$ | $u_{2 g}$ | $u_{2 b}$ | $u_{2 r}$ | $u_{3 g}$ | $u_{3 b}$ | $u_{3 r}$ |  |
| $\left\{+, i \tau^{2}\right\}$ | $\{+,+\}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{3}$ |
| $\left\{+, i \tau^{2}\right\}$ | $\{+,-\}$ | $\tau^{1,3}$ | 0 | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | 0 | 0 | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{3}$ |
| $\left\{+, i \tau^{2}\right\}$ | $\{-,+\}$ | $\tau^{1,3}$ | 0 | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | 0 | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{3}$ |
| $\left\{+, i \tau^{2}\right\}$ | $\{-,-\}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | 0 | $\tau^{1,3}$ | $\tau^{1,3}$ | $\tau^{3}$ |
| $\left\{-, i \tau^{2}\right\}$ | $\{+,+\}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{2}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{2}$ | $\tau^{2}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{1,3}$ | $\tau^{3}$ |
| $\left\{-, i \tau^{2}\right\}$ | $\{+,-\}$ | $i \tau^{0}, \tau^{2}$ | $i \tau^{0}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $i \tau^{0}, \tau^{2}$ | $i \tau^{0}$ | $i \tau^{0}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{1,3}$ | $\tau^{3}$ |
| $\left\{-, i \tau^{2}\right\}$ | $\{-,+\}$ | $i \tau^{0}, \tau^{2}$ | $i \tau^{0}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $i \tau^{0}, \tau^{2}$ | $i \tau^{0}$ | $\tau^{2}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{1,3}$ | $\tau^{3}$ |
| $\left\{-, i \tau^{2}\right\}$ | $\{-,-\}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{2}$ | $\tau^{1,3}$ | $\tau^{1,3}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{2}$ | $i \tau^{0}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{1,3}$ | $\tau^{3}$ |
| $\left\{-, \tau^{0}\right\}$ | $\{+,+\}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{3}$ | 0 | 0 | $i \tau^{0}, \tau^{1,2,3}$ | $\tau^{1,2,3}$ | $\tau^{1,2,3}$ | $i \tau^{0}, \tau^{1,2,3}$ | 0 | 0 |
| $\left\{-, \tau^{0}\right\}$ | $\{+,-\}$ | $i \tau^{0}, \tau^{2}$ | $i \tau^{0}$ | 0 | 0 | $i \tau^{0}, \tau^{1,2,3}$ | $i \tau^{0}$ | $i \tau^{0}$ | $i \tau^{0}, \tau^{1,2,3}$ | 0 | 0 |
| $\left\{-, \tau^{0}\right\}$ | $\{-,+\}$ | $i \tau^{0}, \tau^{2}$ | $i \tau^{0}$ | 0 | 0 | $i \tau^{0}, \tau^{1,2,3}$ | $i \tau^{0}$ | $\tau^{1,2,3}$ | $i \tau^{0}, \tau^{1,2,3}$ | 0 | 0 |
| $\left\{-, \tau^{0}\right\}$ | $\{-,-\}$ | $i \tau^{0}, \tau^{2}$ | $\tau^{3}$ | 0 | 0 | $i \tau^{0}, \tau^{1,2,3}$ | $\tau^{1,2,3}$ | $i \tau^{0}$ | $i \tau^{0}, \tau^{1,2,3}$ | 0 | 0 |

TABLE IV. Symmetric $\mathbb{Z}_{2}$ mean-field Ansätze up to third nearest neighbours. The sign configurations on the second and third nearest neighbour bonds can be found in Eq. (D9) and Eq. (D10).

| Bond type | Representative bond $\mathbf{r}_{\alpha} \leftarrow \mathbf{r}_{\beta}^{\prime}$ | Parameters for the bond $u_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{\alpha}(\alpha=0, x, y, z)$ |
| :---: | :---: | :---: |
| Onsite bond | $(0,0,1) \leftarrow(0,0,1)$ | $\left(\alpha_{h}, 0,0,0,0, \beta_{p}, \gamma_{p}, \delta_{p}\right)$ |
| NN bond type " $g "$ | $(0,0,1) \leftarrow(0,0,2)$ | $\left(a_{1 g, h}, b_{1 g, h}, c_{1 g, h}, d_{1 g, h}, a_{1 g, p}, b_{1 g, p}, c_{1 g, p}, d_{1 g, p}\right)$ |
| NN bond type " $b "$ | $(0,0,1) \leftarrow(0,1,4)$ | $\left(a_{1 b, h}, b_{1 b, h}, c_{1 b, h}, d_{1 b, h}, a_{1 b, p}, b_{1 b, p}, c_{1 b, p}, d_{1 b, p}\right)$ |
| NN bond type " $r "$ | $(0,0,1)_{0} \leftarrow(0,1,5)$ | $\left(a_{1 r, h}, b_{1 r, h}, c_{1 r, h}, d_{1 r, h}, a_{1 r, p}, b_{1 r, p}, c_{1 r, p}, d_{1 r, p}\right)$ |
| 2nd NN bond type " $g "$ | $(0,0,1) \leftarrow(0,0,3)$ | $\left(a_{2 g, h}, b_{2 g, h}, c_{2 g, h}, d_{2 g, h}, a_{2 g, p}, b_{2 g, p}, c_{2 g, p}, d_{2 g, p}\right)$ |
| 2nd NN bond type " $b "$ | $(0,0,1) \leftarrow(-1,0,6)$ | $\left(a_{2 b, h}, b_{2 b, h}, c_{2 b, h}, d_{2 b, h}, a_{2 b, p}, b_{2 b, p}, c_{2 b, p}, d_{2 b, p}\right)$ |
| 2nd NN bond type " $r "$ | $(0,0,1) \leftarrow(1,1,4)$ | $\left(a_{2 r, h}, b_{2 r, h}, c_{2 r, h}, d_{2 r, h}, a_{2 r, p}, b_{2 r, p}, c_{2 r, p}, d_{2 r, p}\right)$ |
| 3nd NN bond type " $g "$ | $(0,0,1) \leftarrow(0,0,4)$ | $\left(a_{3 g, h}, b_{3 g, h}, c_{3 g, h}, d_{3 g, h}, a_{3 g, p}, b_{3 g, p}, c_{3 g, p}, d_{3 g, p}\right)$ |
| 3nd NN bond type " $b "$ | $(0,0,1) \leftarrow(0,1,6)$ | $\left(a_{3 b, h}, b_{3 b, h}, c_{3 b, h}, d_{3 b, h}, a_{3 b, p}, b_{3 b, p}, c_{3 b, p}, d_{3 b, p)}\right.$ |
| 3nd NN bond type " $r "$ | $(0,0,1) \leftarrow(-1,0,5)$ | $\left(a_{3 r, h}, b_{3 r, h}, c_{3 r, h}, d_{3 r, h}, a_{3 r, p}, b_{3 r, p}, c_{3 r, p}, d_{3 r, p}\right)$ |

TABLE V. Definition for bond parameters for the representative bonds. The last column lists the spatial symmetry operation (either none or the twofold rotation $\mathcal{I}$ ) that maps the bond to itself up to translation.

## Appendix E: $U(1)$ mean-field Ansätze up to 3NN

In analogy to the previous appendix we present here the $U(1)$ mean-field models up to third nearest neighbors. The initial form of one of the Ansätze is determined by the underlying PSG.

$$
\text { a. } \quad w_{\mathcal{I}}=0 \text { and } w_{\mathcal{T}}=0 \text { (class UA) }
$$

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{34}=u_{1 g}^{56}=u_{1 g}^{23}=u_{1 g}^{45}=u_{1 g}^{61}=i \chi_{1 g}^{0} \tau^{0}+\chi_{1 g}^{3} \tau^{3} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=i \chi_{1 b}^{0} \tau^{0}+\chi_{1 b}^{3} \tau^{3} \\
& u_{1 r}^{u u^{\prime}}=0, \quad u_{1 b}^{14}=g_{3}\left(-\tilde{\theta}_{\mathcal{I}}\right)\left(u_{1 b}^{14}\right)^{\dagger} . \tag{E1}
\end{align*}
$$

$$
\begin{align*}
& u_{2 g}^{u u^{\prime}}=0 \\
& u_{2 b}^{12}=g_{3}\left(-3 \tilde{\theta}_{\mathcal{I}}\right) u_{2 b}^{34}=g_{3}\left(-3 \tilde{\theta}_{\mathcal{I}}\right) u_{2 b}^{56}=i \chi_{2 b}^{0} \tau^{0}+\chi_{2 b}^{3} \tau^{3} \\
& u_{2 b}^{23}=u_{2 b}^{45}=u_{2 b}^{61}=g_{3}\left(2 \tilde{\theta}_{\mathcal{I}}\right) u_{2 b}^{12} \\
& u_{2 r}^{14}=g_{3}\left(-3 \tilde{\theta}_{\mathcal{I}}\right) u_{2 r}^{36}=g_{3}\left(-3 \tilde{\theta}_{\mathcal{I}}\right) u_{2 r}^{52}=i \chi_{2 r}^{0} \tau^{0}+\chi_{2 r}^{3} \tau^{3} \\
& u_{2 r}^{14}=g_{3}\left(\tilde{\theta}_{\mathcal{I}}\right)\left(u_{2 r}^{14}\right)^{\dagger} \tag{E2}
\end{align*}
$$

$$
\begin{align*}
& u_{3 g}^{14}=u_{3 g}^{36}=\left(u_{3 g}^{25}\right)^{\dagger}=\chi_{3 g} \tau^{3} r \\
& u_{3 b}^{16}=u_{3 b}^{32}=u_{3 b}^{54}=i \chi_{3 b}^{0} \tau^{0}+\chi_{3 b}^{3} \tau^{3} \\
& u_{3 b}^{21}=u_{3 b}^{43}=g_{3}\left(3 \tilde{\theta}_{\mathcal{I}}\right) u_{3 b}^{65}=g_{3}\left(3 \tilde{\theta}_{\mathcal{I}}\right) u_{3 b}^{16}  \tag{E3}\\
& u_{3 r}^{u u^{\prime}}=0
\end{align*}
$$

$$
\text { b. } \quad w_{\mathcal{I}}=1 \text { and } w_{\mathcal{T}}=0(\text { class } U B)
$$

$$
\begin{align*}
& u_{1 g}^{12}=u_{1 g}^{34}=u_{1 g}^{56}=i \chi_{1 g}^{0} \tau^{0}+\chi_{1 g}^{3} \tau^{3} \\
& u_{1 g}^{23}=u_{1 g}^{45}=u_{1 g}^{61}=-g_{3}\left(p_{\mathcal{I}} \pi / 3\right)\left(u_{1 g}^{12}\right)^{\dagger} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=i \chi_{1 b}^{0} \tau^{0}+\chi_{1 b}^{3} \tau^{3}, u_{1 b}^{14}=-\eta g_{3}\left(p_{\mathcal{I}} \pi\right) u_{1 b}^{14} \\
& u_{1 r}^{u u^{\prime}}=0 \tag{E4}
\end{align*}
$$

```
\(u_{2 g}^{u u^{\prime}}=0\)
\(u_{2 b}^{12}=\eta u_{2 b}^{34}=\eta u_{2 b}^{56}=i \chi_{2 b}^{0} \tau^{0}+\chi_{2 b}^{3} \tau^{3}\)
\(u_{2 b}^{23}=u_{2 b}^{45}=u_{2 b}^{61}=-g_{3}\left(p_{\mathcal{I}} \pi / 3\right)\left(u_{2 b}^{12}\right)^{\dagger}\)
\(u_{2 r}^{14}=\eta u_{2 r}^{36}=\eta u_{2 r}^{52}=i \chi_{2 r}^{0} \tau^{0}+\chi_{2 r}^{3} \tau^{3}, u_{2 r}^{14}=-\eta g_{3}\left(p_{\mathcal{I}} \pi\right) u_{2 r}^{14}\).
```

$$
\begin{align*}
& u_{3 g}^{14}=u_{3 g}^{36}=\left(u_{3 g}^{25}\right)^{\dagger}=i \chi_{3 g}^{0} \tau^{0}+\chi_{3 g}^{3} \tau^{3}, \quad u_{3 g}^{14}=-g_{3}\left(p_{\mathcal{I}} \pi\right) u_{3 g}^{14} \\
& u_{3 b}^{16}=u_{3 b}^{32}=u_{3 b}^{54}=i \chi_{3 b}^{0} \tau^{0}+\chi_{3 b}^{3} \tau^{3} \\
& u_{3 b}^{21}=u_{3 b}^{43}=\eta u_{3 b}^{65}=-\eta g_{3}\left(p_{\mathcal{I}} \pi / 3\right)\left(u_{3 b}^{16}\right)^{\dagger} \\
& u_{3 r}^{u u^{\prime}}=0 \tag{E6}
\end{align*}
$$

$$
\text { c. } \quad w_{\mathcal{I}}=0 \text { and } w_{\mathcal{T}}=1(\text { class } U C)
$$

In the following $\eta=g_{3}(\theta=n \pi)$ and $\eta_{\mathcal{I}}=g_{3}\left(\theta_{\mathcal{I}}=n_{\mathcal{I}} \pi\right)$.

$$
\begin{align*}
& u_{1 g}^{12}=\eta_{\mathcal{I}} u_{1 g}^{23}=u_{1 g}^{34}=\eta_{\mathcal{I}} u_{1 g}^{45}=u_{1 g}^{56}=\eta_{\mathcal{I}} u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=\chi_{1 b} \tau^{3}, u_{1 b}^{14}=\eta \eta_{\mathcal{I}}\left(u_{1 b}^{14}\right)^{\dagger} \\
& u_{1 r}^{13}=u_{1 r}^{24}=\eta u_{1 r}^{35}=u_{1 r}^{46}=\eta u_{1 r}^{51}=u_{1 r}^{62}=\chi_{1 r} \tau^{3} . \tag{E7}
\end{align*}
$$

$$
\begin{align*}
& u_{2 g}^{13}=u_{2 g}^{24}=u_{2 g}^{35}=u_{2 g}^{46}=u_{2 g}^{51}=u_{2 g}^{62}=\chi_{2 g} \tau^{3} \\
& u_{2 b}^{12}=\eta_{\mathcal{I}} u_{2 b}^{23}=\eta u_{2 b}^{34}=\eta_{\mathcal{I}} u_{2 b}^{45}=\eta u_{2 b}^{56}=\eta_{\mathcal{I}} u_{2 b}^{61}=\chi_{2 b} \tau^{3} \\
& u_{2 r}^{14}=\eta u_{2 r}^{36}=\eta u_{2 r}^{52}=\chi_{2 r} \tau^{3}, u_{2 r}^{14}=\eta \eta_{\mathcal{I}}\left(u_{2 r}^{14}\right)^{\dagger} . \tag{E8}
\end{align*}
$$

$$
u_{3 g}^{14}=u_{3 g}^{36}=u_{3 g}^{25}=\chi_{3 g} \tau^{3}, \quad u_{3 g}^{14}=\eta_{\mathcal{I}}\left(u_{3 g}^{14}\right)^{\dagger}
$$

$$
u_{3 b}^{16}=\eta \eta_{\mathcal{I}} u_{3 b}^{21}=u_{3 b}^{32}=\eta \eta_{\mathcal{I}} u_{3 b}^{43}=u_{3 b}^{54}=\eta_{\mathcal{I}} u_{3 b}^{65}=\chi_{3 b} \tau^{3}
$$

$$
\begin{equation*}
u_{3 r}^{13}=\eta u_{3 r}^{24}=u_{3 r}^{35}=\eta u_{3 r}^{46}=u_{3 r}^{51}=u_{3 r}^{62}=\chi_{3 r} \tau^{3} \tag{E9}
\end{equation*}
$$

$$
\text { d. } \quad w_{\mathcal{I}}=1 \text { and } w_{\mathcal{T}}=1 \text { (class UD) }
$$

$$
\begin{align*}
& u_{1 g}^{12}=-\eta_{\mathcal{I}} u_{1 g}^{23}=u_{1 g}^{34}=-\eta_{\mathcal{I}} u_{1 g}^{45}=u_{1 g}^{56}=-\eta_{\mathcal{I}} u_{1 g}^{61}=\chi_{1 g} \tau^{3} \\
& u_{1 b}^{14}=u_{1 b}^{36}=u_{1 b}^{52}=\chi_{1 b} \tau^{3}, u_{1 b}^{14}=-\eta \eta_{\mathcal{I}} u_{1 b}^{14} \\
& u_{1 r}^{13}=-u_{1 r}^{24}=\eta u_{1 r}^{35}=-u_{1 r}^{46}=\eta u_{1 r}^{51}=-u_{1 r}^{62}=\chi_{1 r} \tau^{3} . \tag{E10}
\end{align*}
$$

$u_{2 g}^{13}=-u_{2 g}^{24}=u_{2 g}^{35}=-u_{2 g}^{46}=u_{2 g}^{51}=-u_{2 g}^{62}=\chi_{2 g} \tau^{3}$
$u_{2 b}^{12}=-\eta_{\mathcal{I}} u_{2 b}^{23}=\eta u_{2 b}^{34}=-\eta_{\mathcal{I}} u_{2 b}^{45}=\eta u_{2 b}^{56}=-\eta_{\mathcal{I}} u_{2 b}^{61}=\chi_{2 b} \tau^{3}$
$u_{2 r}^{14}=\eta u_{2 r}^{36}=\eta u_{2 r}^{52}=\chi_{2 r} \tau^{3}, u_{2 r}^{14}=-\eta \eta_{\mathcal{I}} u_{2 r}^{14}$.

$$
\begin{align*}
& u_{3 g}^{14}=u_{3 g}^{36}=u_{3 g}^{25}=\chi_{3 g} \tau^{3}, u_{3 g}^{14}=-\eta_{\mathcal{I}} u_{3 g}^{14} \\
& u_{3 b}^{16}=-\eta \eta_{\mathcal{I}} u_{3 b}^{21}=u_{3 b}^{32}=-\eta \eta_{\mathcal{I}} u_{3 b}^{43}=u_{3 b}^{54}=-\eta_{\mathcal{I}} u_{3 b}^{65}=\chi_{3 b} \tau^{3} \\
& u_{3 r}^{13}=-\eta u_{3 r}^{24}=u_{3 r}^{35}=-\eta u_{3 r}^{46}=u_{3 r}^{51}=-u_{3 r}^{62}=\chi_{3 r} \tau^{3} . \tag{E12}
\end{align*}
$$

The symmetry allowed mean-field amplitudes on the reference bonds up to third nearest-neighbor are tabulated in Ta-

| $\left\{w_{\mathcal{I}}, w_{\mathcal{T}}\right\}$ | $\left\{n, p_{\mathcal{I}}\right\}$ | 1NN | 2NN | 3NN |
| :---: | :---: | :---: | :---: | :---: |
|  |  | $(a, b, c, d)_{1 b}$ | $(a, b, c, d)_{2 r}$ | $(a, b, c, d)_{3 g}$ |
| $\{1,0\}$ | $\{0,0\}$ | $=(-a, c, b,-d)_{1 b} e^{-i\left(n+p_{\mathcal{I}}\right) \pi}$ | $=(-a, c, b,-d)_{2 r} e^{-i\left(n+p_{\mathcal{I}}\right) \pi}$ | $=(-a, c, b,-d)_{1 b} e^{-i p_{\mathcal{I}} \pi}$ |
| $\{1,0\}$ | $\{0,1\}$ |  |  |  |
| $\{1,0\}$ | \{0, 2\} |  |  |  |
| $\{1,0\}$ | $\{0,3\}$ |  |  |  |
| $\{1,0\}$ | $\{1,0\}$ |  |  |  |
| $\{1,0\}$ | \{1, 1\} |  |  |  |
| \{1, 0 \} | \{1,2\} |  |  |  |
| \{1, 0 \} | \{1, 3\} |  |  |  |
| $\underline{\left\{w_{\mathcal{I}}, w_{\mathcal{T}}\right\}}$ | $\left\{n, n_{\mathcal{I}}\right\}$ | $(a, b, c, d)_{1 b}$ | $(a, b, c, d)_{2 r}$ | $(a, b, c, d)_{3 g}$ |
| $\{0,1\}$ | $\{0,0\}$ | $=\left(-a^{*}, c^{*}, b^{*},-d^{*}\right)_{1 b}(-1)^{n+n_{\mathcal{I}}}$ | $=\left(-a^{*}, c^{*}, b^{*},-d^{*}\right)_{2 r}(-1)^{n+n_{\mathcal{I}}}$ | $=\left(-a^{*}, c^{*}, b^{*},-d^{*}\right)_{1 b}(-1)^{n_{\mathcal{I}}}$ |
| $\{0,1\}$ | $\{0,1\}$ |  |  |  |
| $\{0,1\}$ | \{1, 0 \} |  |  |  |
| $\{0,1\}$ | \{1, 1\} |  |  |  |
| \{1, 1\} | $\{0,0\}$ | $=(-a, c, b,-d)_{1 b}(-1)^{n+n_{\mathcal{I}}}$ | $=(-a, c, b,-d)_{2 r}(-1)^{n+n_{\mathcal{I}}}$ | $=(-a, c, b,-d)_{1 b}(-1)^{n_{\mathcal{I}}}$ |
| $\{1,1\}$ | $\{0,1\}$ |  |  |  |
| $\{1,1\}$ | $\{1,0\}$ |  |  |  |
| \{1, 1\} | $\{1,1\}$ |  |  |  |
| $\underline{\left\{w_{\mathcal{I}}, w_{\mathcal{T}}\right\}}$ | $\left\{\tilde{\theta}_{\mathcal{I}}\right\}$ | $(a, b, c, d)_{1 b}$ | $(a, b, c, d)_{2 r}$ | $(a, b, c, d)_{3 g}$ |
| $\{0,0\}$ | $\{m \pi / n\}$ | $=\left(-a^{*}, c^{*}, b^{*},-d^{*}\right)_{1 b} e^{-i \theta_{\mathcal{I}}}$ | $=\left(-a^{*}, c^{*}, b^{*},-d^{*}\right)_{2 r} e^{i \theta_{\mathcal{I}}}$ | $=\left(-a^{*}, c^{*}, b^{*},-d^{*}\right)_{3 g}$ |

TABLE VI. Spatial constraints for symmetric $U(1)$ mean-field Ansätze up to third nearest neighbours. The parameters $(b, c, d)_{1 g},(b, c, d)_{1 r}$, $(b, c, d)_{2 g},(b, c, d)_{2 b},(b, c, d)_{3 b},(b, c, d)_{3 r}$ are not spatially constrained and hence not listed. Note that time-reversal constraints (namely, when $w_{\mathcal{T}}=0$ all bonds with " $1 r$ ", " $2 g$ ", " $3 r$ " vanish) are not listed in this table.

| $\eta, \eta_{\mathcal{I}}$ | $\left(a_{h}, b_{h}, c_{h}, d_{h}, a_{p}, b_{p}, c_{p}, d_{p}\right)_{1 b}$ | $\left(a_{h}, b_{h}, c_{h}, d_{h}, a_{p}, b_{p}, c_{p}, d_{p}\right)_{2 r}$ | $\left(a_{h}, b_{h}, c_{h}, d_{h}, a_{p}, b_{p}, c_{p}, d_{p}\right)_{3 g}$ |
| :---: | :---: | :---: | :---: |
|  | $\left.=\eta_{\eta_{\mathcal{I}} \times} \times \pm, \pm\right\}$ | $\left(-a_{h}^{*}, c_{h}^{*}, b_{h}^{*},-d_{h}^{*}, a_{p},-c_{p},-b_{p}, d_{p}\right)_{1 b}$ | $\left(-a_{h}^{*}, c_{h}^{*}, b_{h}^{*},-d_{h}^{*}, a_{p},-c_{p},-b_{p}, d_{p}\right)_{2 r}$ |

TABLE VII. Spatial constraints for symmetric $\mathbb{Z}_{2}$ mean-field Ansätze up to third nearest neighbours. The parameters $(b, c, d)_{1 g},(b, c, d)_{1 r}$, $(b, c, d)_{2 g},(b, c, d)_{2 b},(b, c, d)_{3 b},(b, c, d)_{3 r}$ are not spatially constrained (but are still constrained by time-reversal symmetry) and hence not listed. Note that time- reversal constraints are not listed in this table.

## Appendix F: Symmetric mean-field Ansätze including triplet

 terms up to 3 NNThe most general mean-field Hamiltonian for fermionic spinons is written as

$$
\begin{equation*}
H=\sum_{i=0, x, y, z} H^{i} \tag{F1}
\end{equation*}
$$

with

$$
\begin{align*}
H^{i} & =\sum_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}} H_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{i},  \tag{F2}\\
H_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{i} & =\operatorname{Tr}\left[\tau^{\alpha} \Psi_{\mathbf{r}_{\alpha}} u_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{(i)} \Psi_{\mathbf{r}_{\beta}^{\prime}}^{\dagger}\right],
\end{align*}
$$

where $\hat{\Psi}_{\mathbf{r}_{\alpha}}=\left(\begin{array}{cc}\hat{f}_{\mathbf{r}_{\alpha}, \uparrow} & \hat{f}_{\mathbf{r}_{\alpha}, \downarrow}^{\dagger} \\ \hat{f}_{\mathbf{r}_{\alpha}, \downarrow} & -\hat{f}_{\mathbf{r}_{\alpha}, \uparrow}^{\dagger}\end{array}\right)$. For the bond $\mathbf{r}_{\alpha} \leftarrow \mathbf{r}_{\beta}^{\prime}$, we use eight complex numbers $a_{h}, b_{h}, c_{h}, d_{h}, a_{p}, b_{p}, c_{p}, d_{p}$ to parametrize the 16 real parameters in $u_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{(i)}$ :

More explicitly, we have

$$
\begin{align*}
H_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{0}= & i a_{h}^{*}\left(\hat{f}_{\mathbf{r}_{\alpha}, \uparrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \uparrow}+\hat{f}_{\mathbf{r}_{\alpha}, \downarrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \downarrow}\right) \\
& +a_{p}\left(\hat{f}_{\mathbf{r}_{\alpha}, \uparrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \downarrow}^{\dagger}-\hat{f}_{\mathbf{r}_{\alpha}, \downarrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \uparrow}^{\dagger}\right)+h . c ., \\
H_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{x}= & -b_{h}^{*}\left(\hat{f}_{\mathbf{r}_{\alpha}, \downarrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \uparrow}^{\dagger}+\hat{f}_{\mathbf{r}_{\alpha}, \uparrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \downarrow}\right) \\
& -i b_{p}^{*}\left(\hat{f}_{\mathbf{r}_{\alpha}, \uparrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \uparrow}^{\dagger}-\hat{f}_{\mathbf{r}_{\alpha, \downarrow}}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \downarrow}^{\dagger}\right)+h . c ., \\
H_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{y}= & -i c_{h}^{*}\left(\hat{f}_{\mathbf{r}_{\alpha}, \downarrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \uparrow}^{\prime}-\hat{f}_{\mathbf{r}_{\alpha}, \uparrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \downarrow}\right.  \tag{F4}\\
& -c_{p}^{*}\left(\hat{f}_{\mathbf{r}_{\alpha}, \uparrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \uparrow}^{\dagger}+\hat{f}_{\mathbf{r}_{\alpha, \downarrow}}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \downarrow}^{\dagger}\right)+h . c ., \\
H_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{z}= & -d_{h}^{*}\left(\hat{f}_{\mathbf{r}_{\alpha}, \uparrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \uparrow}^{\prime}-\hat{f}_{\mathbf{r}_{\alpha}, \downarrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \downarrow}^{\prime}\right) \\
& \left.i f_{\mathbf{r}_{\alpha}, \uparrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \downarrow}^{\dagger}+\hat{f}_{\mathbf{r}_{\alpha}, \downarrow}^{\dagger} \hat{f}_{\mathbf{r}_{\beta}^{\prime}, \uparrow}^{\dagger}\right)+h .,
\end{align*}
$$

We define in Table V the bond parameters for the representative bonds up to 3 NN . All other bonds can then be obtained by performing certain PSG operation from these bonds. Table V serves as the reference to map the terms and parameters in Tables III, IV, and VI, VII.

Note that for onsite bond, we only have four complex parameters that are possibly nonzero, $\alpha_{h}, \beta_{p}, \gamma_{p}, \delta_{p}$, due to fermion anticommutativity and hermiticity of the Hamiltonian.

## 1. $U(1)$ Ansätze

Note that for $U(1)$ PSG Ansätze, we only have hopping bilinears and no pairing, therefore the parameters with subscript " $p$ " (hence the $\tau^{1}$ and $\tau^{2}$ terms) vanish. We then simplify the notation of the hopping parameters by omitting the subscript " $h$ " (i.e., $(a, b, c, d):=\left(a_{h}, b_{h}, c_{h}, d_{h}\right)$ ) and write

$$
\begin{align*}
& u_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{(0)}=i \operatorname{Re} a \tau^{0}-\operatorname{Im} a \tau^{3}, \\
& u_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{(x)}=\operatorname{Re} b \tau^{0}+i \operatorname{Im} b \tau^{3}, \\
& u_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{(y)}=\operatorname{Re} c \tau^{0}+i \operatorname{Im} c \tau^{3},  \tag{F5}\\
& u_{\mathbf{r}_{\alpha}, \mathbf{r}_{\beta}^{\prime}}^{(z)}=\operatorname{Re} d \tau^{0}+i \operatorname{Im} d \tau^{3} .
\end{align*}
$$

The spatial constraints for these parameters are summarized in Table VI.

Effect of time-reversal for $U(1)$ Ansätze:

- When $w_{\mathcal{T}}=0:$ TRS forbids bonds connecting sublattices with same sublattice parity, therefore all bonds with " $1 r$ ", " $2 g$ ", and " $3 r$ " are constrained to vanish by the PSG classes;
- When $w_{\mathcal{T}}=1$ : TRS forbids the appearance of $i \tau^{0}$ in all bonds. This means that we have the TRS constraints $(\operatorname{Re} a, \operatorname{Re} b, \operatorname{Re} c, \operatorname{Re} d)=(0,0,0,0)$ while $(\operatorname{Im} a, \operatorname{Im} b, \operatorname{Im} c, \operatorname{Im} d)$ are not constrained by TRS.


## 2. $\mathbb{Z}_{2}$ Ansätze

The spatial constraints for the parameters of the $\mathbb{Z}_{2}$ Ansätze are summarized in Table VI.

Effect of time reversal for $\mathbb{Z}_{2}$ Ansätze:

- When $\left\{\eta_{\mathcal{T}}, g_{\mathcal{T}}\right\}=\left\{+, i \tau^{2}\right\}$, the constraints of TRS is the same across all bond types: coefficient in front of $\tau^{0,2}$ vanish, meaning $\left(\operatorname{Re} a_{h}, \operatorname{Re} b_{h}, \operatorname{Re} c_{h}, \operatorname{Re} d_{h}, \operatorname{Im} a_{p}, \operatorname{Im} b_{p}, \operatorname{Im} c_{p}, \operatorname{Im} d_{p}\right)=$ ( $0,0,0,0,0,0,0,0$ ) while the other eight real components, $\left(\operatorname{Im} a_{h}, \operatorname{Im} b_{h}, \operatorname{Im} c_{h}, \operatorname{Im} d_{h}, \operatorname{Re} a_{p}, \operatorname{Re} b_{p}, \operatorname{Re} c_{p}, \operatorname{Re} d_{p}\right)$, are not constrained by TRS.
- When $\left\{\eta_{\mathcal{T}}, g_{\mathcal{T}}\right\}=\left\{-, i \tau^{2}\right\}$ : the constraints of TRS is no more the same across all bond types:
- For the Onsite bonds, NN bond type " $r$ ", 2nd NN bond type " $g$ ", and 3 nd NN bond type " $r$ ": coefficient in front of $\tau^{0,2}$ vanish, meaning $\left(\operatorname{Re} a_{h}, \operatorname{Re} b_{h}, \operatorname{Re} c_{h}, \operatorname{Re} d_{h}, \operatorname{Im} a_{p}, \operatorname{Im} b_{p}, \operatorname{Im} c_{p}, \operatorname{Im} d_{p}\right)=$ ( $0,0,0,0,0,0,0,0$ ) while the other eight real components, $\left(\operatorname{Im} a_{h}, \operatorname{Im} b_{h}, \operatorname{Im} c_{h}, \operatorname{Im} d_{h}, \operatorname{Re} a_{p}, \operatorname{Re} b_{p}, \operatorname{Re} c_{p}, \operatorname{Re} d_{p}\right)$, are not constrained by TRS.
- For the NN bond types " $g$ ", " $b$ ", the 2 nd NN bond types " $b$ ", " $r$ ", and 3nd NN bond types " $g$ ", " $b$ ", the coefficient in front of $\tau^{1,3}$ vanish, meaning $\left(\operatorname{Im} a_{h}, \operatorname{Im} b_{h}, \operatorname{Im} c_{h}, \operatorname{Im} d_{h}, \operatorname{Re} a_{p}, \operatorname{Re} b_{p}, \operatorname{Re} c_{p}, \operatorname{Re} d_{p}\right)=$ ( $0,0,0,0,0,0,0,0)$ while the other eight real components, $\left(\operatorname{Re} a_{h}, \operatorname{Re} b_{h}, \operatorname{Re} c_{h}, \operatorname{Re} d_{h}, \operatorname{Im} a_{p}, \operatorname{Im} b_{p}, \operatorname{Im} c_{p}, \operatorname{Im} d_{p}\right)$, are not constrained by TRS.


## Appendix G: Spin Structure Factor

The dynamical spin structure factor is defined as

$$
\begin{equation*}
\mathcal{S}^{\lambda \lambda^{\prime}}(\mathbf{q}, \omega)=\int_{-\infty}^{+\infty} \frac{d \tau e^{i \omega \tau}}{2 \pi \mathcal{N}} \sum_{i, j} e^{i \mathbf{q} \cdot \mathbf{r}_{i j}}\left\langle\hat{S}_{i}^{\lambda}(\tau) \hat{S}_{j}^{\lambda^{\prime}}(0)\right\rangle \tag{G1}
\end{equation*}
$$

where $\lambda, \lambda^{\prime} \in\{x, y, z\}, \mathbf{r}_{i j}=\mathbf{r}_{i}-\mathbf{r}_{j} . \quad$ and $\hat{S}_{i}^{z}(\tau)=$ $e^{i \hat{H} \tau} \hat{S}_{i}^{z} e^{-i \hat{H} \tau}$. Due to the presence of the spin-rotational symmetry, it is sufficient to consider the longitudinal components only, i.e.,

$$
\begin{equation*}
\mathcal{S}^{z z}(\mathbf{q}, \omega)=\int_{-\infty}^{+\infty} \frac{d \tau e^{i \omega \tau}}{2 \pi \mathcal{N}} \sum_{i, j} e^{i \mathbf{q} \cdot \mathbf{r}_{i j}}\left\langle e^{i \hat{H} \tau} \hat{S}_{i}^{z} e^{-i \hat{H} \tau} \hat{S}_{j}^{z}\right\rangle \tag{G2}
\end{equation*}
$$

This, in terms of fermion operators reads as

$$
\begin{align*}
\mathcal{S}^{z z}(\mathbf{q}, \omega) & =\int_{-\infty}^{+\infty} \frac{d \tau e^{i \omega \tau}}{8 \pi \mathcal{N}} \sum_{i, j} e^{i \mathbf{q} \cdot \mathbf{r}_{i j}} \sigma_{\alpha \alpha}^{z} \sigma_{\beta \beta}^{z}  \tag{G3}\\
& \times \sum_{\alpha, \beta}\left\langle e^{i \hat{H} \tau} \hat{f}_{i, \alpha}^{\dagger} \hat{f}_{i, \alpha} e^{-i \hat{H} \tau} \hat{f}_{j, \beta}^{\dagger} \hat{f}_{j, \beta}\right\rangle
\end{align*}
$$

For the $U(1)$ Ansätze, $\uparrow$ and $\downarrow$ sectors are decoupled. As a result, the basis contains only annihilation operators in each sector. Consider a unitary matrix $U$ such that $U^{\dagger} \hat{H} U=$ $\operatorname{diag}\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{\mathcal{N}}\right)$, where $\mathcal{N}$ is the total number of sites. Consequently, the basis vectors will transform as $\hat{f}_{i, \alpha}=$ $U_{i \mu} \hat{\xi}_{\mu, \alpha}$ and Eq. (G3) can be recast as

$$
\begin{align*}
\mathcal{S}^{z z}(\mathbf{q}, \omega) & =\int_{-\infty}^{+\infty} \frac{d t e^{i \omega \tau}}{8 \pi \mathcal{N}} \sum_{i, j, \mu, \mu^{\prime} \nu, \nu^{\prime}} e^{i \mathbf{q} \cdot \mathbf{r}_{i j}} \sigma_{\alpha \alpha}^{z} \sigma_{\beta \beta}^{z} \\
& \times U_{i, \mu}^{*} U_{i, \mu^{\prime}} U_{j, \nu}^{*} U_{j, \nu^{\prime}}  \tag{G4}\\
& \times \sum_{\alpha, \beta}\left\langle e^{i \hat{H} \tau} \hat{\xi}_{\mu, \alpha}^{\dagger} \hat{k}_{\mu^{\prime}, \alpha} e^{-i \hat{H} \tau} \hat{\xi}_{\nu, \beta}^{\dagger} \hat{\xi}_{\nu^{\prime}, \beta}\right\rangle
\end{align*}
$$

The scattering mechanism is as follows. At time $\tau=$ 0 , a pair of excitations is created by removing a fermion
with a state $\left(\nu^{\prime}, \beta\right)$ from the filled bands (i.e., bellow the fermi level) and creating a fermion with a state $(\nu, \beta)$ at the empty bands (i.e., above the fermi energy) followed by the annihilation of the pair of excitations at time $\tau$. Thus, $\left\langle e^{i \hat{H} \tau} \hat{\xi}_{\mu, \alpha}^{\dagger} \hat{\xi}_{\mu^{\prime}, \alpha} e^{-i \hat{H} \tau} \hat{\xi}_{\nu, \beta}^{\dagger} \hat{\xi}_{\nu^{\prime}, \beta}\right\rangle$ gives

$$
\begin{equation*}
e^{-i\left(\epsilon_{\nu}-\epsilon_{\nu^{\prime}}\right) \tau} \times \delta\left(\nu^{\prime}, \mu\right) \delta_{\mu^{\prime}, \nu} \delta_{\alpha, \beta} \tag{G5}
\end{equation*}
$$

Note that $\epsilon_{\nu}$ is independent of spin index because of spin symmetry. Substitution of the Eq. (G5) in Eq. (G4), yields

$$
\begin{align*}
\mathcal{S}^{z z}(\mathbf{q}, \omega) & =\frac{1}{2 \mathcal{N}} \sum_{i, j, \mu, \nu} e^{i \mathbf{q} \cdot \mathbf{r}_{i j}} \delta\left(\omega-\epsilon_{\nu}+\epsilon_{\mu}\right)  \tag{G6}\\
& \times U_{i, \mu}^{*} U_{i, \nu} U_{j, \nu}^{*} U_{j, \mu} n_{\mu}\left(1-n_{\nu}\right)
\end{align*}
$$
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[^1]:    ${ }^{1}$ States with $S U(2)$ IGG cannot be realized on the maple-leaf lattice given its nonbipartite nature.

[^2]:    ${ }^{2}$ Instead of $(\mathcal{I})$ and a $C_{3}$-rotation, one can equivalently work with only a single six-fold rotation $C_{6}$. Note that this lattice lacks any reflection symmetry.

