
The Rosenzweig-Porter model revisited for the three Wigner-Dyson symmetry classes
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Interest in the Rosenzweig-Porter model, a parameter-dependent random-matrix model that in-
terpolates between Poisson and Wigner-Dyson (WD) statistics, has come up again in recent years
in the field of many-body quantum chaos. The reason is that the model exhibits parameter ranges
in which the eigenvectors are Anderson-localized, non-ergodic (fractal) and ergodic extended, re-
spectively. The central question is how these phases and their transitions can be distinguished
through properties of the eigenvalues and eigenvectors. We present numerical results for all sym-
metry classes of Dyson’s threefold way. We analyzed the fluctuation properties in the eigenvalue
spectra, and compared them with existing and new analytical results. Based on these results we
propose characteristics of the short- and long-range correlations as measures to explore the transi-
tion from Poisson to WD statistics. Furthermore, we performed in-depth studies of the properties
of the eigenvectors in terms of the fractal dimensions, the Kullback-Leibler (KL) divergences and
the fidelity susceptibility. The ergodic and Anderson transitions take place at the same parameter
values and a finite size scaling analysis of the KL divergences at the transitions yields the same
critical exponents for all three WD classes, thus indicating superuniversality of these transitions.

I. INTRODUCTION

Random matrix theory (RMT) [1] has been successful in the description of the fluctuation properties in the energy
spectra of atomic nuclei [2–9] and, within the field of quantum chaos, of those of quantum systems with a chaotic
classical counterpart. The objective of quantum chaos is to identify signatures of classical chaos in the properties of
quantum systems. However, nuclear many-body systems do not have an obvious classical analogue, even though their
spectra exhibit features that are similar to those of quantum systems with integrable, chaotic or mixed integrable-
chaotic dynamics [10]. It was demonstrated in Refs. 11 and 12 that integrability may be associated with collective
excitations, i.e. collective motion of the nucleons, whereas chaoticity corresponds to complex motion. In fact RMT,
was introduced by Wigner to describe the spectral properties of nuclei [2, 3, 5, 7, 13, 14]. In Refs. 15–17 a link
between the spectral properties of quantum systems with a chaotic dynamics and random Hermitian matrices with
Gaussian-distributed matrix elements was proposed. This idea was pursued and led to the Bohigas-Giannoni-Schmit
(BGS) conjecture [18] which states that the spectral properties of typical quantum systems, that belong to either
the orthogonal (β = 1) universality class, which applies to integer spin systems with preserved time-reversal (T )
invariance, to the unitary one (β = 2), when T -invariance is violated, or to the symplectic one (β = 4) for half-integer
spin systems with preserved T -invariance, agree with those of random matrices from the corresponding Wigner-Dyson
(WD) ensembles. These comprise the Gaussian orthogonal ensemble (GOE), the Gaussian unitary ensemble (GUE),
and the Gaussian symplectic ensemble (GSE), respectively [1, 19]. On the other hand, Berry and Tabor demonstrated,
based on the Einstein-Brillouin-Keller quantization [20], that the fluctuation properties in the eigenvalue sequences of
typical integrable systems (β = 0) exhibit Poissonian statistics. The BGS conjecture was confirmed for single-particle
systems theoretically for all three universality classes [19, 21–23] and also experimentally, e.g., with flat, cylindrical
microwave resonators [24–27] simulating quantum billiards and microwave networks simulating quantum graphs [28–
30]. It also applies to quantum systems with chaotic classical dynamics and partially violated T -invariance [31–
34]. These are described by a RMT model interpolating between the GOE and the GUE for complete T -invariance
violation. Such systems were investigated theoretically in Refs. 8, 35–37 and experimentally in microwave billiards [38–
41].
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We report in this work on the analysis of the properties of a random matrix model, the Rosenzweig-Porter model
(RP), which is a paradigmatic model for the description of universal properties of typical quantum systems, whose
classical counterpart undergoes a transition from integrable to chaotic dynamics, leading to a transition from Poisson to
Wigner-Dyson statistics of their spectral properties and a transition from localized to extended for their eigenvectors.
The RP model was introduced in 1960 to describe phenomena like level repulsion or partial level clustering, exhibited
by the energy levels that were obtained from experimental atomic spectra [42]. Depending on a parameter λ it

interpolates between random matrices from either of the WD ensembles and random diagonal matrices, denoted Ĥβ

and Ĥ0, respectively,

Ĥ0→β(λ) = Ĥ0 + λĤβ , β = 1, 2, 4. (1)

Here, we choose Gaussian distributed random entries for Ĥ0. Upon increasing λ, the relative strength of off-diagonal
matrix elements with respect to diagonal ones increases, and the spectral properties experience a transition from
Poisson to WD statistics, while the eigenvectors undergo a transition from localized to extended ergodic phase.
Recently, the transition from Poisson to GUE was studied experimentally with a microwave billiard [43].

It was shown in Ref. 44 that a suitable re-parametrization of λ in terms of a power law of the matrix dimension
uncovers an additional, intermediate phase, consisting of extended non-ergodic eigenstates that exhibit fractal di-
mensions, referred to as generalized Rosenzweig-Porter (gRP) model in the following. Like in the original model (1)

the random matrices ĤgRP(γ) of the gRP model are Gaussian distributed, however the variances of the off-diagonal
elements are modified by multiplication with an N -dependent prefactor,

HgRP
nm (γ) = Hnnδnm +

1

Nγ/2
Hnm(1− δnm) (2)

σ2
d = ⟨H2

nn⟩ =
1

βN
, σ2

off =

〈(
H(ξ)

nm

)2〉
=

1

2βN
, ξ = 0, . . . , β − 1, β = 1, 2, 4, (3)

where N, σ2
d, σ

2
off denote the dimension of Ĥ and the diagonal and off-diagonal variances, respectively. The parameter

ξ counts the number of independent components of the off-diagonal matrix elements of Ĥ and γ determines the phase
diagram. For β = 1 ĤgRP(γ) is real symmetric, for β = 2 it is complex Hermitian and for β = 4 it is quaternion real

and can be written in the quaternion representation. Assuming that Ĥβ=4 is 2N -dimensional, it is given in terms of
an N ×N matrix whose matrix elements are 2× 2 quaternion matrices of the form,

ĥmn = h(0)mn12 + hmn · τ , n,m = 1, . . . , N. (4)

Here, 12 is the 2-dimensional unit matrix, and τ = −iσ with the components of σ, σ̂i, i = 1, 2, 3, denoting the three

Pauli matrices. Time-reversal invariance implies that the matrices ĥnm are quaternion real, h
(µ)
mn = h

(µ)∗
mn , µ = 0, . . . , 3,

and Hermiticity yields h
(0)
mn = h

(0)
nm, hmn = −hnm, and thus ĥnn = h

(0)
nn12. The eigenvalues of quaternion real matrices

are Kramers degenerated so that the number of eigenvalues is reduced to one half of the dimension.
For 0 ≤ γ < 1 the properties of the eigenstates of the model Hamiltonian (2) coincide with those of random

matrices from the WD ensemble [44–46] with corresponding value β. At γ = γE = 1 an ergodic phase transition
occurs. Furthermore, it was shown in Refs. 45, 47–49 that for γ > 2 all eigenstates are localized and at γA = 2
the Anderson localization transition takes place. In the parameter range γE < γ < γA, referred to as non-ergodic
extended phase, the eigenstates are delocalized and exhibit single-fractal properties [44]. Due to the existence of this
intermediate phase and its connection to the phenomenon of many-body localization [50–52], the gRP model has
gained considerable attention in the last few years [46, 53–63]. Several extensions and modifications of the model
were also studied, among which are the circular [64, 65] and non-Hermitian [66] RP model and the effects of fat-tailed
distributions of off-diagonal elements [67, 68] or fractal disorder [69].

The values of γ, γE and γA, where the transitions to ergodic and localization take place, may be estimated using
the rule of thumb criteria for ergodicity and localization for dense matrices outlined in Refs. 67 and 70. They are
based on the following sums over moments of |Hnm|,

Sq(N) =
1

N Aq

N∑
n,m=1

⟨|Hnm|q⟩, (5)

with A =
√

⟨|Hnn|2⟩, q = 1, 2 and N denoting the dimension of the matrix. The criteria are:

• The property limN→∞ S1(N) <∞ implies that the eigenstates are localized and spectral statistics agrees with
Poisson statistics (Anderson localization criterion).
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• The property limN→∞ S2(N) → ∞ implies that the eigenstates are ergodically distributed over the whole
available space and spectral statistics agrees with WD statistics (ergodicity criterion).

• The property limN→∞ S1(N) → ∞ and limN→∞ S2(N) < ∞ indicates – but does not necessarily imply – that
the states are extended but non-ergodic.

• Furthermore, a sufficient condition for complete ergodicity is fulfilled [67] if limN→∞ S1(N) → ∞, limN→∞ S2(N) →
∞ and limN→∞ S̄(N) → ∞, with

S̄(N) =

(∑
m⟨|Hnm|2⟩t

)2
S2(N)

, (6)

and ⟨.⟩t denoting the typical value which is given by ⟨|Hnm|2⟩t = exp
[
⟨ln(|Hnm|2)⟩

]
.

For the gRP model we obtain with the definition of the variance σ2 of the Gaussian distributions in (3) S1(N) =√
2/π

[
1 + 1/

√
2(N − 1)N−γ/2

]
, S2(N) = 1 + 1/2(N − 1)N−γ and ⟨|Hnm|2⟩t = σ2/[2 exp(γEM ], with γEM denoting

the Euler-Mascheroni constant. This yields in the limit N → ∞ the values γE = 1 and γA = 2 for the transition from
ergodic to non-ergodic and non-ergodic to localized phase, respectively.

We extend the numerical studies of the Rosenzweig-Porter model to the transition from Poisson to GSE and
present results for the spectral properties of the three WD ensembles in Sec. II. They have been studied thoroughly
for the transition from Poisson to GOE, e.g. in Ref. 60 and for that from Poisson to GUE even analytical results
exist [32, 48, 71–73]. These have been tested experimentally and checked with low-dimensional random matrices
in Ref. 43. In this work we test them with high-dimensional matrices and derive a Wigner-surmise like analytical
expression for the ratio distribution for that transition; see Appendix A1 for details. The ratio distribution has the
advantage that it is dimensionless, so that unfolding of the eigenvalues of Ĥ0→β(γ) to a uniform spectral density is not
required. The average ratios are commonly used as a measure for the size of ergodicity [58]. We propose the position
of the maximum of the nearest-neighbor spacing distribution, the position of the minimum of the form factor, the
deviation of the number variance from that of the corresponding WD ensemble, and the slope of the power spectrum
in the asymptotic limit as measures for the transition from ergodic to localized, as outlined in Sec. II. For the long-
range correlations the associated measures reveal deviations from the corresponding WD statistics when increasing
γ beyond γ = 1 and saturate at the value corresponding to Poisson statistics for γ ≳ 2. Yet, to identify the region
1 < γ < 2 as a fractal, i.e., non-ergodic phase, the properties of the associated eigenvectors need to be analyzed. An
in-depth analysis of commonly used statistical measures is presented for all three WD ensembles in Sec. III.

II. ANALYSIS OF SPECTRAL PROPERTIES AND COMPARISON WITH AVAILABLE ANALYTICAL
RESULTS FOR THE RP MODEL

To study the properties of the eigenvalues Eµ and the eigenvector components ψµ(i), i = 1, . . . , N of the gRP

Hamiltonian (2), we solve the eigenvalue problem, Ĥ|ψµ⟩ = Eµ|ψµ⟩, µ = 1, . . . , N , where the eigenvectors are given in
terms of the computational basis |ψµ⟩ =

∑
i ψµ(i)|i⟩, by full exact diagonalization for numerous values of γ ∈ [0.0, 3.5]

for β = 1, 2, 4 andN = 2n with n varying from 9 to 16. In the following subsections we present our results on fluctuation
properties in the eigenvalue spectrum, localization properties of the eigenstates, and the fidelity susceptibility which
depends on a combination of the Eµ and the ψµ(i).

In (2) Ĥ and in (1) Ĥβ are drawn from the Gaussian ensemble denoted by β with variance σ2 = (1+δnm)
2βN . Thus

the N -dimensional gRP Hamiltonian (2) can be cast to its original form [42, 48, 72, 74] given in (1) by replacing Ĥ0

by the difference of two diagonal matrices, Ĥ(1) − 1
Nγ/2 Ĥ

(2), whose matrix elements are Gaussian distributed with

variances

〈(
H

(1)
nn

)2〉
=

〈(
H

(2)
nn

)2〉
= 1

βN , yielding a random diagonal matrix with Gaussian distributed matrix

elements with variance
〈
(H0nn)

2
〉
= 1

βN

(
1 + 1

Nγ

)
. Accordingly we may expect that λ ∝ 1

Nγ/2 .

For the derivation of system-independent analytical results for universal spectral properties [1, 6] generally the

parameter λ is rescaled with the spectral density of the entries of Ĥ0 [6, 47, 48, 72, 75] such that its N -dependence
is removed and the limit N → ∞ can be performed. In the present case the variances of the diagonal elements of
Ĥ0 and Ĥβ are chosen similar for N ≫ 1, so that this is not needed. Indeed, the spectral properties do not change
when increasing the dimension from N = 216 to N = 100000. Thus, to determine the functional dependence of λ on
γ, we may evaluate available analytical expressions for short- and long-range correlation functions of the eigenvalues
of the model Hamiltonian (1) and fit to them those obtained for fixed N from random-matrix simulations with the
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Hamiltonian (2). For λ → ∞ the random matrix Ĥ0→β(λ) approaches the WD ensemble with corresponding β,
however, its spectral properties already coincide with WD statistics for λ ≳ 2.5.
For the study of spectral properties we performed for all three values of β numerical simulations for random matrices

from the gRP Hamiltonian (2) with N = 216. The sorted eigenvalues E1 ≤ E2 ≤ · · · ≤ EN of the WD ensembles can
be unfolded with the integrated semicircle law,

N(E) =
N

π

[
E
√
1− E2 +

π

2
+ arcsin (E)

]
, (7)

with N(E) denoting the number of eigenvalues below E. For non-zero values of γ we unfolded to average spacing
unity with a combination of the semicircle law and a polynomial of 5th order. Here, we excluded the lowest and
largest 7500 eigenvalues, corresponding to ≈ 23% of the total number N . We analyzed the nearest-neighbor spacing
distribution P (s), the distribution of ratios of consecutive eigenvalue spacings P (r), the two-point cluster function
Y2(r) = 1 − R2(r), with R2(r) denoting the spectral two-point correlation function, the number variance Σ2(L) =
⟨(N(L)− ⟨N(L)⟩)2⟩ with N(L) denoting the number of eigenvalues in an interval of length L, and the spectral form
factor K(τ) = 1 − b(τ) with b(τ) =

∫∞
−∞ Y2(r)e

−i2πrτdr. Furthermore, we analyzed power spectra, which are not
commonly used, yet are sensitive to small perturbations. The power spectrum is defined as

s

(
τ =

l

N

)
=

〈∣∣∣∣∣ 1√
N

N−1∑
q=0

δq exp

(
−2πi

l

N
q

)∣∣∣∣∣
2〉

, l = 1, . . . N (8)

with δq = ϵq+1 − ϵ1 − q and ϵj denoting the unfolded eigenvalues [76, 77].

A. Short-range correlations

Wigner-surmise like approximations have been derived for the nearest-neighbor spacing distributions based on 2×2-
dimensional random matrices of the form (1) for β = 1, 2 and based on 2 × 2 matrices in quaternion basis of the
form (1) for β = 4. For β = 1 it has been derived in Refs. 74, 78, and 79,

P0→1(s) =
su2λ
λ

exp

(
−u

2
λs

2

4λ2

)∫ ∞

0

dξe−ξ2−2ξλI0

(
sξuλ
λ

)
(9)

where uλ =
√
πU(− 1

2 , 0, λ
2), with U(a, c, x) denoting the Tricomi function,

U(−1

2
, 0, λ2) =

1√
π
e

λ2

2

∫ π
2

0

dΘcos

(
λ2

2
tanΘ−Θ

)
(10)

and I0(x) is the modified Bessel function

I0(x) =
1

π

∫ π

0

dΘcosh(x cosΘ) . (11)

This distribution interpolates between Poisson for λ = 0 and the Wigner surmise for β = 1 in the limit λ→ ∞. Note
that the limit λ → 0 has to be taken such that λ < s. For finite values of λ the distribution decays exponentially
for s ≫ ⟨s⟩ with ⟨s⟩ denoting the average spacing, that is, the distribution (9) exhibits the characteristic features
of intermediate statistics [80]. In Ref. [32] a Wigner-surmise like expression was derived for β = 2 based on the RP
model (1) with N = 2,

P0→2(s) = Cs2e−D2s2
∫ ∞

0

dxe−
x2

4λ2 −x sinh z

z
, (12)

D(λ) =
1√
π
+

1

2λ
eλ

2

[1− Φ(λ)]− λ

2
Ei
(
λ2
)
, +

2λ2√
π

2F2

(
1

2
, 1;

3

2
,
3

2
;λ2
)
, C(λ) =

4D3(λ)√
π

, z =
xDs

λ
,

where Φ(x) denotes the error function, Ei(x) the exponential integral, and 2F2(α1, α2;β1, β2;x) the generalized hy-
pergeometric error function [81, 82]. This distribution was rederived in Ref. [83] and is quoted in Ref. [84], where also
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FIG. 1. Left: Examples for the nearest-neighbor spacing distributions obtained from random-matrix simulations for the gRP
model (black histograms) for the transition from Poisson to GOE (left column), GUE (middle column) and GSE (right column),
respectively. They are compared to the curves P0→β(s) given in Eqs. (9-13) best fitting them (red dashed line). Right: Position
of the maximum of the best-fitting P0→β(s) as function of the transition parameter γ for β = 1 (black), β = 2 (red) and β = 4
(dark green).

a Wigner-surmise like expression was derived for β = 4 based on the RP model (1) with N = 4, corresponding to a
2× 2 dimensional matrix in the quaternion basis,

P0→4(s) = D
λ

2
√
π
s0e

− s20
4

∫ ∞

0

dxe−x2−2λx z cosh(z)− sinh z

x3
, (13)

D(λ) =
λ√
π

∫ ∞

0

dx
(4x3 + 2x)e−x2

+
√
π(4x4 + 4x2 − 1)Φ(x)

x3
e−2λx, s0 = 2Ds, z = s0x.

In Fig. A3 we show examples for the nearest-neighbor spacing distribution and the cumulative one for various values
of γ. In the left part of Fig. 1 we compare the nearest-neighbor spacing distributions obtained from random-matrix
simulations for the gRP Hamiltonian (2) (black histograms) for two values of γ for the transition from Poisson to WD
statistics with β = 1 (left column), β = 2 (middle column) and β = 4 (right column) with the distribution P0→β(s)
best fitting them. The agreement is as good as that of the exact nearest-neighbor spacing distributions of random
matrices from the WD ensembles with the corresponding Wigner surmise [19, 85]. In the left part of Fig. 2 we show
the values of λ resulting from the fit of the analytical curves P0→β(s) given in (9)-(13) to those obtained from the
RMT simulations employing the gRP Hamiltonian (2) as function of γ. Below γ ≃ 1.4, λ doesn’t change with γ.
Actually, there the numerically obtained nearest-neighbor spacing distributions, and thus the best fitting P0→β(s),
lie on top of the corresponding Wigner surmise. Deviations from the latter or, equivalently from WD behavior, are
observed above γ ≃ 1.45, implicating that the nearest-neighbors distribution becomes sensitive to the modification
of the WD Hamiltonian in (2) only beyond that value. As visible in the logarithmic plot shown in the right part of
Fig. 2, λ ∝ N−Bγ for 1.45 ≤ γ ≤ 2.1. A linear regression yields B ≃ 0.5, as expected from the definitions of the RP
and gRP models; see (1) and (2).

These features confirm that the nearest-neighbor spacing distribution is not sensitive to small perturbations of the
random matrices from the WD ensembles. The mean spacing cannot be used as a measure for the transition from
WD behavior to localization, since the eigenvalues are rescaled to mean spacing unity. However, we observe that the
position of the maximum of the nearest-neighbor spacing distribution undergoes a transition from zero to the value
for the corresponding WD ensemble, when increasing γ. Therefore we use it as indicator for the onset of localization.
It is plotted as function of γ in the right part of Fig. 1 for the WD ensembles. A drastic change of the position is
visible for all WD classes for γ ≳ 1.45 up to γ ≃ 2.
We also analyzed the distribution of the ratios of consecutive spacings [86, 87] between nearest-neighbor eigenvalues,

rj =
Ej+1−Ej

Ej−Ej−1
and of rmin

j = min
(
rj,

1
rj

)
. Wigner-surmise like analytical expressions are available for all three WD

ensembles [87, 88]. They are applicable to systems for which the spectral density does not exhibit singularities and
have the advantage that no unfolding is required, since the ratios are dimensionless [86–88].

Based on the joint probability distribution (A1) of the eigenvalues of Ĥ0→2(λ) for the transition from Poisson
to GUE, we derive in Sec. A 2 a Wigner-surmise like analytical expression for the ratio distribution, which is given
in (A50). Examples are shown in Fig. A1. With increasing λ a transition from the result (A22) for the eigenvalues of
a 3× 3-dimensional diagonal matrix with Gaussian distributed entries to (A60) for the Wigner-surmise like analytical
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FIG. 2. Left: Values of λ obtained from the fit of P0→β(s) to the numerical results for β = 1 (black), β = 2 (red) and β = 4
(green) as function of γ. Right: Same as left for the natural logarithm of λ.

FIG. 3. Examples for ratio distributions obtained from random-matrix simulations for the gRP model (black histograms)
for the transition from Poisson to GUE. They are compared to the corresponding analytical result obtained from (A50) (red
dashed line). The turquoise dash-dot-dot lines show the analytical result (A23) for Poissonian distributed random numbers [87],
the dashed green line the result for 3 × 3-dimensional diagonal matrices with Gaussian distributed entries given in (A22). For
γ = 1.6 the curve is close to the Wigner-surmise like distribution of the GUE (A60). For γ = 2.3 the numerical result is closer
to the distribution (A22) than to the curve for Poissonian random numbers (A23).

result for the GUE takes place. In Fig. 3 we compare for a few values of γ the numerical results to the corresponding
analytical ones. Like for the Wigner-surmise like results for the nearest-neighbor spacing distributions the numerical
evaluation of (A50) becomes increasingly cumbersome with increasing γ, because in the limit λ → 0 (γ → ∞) the
integrand turns into a δ-function as outlined in the appendix [see (A18)], reflecting the abrupt transition of the ratio
distribution occurring when increasing λ from zero to any small value in (1) [32, 74].

For all three WD ensembles analytical results have been obtained for ⟨r⟩ and ⟨rmin⟩ [88], ⟨r⟩ = 1.75, 1.36.1.17 and
⟨rmin⟩ = 0.53, 0.6, 0.67 for the GOE, GUE and GSE, respectively, and for Poissonian random numbers they are given
by ⟨r⟩ = ∞ and ⟨rmin⟩ = 0.39. These values are attained for β = 1, 2, 4 in the limits of small and large γ, respectively.
This is illustrated in Fig. 4, where we also show the analytical result as blue solid line for the transition from Poisson
to GUE. Marginal deviations from the results for the WD ensembles are observed for λ ≳ 1.45, however, clear changes
occur only above λ ≳ 1.6, thus implying that the ratio distributions are even less sensitive to small perturbations of
the WD matrices [58, 60] than the nearest-neighbor spacing distribution. Nevertheless, they are commonly used to
get information on presence or absence of quantum chaos, respectively, ergodicity, the reason being that no unfolding
of the eigenvalues is required. In Fig. 5 we show for all three WD ensembles the average values ⟨rmin⟩ for different
system sizes N . We observe for all cases (β = 1, 2, 4) a crossing of the curves at γ = 2, implying that at that
value ⟨rmin⟩ does not depend on N . This indicates that a phase transition from extended to localized takes place at
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FIG. 4. Average values for ⟨r⟩ (left) and ⟨rmin⟩ (right) for the transitions from Poisson to the WD ensembles (black: β = 1,
red: β = 2, green: β = 4) as function of γ. The blue line exhibits the corresponding analytical result. Note, that the ratio
distribution (A50) becomes indistinguishable from the result (A22) (except for λ < r) for γ ≳ 2.1, so we don’t show results
above that value.
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FIG. 5. System size dependence of the average values ⟨rmin⟩ for transitions from Poisson to the WD ensembles as a function
of γ. The insets show the extended γ region for four system sizes, with the ergodic and Poisson values marked by dashed black
lines.

γ = 2 [58]. Remarkably, the transition takes place at the same value of γ for all three universality classes. Figure A4
exhibits ⟨rmin⟩ as function of γ and of the center of a sliding energy window comprising 500 eigenvalues for all three
WD ensembles. The plots clearly show an energy dependent transition from WD to Poisson statistics, thus indicating
a mobility edge for the associated eigenvectors.

B. Long-range correlations

Based on the RP model (1), in Ref. 32 approximate analytical results were obtained for the two-point cluster
function for the transition from Poisson to GOE and an analytical expression for the transition from Poisson to GUE,
which is exact for all values of λ and N , however, the computation of the limit N → ∞ starting from that expression
was impossible [32]. In [89] the replica approach was applied to the gRP model for the transition from Poisson to
GOE to compute the average spectral density and level compressibility. Yet, exact analytical results for statistical
measures of long-range correlations of random matrices from the RP ensemble (1) are only available for β = 2, see
Appendix A 3. Examples for the two-point cluster function and number variance are shown in Fig. 6, and for the
spectral form factor in the left panel of Fig. 7. The values of λ obtained from the fit of the analytical result for
Σ2(L) to the numerical results as function of γ agree with those obtained from the fit of P0→2(s) given in (12) to
the nearest-neighbor spacing distribution of the gRP Hamiltonian (2) with β = 2 shown in Fig. 2. Note, that there
are discrepancies in the scales of α̃ and τ̃ between Refs. [48] and [73]. These are due to differing definitions of the
N -dependent scale of the parameter λ. We fixed this by computing the spectral form factor from the Fourier transform
of the analytical result for the two-point cluster function [73] given in (A61) (right panel of Fig. 7) and comparing it
to the analytical result for K(τ) [48] given in (A63) (left panel of Fig. 7). Furthermore, we compared the resulting
values of α̃ and τ̃ with those obtained from the fits of the Wigner-surmise like analytical result, P0→2(s), to the
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FIG. 6. Left: Comparison of the two-point cluster function obtained from the random-matrix simulations for the GUE gRP
Hamiltonian (2) (black) with the analytical result (A61) (red) for various values of γ indicated in the panels. Here, L denotes
the length of the energy interval in units of mean spacing. The dashed turquoise line exhibits the result for the WD ensemble
with β = 2. Right: Comparison of the number variance obtained from the random-matrix simulations for the GUE gRP
Hamiltonian (2) (black) with the analytical result (A62) (red) for various values of γ indicated in the panels. The turquoise
line shows one example for random matrices of dimension N = 100000. It is indistinguishable from the result for N = 216. The
solid and dashed green lines exhibit the results for Poisson and GUE statistics, respectively.

FIG. 7. Left: Comparison of the spectral form factor obtained from the random-matrix simulations for the GUE gRP
Hamiltonian (2) (black) with the analytical result (A63) (red) for various values of γ. The corresponding values of λ are
obtained by fitting the analytical curves to the numerical ones. We do not show them, since they agree with the values
obtained from the nearest-neighbor spacing distributions. Right: Same as in the left panel, the only difference being that the
analytical curve is obtained from the Fourier transform of the analytical result (A61) for the two-point cluster function (red).
Some slight discrepancies are observed for small values of t for the case γ = 1.7, but otherwise agreement with the numerical
ones is as good as in the left panel, if not better.

nearest-neighbor spacing distributions obtained for the gRP model, shown in Fig. 2, yielding α̃ = π√
2
λ and τ̃ = τ

2π .

For the matter of completeness, we would like to mention, that approximations have been derived for Y 0→2
2 (r) for

λ≪ 1 and λ≫ 1 in Refs. 32, 34, 45, 47, 48, 71–73, 90–92.
In the left part of Fig. A5 results are shown for the number variance for the gRP Hamiltonian (2) with (3) for

β = 1, 2, 4. In Fig. A7 we show the numerical results for the spectral form factor for the gRP models with β = 1, 4.
The turquoise lines show the results for the corresponding WD ensemble. For the two-point cluster functions, shown
in the left part of Fig. 6, deviations from the WD ensemble with β = 2 are visible only for γ ≳ 1.5, whereas clear
discrepancies are observed in Σ2(L) for all values of β for γ ≳ 1. To illustrate this, we plot in the left part of Fig. 8
its distance from the curve for γ = 0.9, which lies on top of the WD one, at L = 3 (dots), and similarly, the distance
from Poisson statistics (triangles). For γ ≳ 1 the distances are nonzero for the former and they increase rapidly for
γ ≳ 1.4 and saturate for γ ≳ 2 and are close to Poisson then. For the spectral form factor slight deviations from
the corresponding WD ensemble are observed for γ ≳ 1 around the minimum at t ≃ 0, and for γ ≳ 1.5 discrepancies
between the gRP and WD ensembles are clearly visible. To illustrate this, we plot in Fig. 9 the value of t at the
minimum of K(t) (left), denoted by tmin, and the value of the minimum, K(tmin), itself. In the ergodic limit both
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FIG. 8. Left: Distance between the number variance Σ2(L) at L = 3 for γ = 0.9, where it coincides with that for the
corresponding WD ensemble (dots), respectively, for Poisson statistics (triangles) and its value for γ > 0.9 for the transition
from Poisson to GOE (black), to GUE (red) and to GSE (green). Right: Same as left for the exponent µ deduced from the
logarithm of power spectra, log10[s(τ)] as function of log10[τ ] in the asymptotic region τ ≲ 10−2 (see main text).

FIG. 9. Left: Position tmin of the minimum of the form factor K(t) for the GOE (black), GUE (red) and GSE (green). Right:
Same as left for the value of the form factor at the position of the minimum, K(tmin).

values are zero, whereas for Poissonian random numbers the spectral form factor is constant, K(t) = 1, and thus
doesn’t exhibit a minimum. We find that tmin and K(tmin) are nonzero for γ ≳ 1 and for γ ≳ 2 they increase
drastically and K(tmin) saturates at about unity.
Another measure for long-range correlations is the power spectrum defined in (8). Exact analytical results were

obtained for the power spectra in Refs. 93 and 94 for fully chaotic quantum systems with violated T -invariance,
however, we are not aware of any analytical results for the RP model. The power spectrum exhibits for τ ≪ 1 a power
law behavior ⟨s(τ)⟩ ∝ τ−µ, where µ = 2 for Poisson distributed random numbers and µ = 1 independently of the
universality class for the WD ensembles. In the right part of Fig. A5 we show logarithmic plots of the power spectra
versus log10[τ ] obtained from the gRP model for all three universality classes. They are compared to theoretical
approximations in terms of the spectral form factor derived in Ref. 95 for the WD ensembles and Poisson statistics,
that have been tested experimentally for all WD ensembles [30, 96] for spectra consisting of several hundreds of
eigenvalues.

In Fig. A6 we compare the approximation obtained from the analytical results for the spectral form factor to the
numerical results for the power spectrum for several values of γ. There are deviations especially for 1.4 ≲ γ ≲ 1.7.
Even for γ = 0.9, which is close to the GUE curve, slight differences are visible. We attribute this to the high
dimensions of the matrices used, that are large enough to reveal deviations from the approximations. Furthermore,
these figures illustrate that the power spectra indeed increase linearly with decreasing log10[τ ] for log10[τ ] ≲ −1.6 for
β = 4 and for log10[τ ] ≲ −2 for β = 1, 2. For γ ≳ 1 their slopes change drastically with increasing γ and approach the
result for Poisson statistics for γ ≳ 2. Accordingly, we may use the slope of the straight line best fitting log10 [s (τ)]
for log10[τ ] ≲ −2 as indicator for the onset of deviations from WD statistics and agreement with Poisson. We show
the values of µ obtained from linear regression of the logarithm of the power spectra as function of the logarithm of
τ for τ ≲ 10−2 for the three WD ensembles in the right part of Fig. 8. Deviations from WD statistics are visible for
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FIG. 10. Participation entropy S, fractal dimension D1 and the derivative of fractal dimension |D′
1| for the GOE, GUE and

GSE gRP model for system sizes N = 2n, with n = 9, 10, 11 (yellow to brown). The dotted line in the fractal dimension is the
analytical result [44].

γ > 1 and at γ ≃ 1.45 an abrupt change is observed. For γ ≳ 1.9 the random-matrix curves agree with the result for
Poissonian random numbers.

Summarizing the results of Sec. II, we observe in the short-range correlations changes in the position of the maximum
of the nearest-neighbor spacing distributions and the average ratio distributions above γ ≈ 1.45− 1.6 and saturation
above γ ≃ 2, whereas in the long-range correlations changes are visible for γ ≳ 1. Yet, for γ ≳ 2 deviations of Σ2(L)
from the corresponding WD curve, the power µ of the asymptotic algebraic decay of the power spectrum and the
position of the minimum of the form factor saturate at values close to those of Poissonian random numbers.

III. PROPERTIES OF THE EIGENVECTORS OF THE GRP MODEL

Long-range correlations like the number variance and the spectral form factor clearly indicate the ergodic transition,
however for the unambiguous determination of the fractal phase and the Anderson transition, the analysis of properties
of the eigenvectors of the gRP Hamiltonian ĤgRP(γ) in (2) is needed. In this section we investigate them in terms of
fractal dimensions [44], participation ratios [46] and participation entropy [58], Kullback-Leibler divergences [58, 67, 97]
and fidelity susceptibility [61, 98]. Due to Kramer’s degeneracies for the gRP model with symplectic universality class,
we only consider one half of the eigenvectors, namely those with an odd index, for that case.

A. Fractal dimensions

We analyzed several measures to obtain information on the properties of the eigenvectors, one being the generalized
participation numbers (PN):

Iq = ⟨
∑
i

|ψµ(i)|2q⟩, (14)

where the normalized µ−th eigenstate of the Hamiltonian, H|ψµ⟩ = Eµ|ψµ⟩, is written in the computational basis
|ψµ⟩ =

∑
i ψµ(i)|i⟩, and the average is taken over a chosen energy window around the band center as well as over
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FIG. 11. Participation number I2, fractal dimension D2 and the derivative of fractal dimension |D′
2| for the GOE, GUE and

GSE gRP model for system sizes N = 2n, with n = 9, 10, 11 (yellow to brown). The dotted line in the fractal dimension is the
analytical result [44].

multiple disorder realizations. From the generalized PN we extract the fractal dimensions as

Dq = logN (Iq)/(1− q). (15)

For q = 1 it yields the participation entropy,

S = ⟨
∑
i

|ψµ(i)|2 log(|ψµ(i)|2)⟩ = −D1 log(N) + const. (16)

For the localized, fractal and extended phases the values of the fractal dimensions are Dq = 0, 0 < Dq < 1,
and Dq = 1, respectively. In Figs. 10 and 11 we show for all three WD ensembles the participation entropy and
participation numbers for dimensions N = 2n, n = 9, 10, 11 together with D1 and D2, respectively. For D1 and D2

we also show the analytical result Dq = 1, 2 − γ, 0 for γ < 1, 1 < γ < 2 and γ > 2, respectively, derived in Ref. 44
for the transitions from Poisson to GOE and GUE. We also plot it for the transition to GSE. Deviations between
the analytical curve and numerical results are of the same size for the unitary and symplectic universality classes for
1 ≤ γ ≲ 2. However, for γ ≳ 2 D1, D2 and S approach a non-zero value and, accordingly, I2 is less than unity for
the symplectic case. Note that, due to Kramer’s degeneracy the dimension is effectively one half of that of the other
two cases. More importantly, any linear combination of the associated eigenvectors are eigenvectors of ĤgRP in (2),
so that the occupation probabilities are spread over two eigenstates. This explains, why for these measures the values
expected for complete localization are not yet attained for the highest considered dimension and q value.

The ergodic and Anderson transitions are identified in the corresponding derivatives |D′
1| and |D′

2| as the values
of γ, where the curves for different N cross. These values agree well with the predicted values γE = 1 and γA = 2,
respectively [58]. Note, that the positions of the maxima of |D′

1| and |D′
2|, that is of the turning points of D1 and D2,

as function of γ are at the value γ ≃ 1.5, where deviations from the WD ensembles and drastic changes set in for the
short-range correlations (see Figs. 1 and 4) and long-range correlations (see Figs. 8 and 9), respectively.

B. Kullback-Leibler divergence

The Kullback-Leibler (KL) divergence [97] or relative entropy is commonly used as a measure to compare two
probability densities, exhibiting nonzero values when they differ, and values close to zero when they are similar. In
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our case the probability density of interest is that of the eigenstate occupations |ψµ(i)|2. The KL divergences that we
study are defined as [58, 67]

KA = ⟨
∑
i

|ψµ(i)|2 log(
|ψµ(i)|2

|ψµ+1(i)|2
)⟩ (17)

KE = ⟨
∑
i

|ψµ(i)|2 log(
|ψµ(i)|2
|ψ̃µ′(i)|2

)⟩. (18)

Here, KA compares the occupation probability density of two eigenstates corresponding to nearest-neighbor eigenvalues
within the same disorder realization and, accordingly, provides an appropriate measure to determine the Anderson
localization phase transition, whereas KE compares the distributions of two eigenstates from different realizations and
yields a suitable indicator of the ergodic phase transition.

To determine the two transition points and the corresponding critical exponents we use the finite size scaling (FSS)
analysis as described in Ref. 99. The KL divergences are assumed to be given by a scaling law

Kl = F (Φ1,Φ2), (19)

with the scaling variables Φ1,Φ2, given as

Φj = uj(w)
[
log(N)

]αj
, (20)

where w = (γ−γc)/γc is the reduced parameter of the gRP model and γc is the transition point to be determined. The
logarithmic system size dependence in the scaling variables was first used in Ref. 58 and further justified in Ref. 67
and the corresponding scaling exponent are α1 and α2. For the relevant variables , Φ1, and the irrelevant ones, Φ2,
the scaling exponents are given in terms of ν and y, respectively, with α1 = 1/ν and α2 = y. In the vicinity of the
transition the functions ui are Taylor expanded

ui(w) =

mj∑
j=0

bi,jw
j , (21)

where the cutoff integer mj is a parameter of the FSS and bi,j are additional fitting coefficients. Similarly the scaling
function F is Taylor expanded in powers of the scaling variables

F (Φ1,Φ2) =

n1∑
j1=0

n2∑
j2=0

aj1,j2Φ
j1
1 Φj2

2 , (22)

with fitting coefficients aj1,j2 . To avoid disambiguity we set a1,0 = a0,1 = 1 and b1,0 = 0. Then the total number of
free parameters is NP = 2+m1+m2+(n1+1)(n2+1) and in order to determine them we minimize the χ2 statistics,
given as

χ2 =

ND∑
l=1

(Fl −Kl)
2

σ2
l

. (23)

In the numerical analysis, the Kl are obtained for matrix sizes N = 512 − 32768: (i) for KE by extracting a single
state closest to the energy 0 and averaging over multiple realization of the gRP matrices; (ii) for KA by averaging
KL divergence values at different parameters γ over ±10% of the N eigenstates around the band center, which is at
energy zero, and then averaging the resulting mean values over multiple realizations of gRP matrices. We find that
the values KE for nearby states within the same random matrix realization are highly correlated. Thus we take a
single state closest to the band center from each realization. The associated standard errors of the mean yield σl
entering (23). The total number of data points is ND. The results are shown in Figs. 12 and 13 (symbols) together
with the curves best fitting them (solid lines of corresponding color). For the minimization of Eq. (23) we use the
Levenberg–Marquardt (LM) algorithm as implemented in the LMFIT package in Python. We have also performed
Monte-Carlo (MC) simulations of the synthetic data sets (as described in Ref. 100, Chapter 15.6) using 300 to 1000
sets.

The results of the fitting procedure are summarized in Tables I and II for the ergodic and Anderson transitions,
respectively. For the ergodic transition the fitting without the irrelevant scaling variable gives consistent results with
very high precision. For the GUE and GSE the irrelevant scaling variable is needed at the Anderson transition, as
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FIG. 12. The KL divergence KE near the ergodic transition for all three WD symmetry classes. The lines are the best fits
obtained using the minimization of the χ2 statistics with n1 = 3,m1 = 2, n2 = m2 = 0, see also Table I.
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FIG. 13. The KL divergence KA near the Anderson transition for all three WD symmetry classes. The lines are the best fits
obtained using the minimization of the χ2 statistics with n1 = 3,m1 = 2, n2 = m2 = 0, see also Table II.

indicated by high values of χ2 if it is not used. We find that the stability of fitting is better for the ergodic transition.
We suspect that this is due to the underestimation of σl in Eq. (23), which might originate from the correlations
between the fractal states within the same disorder realization as reported in Ref. 44 and is known to occur for
the Anderson transition in the 3D Anderson model [101, 102]. Errors are largest for the GSE case, which we again
attribute to Kramer’s degeneracy, implicating halving of the dimension and the superposition of the associated pairs
of eigenmodes. Nevertheless the fitting results as given in Tables I and II agree very well for the different settings and
clearly confirm up to the errors the prediction νA = νE = 1, thus showing the superuniversality of the transitions in
the gRP models.

C. Fidelity susceptibility

In Ref. 103 a new measure has been introduced which depends on the eigenvalues and eigenvectors of a parameter-
dependent Hamiltonian, and probes ergodicity in terms of the adiabatic deformation of these eigenstates. The Hamil-
tonian is obtained by perturbing the gRP Hamiltonian ĤgRP(γ) in (2) with a parameter-dependent perturbation,

Ĥ(ϵ) = Ĥ + ϵV̂ . The adiabatic gauge potential (AGP) which generates the adiabatic deformation of the eigenstates
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class n1,m1, n2,m2 γE νE χ2 ND MC sets
3, 2, 0, 0 0.9971 ± 0.0006 1.0243 ± 0.0091 147.4 147

GOE 3, 2, 0, 0 0.9971 ± 0.0007 1.0244 ± 0.0090 1000
2, 4, 0, 0 0.9965 ± 0.0006 1.0037 ± 0.0078 154.0 147
2, 4, 0, 0 0.9965 ± 0.0005 1.0035 ± 0.0076 1000
3, 2, 0, 0 0.99937 ± 0.00036 1.0032 ± 0.0051 189.8 147

GUE 3, 2, 0, 0 0.99937 ± 0.00031 1.0032 ± 0.0044 1000
2, 4, 0, 0 0.99924 ± 0.00034 0.9997 ± 0.0053 189.4 147
2, 4, 0, 0 0.99924 ± 0.00028 0.9998 ± 0.0045 1000
3, 2, 0, 0 1.00192 ± 0.00040 1.0046 ± 0.0053 203.6 147

GSE 3, 2, 0, 0 1.00192 ± 0.00045 1.0047 ± 0.0044 1000
2, 4, 0, 0 1.00091 ± 0.00035 0.9877 ± 0.0054 213.8 147
2, 4, 0, 0 1.00092 ± 0.00028 0.9876 ± 0.0043 1000

TABLE I. The FSS analysis for the ergodic transition in the gRP models for all three WD symmetry classes. The parameter
range γ ∈ [0.9, 1.1] was used. The rows where χ2 and the number of MC sets are given show the results from the LM algorithm
and the MC simulations, respectively. A single state closest to the band center was used per realization.

class n1,m1, n2,m2 γA νA y χ2 ND MC sets
3, 2, 0, 0 2.0025 ± 0.0004 0.9964 ± 0.0032 211.6 147

GOE 3, 2, 0, 0 2.0025 ± 0.0003 0.9966 ± 0.0026 1000
5, 2, 0, 0 2.0036 ± 0.0004 0.9984 ± 0.0029 159.0 147
5, 2, 0, 0 2.0035 ± 0.0004 0.9984 ± 0.0025 1000
3, 2, 0, 0 2.0068 ± 0.0005 0.9930 ± 0.0033 404 147

GUE 3, 2, 0, 0 2.0068 ± 0.0003 0.9930 ± 0.0020 1000
3, 2, 1, 1 1.9989 ± 0.0021 1.0061 ± 0.0068 −5.7 ± 2.0 158.4 147
3, 2, 1, 1 1.9986 ± 0.0027 1.0062 ± 0.0068 −6.4 ± 2.6 300
3, 2, 0, 0 2.0020 ± 0.0007 0.9461 ± 0.0047 1414 147

GSE 3, 2, 0, 0 2.0020 ± 0.0002 0.9461 ± 0.0014 1000
3, 2, 1, 1 1.965 ± 0.011 0.972 ± 0.035 −1.3 ± 0.7 203.1 147
3, 2, 1, 1 1.965 ± 0.008 0.970 ± 0.020 −1.4 ± 0.6 300

TABLE II. The FSS analysis for the Anderson transition in the gRP models for all three WD symmetry classes. The parameter
range γ ∈ [1.8, 2.2] was used. The rows where χ2 and the number of MC sets are given show the results from the LM algorithm
and the MC simulations, respectively. In total twenty percent of the states around the band center were used for each realization.
Note that for n2 = m2 = 0 no irrelevant scaling variables are used and thus y equals zero.

{El(ϵ), |l(ϵ⟩} of Ĥ(ϵ), obtained from the eigenvalue equation Ĥ(ϵ)|l(ϵ)⟩ = El(ϵ)|l(ϵ)⟩, is defined as

Aϵ|l(ϵ)⟩ = i∂ϵ|l(ϵ)⟩. (24)

Differentiation of the eigenvalue equation with respect to ϵ yields for ϵ→ 0 [78, 104]

⟨m|Aϵ|l⟩|ϵ=0 = −i ⟨m|∂ϵĤ(ϵ)|ϵ=0|l⟩
Em − El

, (25)

where we introduced the notation |l⟩ ≡ |l(ϵ = 0)⟩ and El ≡ El(ϵ = 0). The Hilbert-Schmidt norm of ⟨m|Aϵ|l⟩ yields
the fidelity susceptibility [61, 105],

χl =
∑
m ̸=l

|⟨m|∂ϵĤ(ϵ)|ϵ=0|l⟩|2
(Em − El)2

, (26)

which has been shown [103, 105–107] to be a particularly sensitive measure for ergodicity. This can be expected
from its structure. Namely, in the ergodic phase eigenfunctions are fully extended and the eigenvalues repel each
other, whereas in the fractal phase eigenfunctions are partially localized [46] and part of the eigenvalues are nearly
degenerate.

We consider an ϵ-independent potential V̂ , which is diagonal in the representation of the unperturbed gRP Hamil-
tonian ĤgRP(γ) given in (2), with box-distributed random entries and compute for given V̂ and matrix elements
Hnm in (3) the fidelity susceptibility χ as function of the gRP parameter γ. Here, we take into account ±10% of
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FIG. 14. Fidelity susceptibility for the GOE gRP model using random extensive observable.
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FIG. 15. Fidelity susceptibility for the three WD gRP models using random extensive observable, for system sizes N =
512, 1024, 2048. The curves were shifted vertically such that they all start at the same value ζ′ = 0 for γ = 0.

the eigenstates |l⟩ around the band center for various dimensions N . Furthermore, we analyze the logarithm of χl,
ζ = ⟨⟨log(χl)⟩l⟩ens to mitigate the accidental small denominators in the definition of χl [98], with ⟨·⟩l and ⟨·⟩ens
denoting the arithmetic mean over l and ensemble average over numerous random-matrix realizations of ĤgRP(γ)
defined in equations (2) and (3), respectively.

In Fig. 14 we show the fidelity susceptibility for the GOE gRP for N = 2n with n = 9 − 15. The number of
realizations used was at least 2000, 1000, 500, 200, 100, 20, 3 for system sizes from 512 to 32768, respectively.
In Fig. 15 we compare the results for the three WD ensembles for n = 9 − 11, where less realizations were used for
the GUE (500, 250, 50) and GSE (1000, 500, 100) classes. Due to the different random extensive observables used
for different system sizes we rather compare ζ ′ = ζ(γ)− ζ(γ = 0). For all cases the curves for different dimensions N
cross each other at γ = 1, indicating that there the transition from the ergodic to the fractal phase takes place. This
is illustrated in Fig. 16 showing a zoom into the region around γ = 1. For γ > 1 the curves increase until they reach
a maximum at γ = 2, that is, at the value of γ where the Anderson transition takes place. Beyond that value χl

decreases to zero with increasing γ for all WDs, indicating localization. Note, that the curves cross each other again
at γ ≃ 3, however, in distinction to that at γ = 1, there the crossings are spread over a nonzero range of γ values.

CONCLUSIONS

We analyzed spectral properties and properties of the eigenvectors of random matrices from the gRP model for all
the WD ensembles. We extend the known results for the transition from Poisson to GOE and GUE to the symplectic
universality class, i.e., the GSE. Furthermore, employing high-dimensional random matrices (N=65536), we validate
for the transition from Poisson statistics to GUE the existing analytical results for the long-range correlations [48, 73]
and an analytical expression for the ratio distribution derived in the appendix in Sec. A 2. We also compare for all three
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FIG. 16. Fidelity susceptibility in the vicinity of the ergodic transition for the three WD gRP models using random extensive
observable. The curves were shifted vertically such that they all start at the same value ζ′ = 0 for γ = 0.

WD ensembles the numerically obtained nearest-neighbor spacing distributions to Wigner-surmise like results [74, 84].
We analyze the transition from extended to localized states in terms of the position of the maximum of the nearest-
neighbor spacing distribution and the average ratios for short-range correlations. For long-range correlations, we
employ the distance of the number variance from WD statistics, the asymptotic power-law behavior of the power
spectrum and the position of the minimum of the spectral form factor to identify the transitions. We find that
deviations from WD statistics are observed in the short-range correlations only above γ ≃ 1.5, whereas they set in
immediately beyond γ ≃ 1 for the long-range correlations. Both the measures for short- and long-range correlations
approach the corresponding result for Poissonian random numbers above γ ≃ 2 for all three WD ensembles.

To obtain information on the properties of the eigenvectors of the gRP Hamiltonian (2) and accurately determine
the ergodic and Anderson transition and identify the fractal phase, we analyzed fractal dimensions, including the
participation entropy and participation number, and KL divergences. For the symplectic case, due to Kramer’s
degeneracy which implies that the occupation probability spreads over the pairs of eigenmodes associated with the
degenerate eigenvalues, we find for the localized phase small deviations from the predicted values. The Anderson
transition is seen in the generalized participation numbers, in addition the ergodic one in the derivative of the fractal
dimensions D1 and D2. Both transitions are detected using KL divergences of eigenfunction occupations. A finite-size
scaling analysis shows that all these measures show superuniversality of the transitions in the sense that the values
of γE and γA are identical for all three WD ensembles, with the critical exponent being consistent with the value
ν = 1. Similarly, the fidelity susceptibility detects the ergodic transition and exhibits a maximum at the Anderson
transition. When looking at the curves for different dimensions N , shown in Figs. 14 and 15, one might conclude that
there is a further transition at γ = 3. However, there the curves do not cross at a single point and therefore they do
not identify a genuine third transition.

One interesting question for future research is to confirm the ability of fidelity susceptibility to detect non-ergodic
transitions by benchmarking it in other models with non-ergodic phases, and to investigate if (and how) it can
discriminate between single fractal and multifractal regions in the parameter space. Another one is to find spectral
measures for long-range correlations in addition to those considered in the present work that might provide useful
indicators to detect transitions, e.g. non-ergodic ones.
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[24] H.-J. Stöckmann and J. Stein, ”quantum” chaos in billiards studied by microwave absorption, Phys. Rev. Lett. 64, 2215

(1990).
[25] S. Sridhar, Experimental observation of scarred eigenfunctions of chaotic microwave cavities, Phys. Rev. Lett. 67, 785

(1991).
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[77] E. Faleiro, J. M. G. Gómez, R. A. Molina, L. Muñoz, A. Relaño, and J. Retamosa, Theoretical derivation of 1/f noise in

quantum chaos, Phys. Rev. Lett. 93, 244101 (2004).
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Appendix A: Analytical Results for the transition β = 0 → β = 2 from Poisson to GUE

1. The joint-probablity density of the eigenvalues for the transition from Poisson to GUE

The derivation of the joint-probability distribution of the eigenvalues {ei}, P ({ei}; γ) of random matrices from the
RP model

Ĥ0→2(λ) = Ĥ0 + λĤ(β=2), λ =
1

Nγ/2
, (A1)

where Ĥ(0) denotes a random diagonal matrix and Ĥβ a random matrix from the GUE with β = 2, with Gaussian
distributed matrix elements with variances 〈(

H2
nm

)2〉
= σ2 = 1. (A2)

involves an integral over the unitary matrices diagonalizing it, which is the Harish-Chandra Itzykson-Zuber integral [32,
108, 109], yielding

P ({ei}) =
(

1√
2πλ2

)N ∫
d [E]P (0)(E) exp

[
− 1

2λ2

∑
i

(ei − Ei)
2

] ∏
n<m(en − em)2∏
n<m(En − Em)2

. (A3)

The probablity density P (0(E) of the matrix elements Ei of Ĥ
0 is arbitrary, however for the numerical simulations

we chose them Gaussian distributed with variances

σ̃2 =
〈(
H0

nn

)2〉
= σ2

(
1− λ2

)
, (A4)

P (0(E) =

N∏
i=1

e−E2
i /2σ̃

2

√
2πσ̃2

. (A5)

2. Derivation of the ratio distribution for the transition from Poisson to GUE

Starting from (A3), we derive a Wigner-surmise like expression for the distribution P 0→2(r), abbreviated as P (r)

in the following, of the ratios ri =
ei+1−ei
ei−ei−1

of the sorted eigenvales ei ≤ ei+1, i = 1, . . . , N by restricting to N = 3,

P (r) = 3!

∫ ∞

−∞
de2

∫ e2

−∞
de1

∫ ∞

e2

de3P (e1, e2, e3)δ

(
r − e3 − e2

e2 − e1

)
. (A6)

We perform a variable transformation [e1, e2, e3] → [ẽ1 = e1/(
√
2λ), ẽ2 = e2/(

√
2λ), ẽ3 = e3/(

√
2λ)], similarly

[E1, E2, E3] → [E1/(
√
2λ), E2/(

√
2λ), E3/(

√
2λ)], and then [ẽ1, ẽ2, ẽ3] −→ [x = (ẽ2 − ẽ1), z, y = (ẽ3 − ẽ2)] yielding

P (r) =3!

(√
2λ2

π

)3 ∫ ∞

−∞
dE1

∫ ∞

−∞
dE2

∫ ∞

−∞
dE3

P
(0)
3 (

√
2λE)

∆(E)
e−(E2

1+E2
2+E2

3) (A7)

×
∫ ∞

0

dx

∫ ∞

0

dyxy(x+ y) exp
[
−
(
x2 + y2

)
− 2 (xE1 − yE3)

]
δ
(
r − y

x

)
×
∫ ∞

0

dz exp
[
−3z2 + 2z (x− y + E1 + E2 + E3)

]
,

with ∆(E) = (E3 − E2)(E3 − E1)(E2 − E1). The integrations over y and z lead to

P (r) =3!
r(r + 1)√

3

2λ2

π

∫ ∞

−∞
dE1

∫ ∞

−∞
dE2

∫ ∞

−∞
dE3

P
(0)
3 (

√
2λE)

∆(E)
e−(E2

1+E2
2+E2

3)e(E1+E2+E3)
2/3 (A8)

×
∫ ∞

0

dxx4 exp

[
−2

3
(1 + r + r2)x2 +

2x

3
(−2E1 + E2 + E3) + r (2E3 − E1 − E2)

]
.
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Next, we insert for P
(0)
3 (E) (A5), perform a variable change from [E1, E2, E3] → [u = (E2 − E1), w, v = (E3 − E2)]

and introduce the notation α2 = λ2

1−λ2 , so that the integrals over {Ei} become,

I =

∫ ∞

−∞

du

u

∫ ∞

−∞

dv

v

1

u+ v
exp

{
−(α2 + 1)(u2 + v2) +

(v − u)2

3
+

2x

3
[2u+ v + r(2v + u)]

}
(A9)

×
∫ ∞

−∞
dwe[−3α2w2+2w(u−v)α2]

[
1√

2π(1− λ2)

]3
. (A10)

Performing the integral over w yields

P (r) =2r(r + 1)
α2

π2

∫ ∞

−∞

du

u

∫ ∞

−∞

dv

v

1

u+ v
exp

[
−2

3
(α2 + 1)(u2 + v2 + uv)

]
(A11)

×
∫ ∞

0

dxx4 exp
[
−Rx2 + 2xF

]
, (A12)

where we introduced the notations

R =
2

3
(1 + r + r2), F (u, v) =

1

3
[2u+ v + r(u+ 2v)]. (A13)

Integration over x leaves us with a double integral,

P (r) = 2r(r + 1)
α2

π2

∫ ∞

−∞

du

u

∫ ∞

−∞

dv

v

1

u+ v
exp

[
−2

3
(α2 + 1)(u2 + v2 + uv)

]
g(u, v) (A14)

with

g(u, v) =
1

2R

(
F

R

)3

+
5

4R2

F

R
+ e

F2

R
1

2

√
π

R

[
1 + Φ

(
F√
R

)]{
3

4R2
+

3

R

(
F

R

)2

+

(
F

R

)4
}
. (A15)

Here, Φ(x) denotes the error function. Due to the symmetry properties of the integrand, terms with g(u, v) =
g(−u,−v) and g(u,−v) = g(−u, v) cancel each other, so that the first term in the square bracket in (A15) vanishes
upon integration.

Before we continue with the integration we consider the limit α → 0. For this we introduce the variable transfor-
mation [u, v] → [ũ = αu, ṽ = αv], resulting with F̃ (ũ, ṽ) = αF (u, v) in

P (r) =
2r(r + 1)

π2

∫ ∞

−∞

du

u

∫ ∞

−∞

dv

v

1

u+ v
exp

[
−2

3

(
1 +

1

α2

)
(u2 + v2 + uv)

]
(A16)

×

 1

2R

(
F̃

R

)3

+ α2 5

4R2

F̃

R
+ e

F̃2

α2R
1

2

√
π

R
Φ

(
F̃

α
√
R

)α3 3

4R2
+

3

R
α

(
F̃

R

)2

+
1

α

(
F̃

R

)4
 . (A17)

In the limit α→ 0 only the last term in the curly bracket remains and we obtain with

1

α
exp

[
− 1

α2

(
2

3
(u2 + v2 + uv)− F̃ 2

R

)]
α→0−−−→ √

πδ

√2

3
(u2 + v2 + uv)− F̃ 2

R

 , (A18)

P (r) =
√
π
2r(r + 1)

π2

∫ ∞

−∞

du

u

∫ ∞

−∞

dv

v

1

u+ v
exp

[
−2

3
(u2 + v2 + uv)

]
(A19)

×
√
3Rδ (v − ur)

1

2

√
π

R

F̃

|F̃ |

(
F̃

R

)4

(A20)

=

√
3

π

∫ ∞

0

du2ue−Ru2

(A21)

=

√
3

Rπ
=

3
√
3

2π(1 + r + r2)
, (A22)
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which is the Wigner-surmise like result for the ratio distribution of the Gaussian-distributed elements Ei with arbitrary
variance σ2 of the diagonal matrix Ĥ0 in (A1). It differs from the result for Poissonian random numbers,

PPoi(r) =
1

(1 + r)2
. (A23)

Next we compute the integral in (A14) for α > 0. In order to get rid of the factor 1/(u+ v) in (A14), we use

F

uv(u+ v)
=

(2 + r)

v(u+ v)
+

(1 + 2r)

u(u+ v)
, (A24)

and define new integration variables [ũ = (u+ v), ṽ = v] for the first term and [ũ = u, ṽ = (u+ v)] for the second one.
Introducing polar coordinates [ũ = ρ cosφ, ṽ = ρ sinφ] and the notations

F1(φ) =
1

3
√
R

|(2 + r) cos(φ/2) + (r − 1) sin(φ/2)| (A25)

F2(φ) =
1

3
√
R

|(r + 1) cos(φ/2) + (1 + 2r) sin(φ/2)| (A26)

leads to

P (r) = 4
r(r + 1)

R3

α2

π2

∫ π

−π

dφ

sinφ

∫ ∞

0

dρ exp

[
−2

3
(α2 + 1)ρ2

(
1− sinφ

2

)]
h(φ, ρ) (A27)

with

h(φ, ρ) =
f(φ)

2
ρ+

5

4

1 + r

ρ
(A28)

+ eF
2
1 ρ

2

√
π

2
Φ (F1ρ)

[
3

4

1

F1

1

ρ2
+ 3F1 + (F1)

3
ρ2
]
2 + r

3
(A29)

+ eF
2
2 ρ

2

√
π

2
Φ (F2ρ)

[
3

4

1

F2

1

ρ2
+ 3F2 + (F2)

3
ρ2
]
1 + 2r

3
(A30)

and

f(φ) =

[
2 + r

3
F 2
1 +

1 + 2r

3
F 2
2

]
(A31)

=
1

6R

[(
2r +

1

2

)
R+ 1 +

(2 + r)(1 + 2r)(1− r)

3
cosφ+ [(2− r)R− 2] sinφ

]
(A32)

:= ã(r) + b̃(r) cosφ+ c̃(r) sinφ . (A33)

The first integral in (A28) equals

∫ π

−π

dφ

sinφ

∫ ∞

0

dρρ exp

[
−2

3
(α2 + 1)ρ2

(
1− sinφ

2

)]
f(φ) (A34)

=
3

4

1

α2 + 1

∫ π

−π

dφ

sinφ

f(φ)

1− sinφ
2

(A35)

=
3

2

1

α2 + 1

π√
3
ã(r) + 2c̃(r) (A36)

=
π

8

√
3

α2 + 1
[3R− 2] . (A37)
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For the second one in (A28) we obtain∫ π

−π

dφ

sinφ

∫ ∞

0

dρ

ρ
exp

[
−2

3
(α2 + 1)ρ2

(
1− sinφ

2

)]
(A38)

=

∫ π

0

dφ

sinφ

∫ ∞

0

dρ

ρ
exp

[
−2

3
(α2 + 1)ρ

]
sinh

[
2

3
(α2 + 1)ρ

sinφ

2

]
(A39)

=

∫ π/2

0

dφ

sinφ
ln

[
1 + sinφ

2

1− sinφ
2

]
(A40)

=
π2

6
(A41)

We introduce the notations

Ai(φ) =
2

3
(α2 + 1)

(
1− sinφ

2

)
− F 2

i (φ), i = 1, 2, (A42)

that can be brought to the forms

A1(φ) =
1

3R

[
α2R (2− sinφ) + (1 + r)2

(
sin(φ/2)− r

1 + r
cos(φ/2)

)2
]

(A43)

A2(φ) =
1

3R

[
α2R (2− sinφ) + (sin(φ/2)− (1 + r) cos(φ/2))

2
]
, (A44)

implying, that Ai(φ) vanishes only for α = 0, namely, for i = 1 at tan(φ/2) = r
r+1 and for i = 2 at tan(φ/2) = r+ 1,

respectively. Consequently, in the limit α → 0, where only the integrals over the last terms in Eqs. (A29) and (A30)
survive, the integrals over φ only contribute at these values, and the result (A22) is recovered.
Performing integration by parts in the first integral of Eqs. (A29) and (A30) yields

√
π

2

∫ π

−π

dφ

sinφ

1

Fi(φ)

∫ ∞

0

dρ

ρ2
e−Ai(φ)ρ2

Φ(Fi(φ)ρ) (A45)

= −√
π

∫ π

−π

dφ

sinφ

1

Fi(φ)
Ai(φ)

∫ ∞

0

dρe−Ai(φ)ρ2

Φ(Fi(φ)ρ) (A46)

+

∫ π

−π

dφ

sinφ

∫ ∞

0

dρ

ρ
exp

[
−2

3
(α2 + 1)ρ2

(
1− sinφ

2

)]
(A47)

= −3π

8

∫ π

−π

dφ

sinφ
Xi

[
1− 2

π
arctan(Xi)

]
+
π2

6
, (A48)

where we introduced the notation

Xi =

√
Ai(φ)

Fi(φ)
. (A49)

In the remaining integrals, integration over ρ can be performed leaving the integrals over φ. The final result reads

P (r) =
r(r + 1)

R3

1

2π

{√
3

α2

α2 + 1

(3R− 2)

2R
(A50)

+ (2 + r)α2

∫ π

−π

dφ

sinφ

(
−X1 +

2

X1
+

1

3X3
1

)[
1− 2

π
arctan(X1)

]
(A51)

+ (1 + 2r)α2

∫ π

−π

dφ

sinφ

(
−X2 +

2

X2
+

1

3X3
2

)[
1− 2

π
arctan(X2)

]
(A52)

+
2

π
α2

∫ π

−π

dφ

sinφ

[
2 + r

3

1

X2
1 (1 +X2

1 )
+

1 + 2r

3

1

X2
2 (1 +X2

2 )

]}
(A53)

The last integral can be further evaluated,

2

π
α2

∫ π

−π

dφ

sinφ

[
2 + r

3

1

X2
1 (1 +X2

1 )
+

1 + 2r

3

1

X2
2 (1 +X2

2 )

]
(A54)

=
2

π
α2

∫ π

−π

dφ

sinφ

[
2 + r

3

1

X2
1

+
1 + 2r

3

1

X2
2

]
−

√
3

α2

α2 + 1

(3R− 2)

2R
. (A55)
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FIG. A1. Examples for the Wigner-surmise like result (A50) for the ratio distribution of the eigenvalues of Ĥ0→0. With
increasing λ a transition from the result (A22) to (A60) takes place. The analytical results (A22), (A23) and (A50) are shown
as black solid,dashed and dash-dotted lines, respectively.

In the limit α→ ∞ we have α2 1
X2

i (1+X2
i )

≃ α2

X4
i

α→∞−−−−→ 0. Using, that for x > 1 arctan(x) = π
2 − arccot

(
1
x

)
, we obtain

for the remaining integrals

(2 + r)α2

∫ π

−π

dφ

sinφ

(
−X1 +

2

X1
+

1

3X3
1

)[
1− 2

π
arctan(X1)

]
(A56)

+(1 + 2r)α2

∫ π

−π

dφ

sinφ

(
−X2 +

2

X2
+

1

3X3
2

)[
1− 2

π
arctan(X2)

]
(A57)

≃ (2 + r)α2 7

3

∫ π

−π

dφ

sinφ

1

X2
1

+ (1 + 2r)α2 7

3

∫ π

−π

dφ

sinφ

1

X2
2

(A58)

≃ 21

∫ π

−π

dφ

sinφ

f(φ)

2− sinφ
= 7

√
3

α2

α2 + 1

(3R− 2)

2R
(A59)

yielding

P (r)
α→∞−−−−→ r(r + 1)

R3

1

2π
8
√
3
(3R− 2)

2R
=

81
√
3

4π

[r(1 + r)]
2

(1 + r + r2)4
, (A60)

which is the Wigner-surmise like result for the ratio distribution of the GUE. In Fig. A1 we show the analytical result
for the ratio distribution (A50) for varying λ. With increasing λ a transition from the result (A22) for the eigenvalues
of a 3× 3-dimensional diagonal matrix with Gaussian distributed entries for N = 3 to (A60) for the surmise-like ratio
distribution of the GUE takes place.

3. Analytical results for long-range correlation functions for the transition from Poisson to GUE

In Ref. 73 an exact analytical expression was derived for Y 0→2
2 (r) based on the graded eigenvalue method,

Y 0→2
2 (r) =

1

2(πr)2

[
1− e−2 r2

α̃2 cos(2πr)
]
− 1

(πα̃)2
+

1

π

∫ ∞

0

ρdρe−
ρ2

2c

∫ π

0

dϕ cos(ϕ) [Re(A) + Re(B)] (A61)

A =
eiϕ
[
1− ρ

κ sinϕ
]

1 + iρe
iϕ

2κ

exp

[
−i ρ

2

2cκ

1

1− ρ
κ sinϕ

]
, B =

e−iϕ
[
1 + ρ

κ sinϕ
]

1 + iρe
−iϕ

2κ

exp

[
−i ρ

2

2cκ

1

1 + ρ
κ sinϕ

]
,

κ =
r

πα̃2
, c =

1

(πα̃)2
.
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FIG. A2. Left: Values of λ obtained from the fit of the analytical result for Σ2(L) to the numerical results as function of γ.
A fit of λ ≈ AN−Bγ yields A = 8034.46 and B = 0.49. Right: A linear fit ln(λ) ≈ a− b · γ · lnN yields a = 9.2122 and b = 0.5
(red).

The number variance is deduced from (A61) via the relation

Σ2
0→2(L) = L− 2

∫ L

0

(L− r)Y 0→2
2 (r)dr . (A62)

In Ref. 48 an exact analytical result was obtained for the form factor,

K0→2(τ̃) = 1 +
2

ξ
I1(ξ) exp

[
−πα̃2τ̃ − α̃2τ̃2

2

]
− τ̃

2π
ξ

∫ ∞

1

dt(t2 − 1)I1(ξt) exp

[
−t2 α̃

2τ̃2

2
− πα̃2τ̃

]
,

ξ =
√
2πα̃2τ̃3/2, (A63)

which was rederived in Ref. 44. For the evaluation of the integral for values of τ ≳ τmin, with τmin denoting the
value of τ at the minimum of K(τ), we performed a transformation of the integration variable t to t =

√
1 + x as in

Ref. 44. We performed random-matrix simulations for values of γ varying from 0.9 ≤ γ ≤ 2.5 in the RP model (1)
and determined the corresponding values of λ by fitting the analytical expression (A62) deduced from (A61) to the
numerical ones. The resulting values are shown in Fig. A2. They agree well with those shown in Fig. 2 obtained from
a fit of the distribution P0→2(s) given in (12) to the numerical results for the random-matrix obtained for the gRP
model with β = 2. A fit to ANBγ yields B ≃ 0.5 as expected from the definitions of the generalized and original RP
model, Eqs. (2) with (3) and (1).

Appendix B: Additional numerical results

In Fig. A3 we show the nearest-neighbor spacing distributions and its cumulative distribution for all values of γ
considered in this work. Figure A4 exhibits the energy-resolved average ratios ⟨rmin⟩ as function of γ and the center
of the sliding energy interval which comprises 500 eigenvalues. In Fig. A4 are plotted the number variance and power
spectrum for the same values of γ as in Fig. A3. The asymptotic behavior of the latter is compared with approximate
analytical results in terms of the spectral form factor in Fig. A6. In the intermediate region 1.3 ≲ γ ≲ 1.8 the
approximation does not apply. In Fig. A7 the spectral form factor is depicted for six values of γ for the GOE and the
GUE. The turpuoise dashed lines show the analytical result for the corresponding WD ensemble.
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FIG. A3. Left: Nearest-neighbor spacing distributions P (s) obtained from random-matrix simulations for the gRP model for
β = 2 (left), β = 1 (middle) and β = 4 (right) for the values of γ given in the insets of the right panel. The color changes
from yellow to brown with increasing γ and P (s) experiences a transition from WD to Poisson statistics. Actually, for γ = 0.9
the curves lie on top of the WD result (turquoise dashed line), and for γ = 2.5 it is close to the result for Poissonian random
numbers (turquoise dash-dot line). Right: Same as left for the cumulative nearest-neighbor spacing distribution.

FIG. A4. Average r-ratios ⟨rmin⟩ as a function of α and energy center of a sliding window of 500 levels for N=65534. In the
3D plot Dark blue corresponds to the result for Poisson, yellow to that for GUE (left), GOE (middle) and GSE (right). Here,
the eigenvalues were shifted such that the band center is at zero and then divided by their maximum value so that their values
range from -1 to +1.
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FIG. A5. Left: Number variance Σ2(L) obtained from random-matrix simulations for the gRP model for β = 2 (left), β = 1
(middle) and β = 4 (right) for the same values of γ and color coding as in Fig. A3. The color changes from yellow to brown
with increasing γ and Σ2(L) experiences a transition from WD to Poisson. Actually, for γ = 0.9 the curves lie on top of the
WD result (turquoise dashed line), whereas already for γ = 1.1 deviations are visible and for γ = 2.5 they lie on top of the
curve for Poissonian random numbers (turquoise dash-dot line). Right: Same as left for the power spectrum. For γ = 0.9 the
curve is close to an approximate result for the corresponding WD ensemble (turquoise dashed line), and for γ = 2.5 it lies on
top of the approximate result for Poissonian random numbers (turquoise dash-dot line) (see main text).
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FIG. A6. Comparison of the power spectrum for various values of γ with an analytical approximation in terms of the spectral
form factor (see main text). We find clear deviations in the range 1.3 ≲ γ ≲ 1.8 where the exponent µ shown in Fig. 8 exhibits
a drastic change.

FIG. A7. Left: Form factor obtained from the random-matrix simulations for the gRP Hamiltonian (2) (black) for the
transition from Poisson to GOE for various values of γ. The turquoise line show the analytical curve for the GOE. Right: Form
factor obtained from the random-matrix simulations for the gRP Hamiltonian (2) (black) for the transition from Poisson to
GSE for various values of γ. The turquoise line shows the analytical curve for the GSE.
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