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We introduce a numerical method to sample the distributions of charge, heat, and entropy produc-
tion in open quantum systems coupled strongly to macroscopic reservoirs, with both temporal and
energy resolution and beyond the linear-response regime. Our method exploits the mesoscopic-leads
formulation, where macroscopic reservoirs are modeled by a finite collection of modes that are con-
tinuously damped toward thermal equilibrium by an appropriate Gorini-Kossakowski-Sudarshan-
Lindblad master equation. Focussing on non-interacting fermionic systems, we access the time-
resolved full counting statistics through a trajectory unraveling of the master equation. We show
that the integral fluctuation theorems for the total entropy production, as well as the martingale and
uncertainty entropy production, hold. Furthermore, we investigate the fluctuations of the dissipated
heat in finite-time information erasure. Conceptually, our approach extends the continuous-time
trajectory description of quantum stochastic thermodynamics beyond the regime of weak system-
environment coupling.

I. INTRODUCTION

Stochastic thermodynamics, initially formulated for
classical systems [1–6] and later extended to the quantum
domain [7–11], allows the description of energy transfer
and entropy production along single trajectories of sys-
tems undergoing non-equilibrium processes. Based on
this framework, several significant insights into the sec-
ond law of thermodynamics emerged. Notably, universal
relations governing the statistics of fluctuating thermo-
dynamic currents, referred to as fluctuation theorems,
have been uncovered [1, 6, 12–21].

Our focus lies in exploring thermodynamic properties
within scenarios where a central system is driven out of
equilibrium due to its interaction with thermodynamic
reservoirs or an external drive, leading to the genera-
tion of fluctuating currents carrying particles and heat.
For open quantum systems, boundary effects are often
comparable in magnitude to internal interactions and the
coupling between the central system and reservoirs may
be strong [22]. In this context, the spectral properties
of the reservoirs, which can be non-trivial, may play a
crucial role for the dynamics of the central system.

Only a handful of methods exist that can address fluc-
tuations of thermodynamic quantities in this far-from-
equilibrium, strongly coupled setting. Non-equilibrium
Green functions (NEGF) and scattering theory [13, 23–
25] are generally limited to slowly driven or weakly
interacting systems [26–28], while path integral meth-
ods [29–31] have been applied to numerically compute
heat fluctuations in small, nonintegrable open quan-
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tum systems [32, 33] but scaling this to larger systems,
e.g. spin chains [34], remains an open challenge. An-
other approach to strong-coupling thermodynamics ex-
ploits a Markovian embedding [35] such as the reaction-
coordinate method [36–40], where a non-Markovian open
quantum system is incorporated into a larger Markovian
one, leading to equivalent dynamics for the original open
system. A powerful many-body extension of this ap-
proach is the mesoscopic-leads formulation of quantum
transport [41–61], where macroscopic reservoirs are ap-
proximated by a finite number of damped modes in the
same spirit as the pseudomode approach to open quan-
tum systems [62–67]. The mesoscopic-leads formalism
has recently been adapted to compute fluctuating charge
currents in driven systems [68], but this method is not
applicable to heat currents. Importantly, moreover, all
the aforementioned approaches are tailored to compute
the characteristic function, from which features of the
probability distribution (e.g. of charge, heat etc.) can
only be extracted by numerical differentiation or Fourier
transform, with their associated errors and limitations.

In this work, we introduce a method to directly sam-
ple the probability distributions of charge, heat, and
entropy production in driven, strongly coupled open
quantum systems far from equilibrium. Our approach
exploits a mesoscopic-leads setup where the dynam-
ics of the extended system is described by a Gorini-
Kossakowski-Sudarshan-Lindblad (GKSL) master equa-
tion (ME) [69, 70]. Monitoring the individual ex-
changes of energy quanta with the reservoirs results in
a stochastic unravelling of the dynamics into quantum-
jump trajectories. Each trajectory represents the state
of the extended system conditioned on the measure-
ment record [71], and sampling such trajectories recovers
the full counting statistics of currents and other observ-
ables [72]. In particular, we show that trajectory sam-
pling enables reconstruction of the full distributions of
heat, work, and entropy production, with both tempo-
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ral and energy resolution. We focus on non-interacting
fermionic systems, although our methods could be com-
bined with tensor-network methods [42, 50] in the future
to address the stochastic thermodynamics of arbitrary in-
teracting systems. In this context, we demonstrate ther-
modynamic consistency of this method at the stochastic
level by verifying three fluctuation theorems for entropy
production: specifically, for the total, uncertainty, and
martingale entropy production [9, 10]. As an applica-
tion, we then study the full heat statistics of informa-
tion erasure in a driven quantum dot coupled strongly
to a fermionic reservoir. Our approach enables us to ac-
cess the full heat distribution for arbitrary driving speeds
and coupling strengths, going beyond previous work on
finite-time quantum information erasure [73–75].

We emphasise that, to our knowledge, no other existing
method allows for direct stochastic sampling of thermo-
dynamic quantities in non-Markovian settings. Having
access to individual trajectories not only gives additional
insight beyond analysis of the cumulants, e.g. when ex-
amining the physical processes underpinning rare fluctua-
tions [73], but also unlocks the toolkit of continuous mea-
surement theory for investigating measurement and feed-
back in non-Markovian quantum many-body systems.

The paper is structured as follows: in Sec. II the
mesoscopic-leads formulation for fermions is introduced.
Then, in Sec. II A the unconditional state dynamics is
discussed, and further specified for non-interacting sys-
tems (Sec. II B). In Sec. III the conditional dynamics is
presented. In Sec. IV, we discuss the thermodynami-
cally consistent inference of particle (Sec. IV 1) and en-
ergy current (Sec. IV 2) along single trajectories, and
the energy’s splitting into heat and work contributions
(Sec. IV 3). In Sec. V, we discuss the total entropy pro-
duction along a trajectory, relying on a two-point mea-
surement scheme (TPM) in the mesoscopic-leads formal-
ism. We demonstrate the emergence of integral fluctua-
tion theorems for both the total entropy production and
the uncertainty and martingale entropy production sep-
arately, in Sec. V D. Subsequently, we study the fluctu-
ations of dissipated heat during finite-time information
erasure in Sec. VI.

II. MESOSCOPIC-LEADS FORMULATION

A. State dynamics

We consider a fermionic central system S described by
a set of NS annihilation operators {fj}NS

j=1. The system,

with Hamiltonian HS(t), may be interacting and driven
externally. The system is coupled locally to NR thermal
reservoirs, indexed by α, with Hamiltonians (in natural
units, ℏ = 1, kB = 1) HRα =

∑∞
n=1 ωα,nb

†
α,nbα,n, via the

interaction HSRα
(t) =

∑∞
n=1 λα,n(t)f†

pα
bα,n +h.c., where

pα denotes the index of the system site that the reser-
voir α couples to. The corresponding reservoir spectral
density is given by Jα(ω) = 2π

∑∞
n=1 |λα,n|2δ(ω−ωα,n).

FIG. 1. A central system S coupled to a reservoir approxi-
mated in the mesoscopic-leads formalism. All L lead modes
with on-site energies ϵk couple to the same site in the central
system, with hopping interaction of strength κk. The lead
modes are damped through their coupling to a residual reser-
voir, with damping rate γk. The extended system, comprised
of the central system and the lead modes, in state ρ is shaded
in grey.

In the mesoscopic-leads formulation each thermal
reservoir α, at temperature Tα and chemical potential
µα, is modeled by a mesoscopic lead α with a finite
number Lα of fermionic modes with annihilation oper-

ators {aα,k}NR,Lα

α=1,k=1 and self-energies ϵα,k, so that HLα
=∑Lα

k=1 ϵα,ka
†
α,kaα,k. The coupling between the system

and each reservoir is replaced with the respective system-

lead interaction HSLα
(t) =

∑Lα

k=1 κα,k(t)f†
pα
aα,k + h.c.

Crucially, the residual reservoirs of each lead mode
have a flat spectral density [63, 64] and effective damp-
ing rate γα,k (typically one sets γα,k = ϵα,k+1− ϵα,k) [44,
46, 60, 61, 76, 77]. Then, the coupling rate between
the system site and modes in lead α is given by κα,k =√
Jα(ω)γα,k/2π. Thus, each mode in the lead under-

goes damping through interaction with a local Markovian
reservoir, as illustrated schematically in Fig. 1.

For sufficiently large Lα, γα,k becomes small, so that
the residual reservoirs (RR) may be traced out. The
remaining extended system, described by the reduced
density matrix ρ = TrRR [ρfull], is composed of the sys-
tem modes as well as the lead modes. Its dynamics is
generated by the Liouvillian superoperator L, so that
dρ
dt = L [ρ], in GKSL form

L [ρ] = −i [H, ρ] +

NR∑
α=1

Lα∑
k=1

Lα,k [ρ] ,

Lα,k [ρ] =
∑

σ∈{+,−}

D
[
Lσ
α,k

]
ρ,

(1)

where H(t) = HS(t) +
∑NR

α=1 HSLα(t) +
∑NR

α=1 HLα ,

L+
α,k =

√
γα,kfα,ka

†
α,k and L−

α,k =
√

γα,k(1 − fα,k)aα,k
with Fermi-Dirac occupation fα,k = fα(ϵk) =(
e(ϵα,k−µα)/Tα + 1

)−1
. For any state ρ and jump oper-

ator L the superoperator D acts as D [L] ρ = LρL† −
1
2{L

†L, ρ}.
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Here it is important to highlight that, contrary to the
system-lead dynamics, the lead-reservoir dynamics is in-
coherent. Typically, in GKSL master equations, there
is an assumption of coherent evolution for the system,
whereas the environment, represented by reservoirs, is
assumed to be incoherent. However, if the interaction
between the system and its environment is strong, then
this distinction is no longer plausible, as the system and
the environment hybridize. The coherent interaction be-
tween the lead modes and the system is thus a key fea-
ture of the mesoscopic-leads approach, enabling a natural
modeling of systems in the strong-coupling regime. That
is, although the state of the extended system evolves un-
der a GKSL ME, strong-coupling effects within the ex-
tended system are still captured in the dynamics of the
lead modes and their respective coupling to the system,
as in a so-called Markovian embedding [35].

B. State dynamics in non-interacting fermionic
systems

If the system S is non-interacting, the Hamiltonian of
the extended system may be written in a quadratic form

H =

NS+L∑
i,j=1

Hijc
†
i cj , (2)

with annihilation operators describing the extended sys-

tem {ci}NS+L
i=1 and L =

∑NR

α=1 Lα. Many quantities of in-
terest, such as thermodynamic currents in the extended
system, may then be described solely in terms of the co-
variance matrix C, with size ((NS + L) × (NS + L)) and

matrix elements Cij = ⟨c†jci⟩ρ, rather than the full state

ρ, with size (2NS+L × 2NS+L). Switching to the Heisen-
berg picture, the unconditional dynamics of the covari-
ance matrix C is governed by the ME

dCij

dt
=

〈
dc†jci

dt

〉
=

〈
i [H, ρ] +

NR∑
α=1

Lα∑
k=1

L+
α,k

[
c†jci

]〉
,

(3)
where L+

α,k is the adjoint dissipator to Lα,k, satisfying

Tr [AL [B]] = Tr [L+ [A]B] for an arbitrary operator A,

and L+
α [A] =

∑Lα

k=1 L
+
α,k [A]. In particular,

L+
α,k [A] =

∑
σ∈{+,−}

D+
[
Lσ
α,k

]
A, (4)

where D+ [L]A = L†AL − 1
2{L

†L,A}. One can read-
ily show that the covariance matrix C of the extended
system evolves under the Lyapunov differential equation
[78]

dC

dt
= −(WC + CW †) + F, (5)

where W = iH + 1
2Γ, with diagonal matrices Γkk = γk

and Fkk = γkfk. In the steady-state dC/dt = 0, so the

covariance matrix solves the algebraic equation

WC + CW † = F. (6)

III. QUANTUM-JUMP TRAJECTORIES IN
NON-INTERACTING FERMIONIC SYSTEMS

For a quantum jump unraveling, it is convenient to
split the Liouvillian L into a term representing quantum
jumps L1, signaled by clicks in a classical detector, and
into a term L0 describing a smooth no-jump evolution
between two consecutive jumps, as indicated in Fig. 2, so
that

L [ρ] = (L0 + L1) [ρ] ,

L0 [ρ] = −i [H, ρ] − 1

2

NR∑
α=1

Lα∑
k=1

∑
σ∈{+,−}

{Lσ
α,k

†Lσ
α,k, ρ},

L1 [ρ] =

NR∑
α=1

Lα∑
k=1

∑
σ∈{+,−}

Lσ
α,kρL

σ
α,k

†.

(7)

Then the solution to Eq. (1) with initial state ρ(t = 0) =
ρ0, generally given by ρ(t) = eLtρ0, may be expanded in
a Dyson series as

ρ(t) = eL0tρ0 +

∫ t

0

dt1e
L0(t−t1)L1e

L0t1ρ0

+

∫ t

0

dt2

∫ t2

0

dt1e
L0(t−t2)L1e

L0(t2−t1)L1e
L0t1ρ0 + . . . ,

(8)

which is the ensemble average over all possible trajecto-
ries with an increasing number of jumps in the interval
[0, t]. The expansion illustrates why the above solution is
typically denoted as the unconditional dynamics — it is
ignorant about whether any jumps occurred or not, and
if they did, when they occurred, and thus may be inter-
preted as an unselective measurement. We now consider
single trajectories, for which the system’s state evolves
smoothly, occasionally interrupted by random quantum
jumps. The jumps correspond to detection events in the
environment, like the emission or absorption of particles
from thermal reservoirs, as shown in Fig. 2. Thus, quan-
tum state trajectories correspond to the evolution of the
state conditioned on a single measurement record. Here,
we examine a scenario involving the monitoring of parti-
cle exchange between all lead modes and their associated
residual reservoirs.

A. Gaussian initial states

Crucially, we assume that the extended system is in
a Gaussian fermionic state initially. The state then
evolves along quantum jump trajectories, in which all
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FIG. 2. Particle transfer between each lead mode and its associated residual reservoir is monitored and recorded in the
measurement record r. The expectation value of an observable O is computed with respect to the state conditioned on
r. When a quantum jump is recorded, the state undergoes an abrupt update, leading to an instantaneous change in the
expectation value of the observable. During the intervals between jumps, the state evolves smoothly following the no-jump
conditional evolution.

processes involved are Gaussianity-preserving as shown
in Appendix B. Therefore, at all times t, the density ma-
trix may be expressed as

ρ(t) =
e−c†M(t)c

Z(t)
, (9)

where c is the vector with entries being the system-lead
operators ci = ci. The matrix M(t) and the partition
function Z(t), ensuring normalization of the state, are
given by

M(t) = log

(
1 − C(t)

C(t)

)
, Z(t) =

1

det [1 − C(t)]
.

(10)
Since now the state ρ(t) is fully determined by its its
covariance matrix C(t), all formulas can only depend on
matrices that are of size ((NS + L) × (NS + L)), and thus
they can be used efficiently, even for systems involving
many modes. Furthermore, we emphasize that the sub-
sequent findings are applicable to the stochastic jump
dynamics of any fermionic non-interacting system sub-
jected to thermal boundary driving, provided that the
initial state is Gaussian.

B. Conditional evolution

In the mesoscopic-leads formalism, quantum jump tra-
jectories are obtained for the set of measurement opera-
tors

Ω0 = 1− dt

2

L∑
k=1

∑
σ∈{+,−}

Lσ
k
†Lσ

k − idtH,

Ωσ
k =

√
dtLσ

k for 1 ≤ k ≤ L + 1,

(11)

where L+
k =

√
γkfkc

†
k and L−

k =
√
γk(1 − fk)ck are

the jump operators associated with absorption/emission
events respectively and 1 denotes the identity opera-
tor. The measurement record is denoted by r(0,τ) =
{(tJ , k, σ); 0 < tJ < τ}, recording a jump at time tJ
in lead mode k, where the jump signals particle trans-
fer either on (σ = +) or off (σ = −) it. Note that we
neglect the probability of multiple jumps at one time.
Thus, at every time t ∈ (0, τ) our knowledge about the
system’s state must be updated: either conditioned on
no-jump being observed or conditioned on a jump just
having been registered.

Under these measurement operators, the evolution of
ρ unravels into a ‘no-jump’ evolution with instantaneous
jump-induced updates for the conditioned density ma-
trix ρr which in Lindblad-form (see Eq. (1)) becomes the
stochastic jump equation

dρr = − i [H, ρr] dt− 1

2

L∑
k=1

∑
σ∈{+,−}

H
[
Lσ
k
†Lσ

k

]
ρrdt

+

L∑
k=1

∑
σ∈{+,−}

G [Lσ
k ] ρrdNσ

k .

(12)

where the superoperators, G and H, acting on a state ρr,
are defined as

G[O]ρr =
OρrO

†

Tr[OρrO†]
− ρr

H[O]ρr = Oρr + ρrO
† − Tr[Oρr + ρrO

†]ρr.

(13)

The stochastic increments of the point processes dNσ
k
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obey [71]

E [dN ] = ⟨Ωσ
k
†Ωσ

k⟩ρ, (14)

dNσ′

k′ dNσ
k = dNσ

k δσσ′δkk′ , (15)

where E denotes a classical expectation value, i.e. an
average over random realizations of the measurement
record, corresponding to the expectation value computed
with respect to the ensemble average state ρ. Here and
in the following, we assume perfect detection efficien-
cies in all measurement channels. A general treatment
accounting for imperfect detection or different measure-
ment set-ups is provided in Appendix C. The expectation
values ⟨·⟩r, conditioned on the measurement record, are
connected to the averages of the corresponding measure-
ment operators ⟨·⟩r = Tr [ρr·] (Eq. (11)). For a Gaussian
fermionic system, both ensemble averages and individ-
ual trajectories can be characterized using the covari-
ance matrix, as will become apparent in the following
sections. Specifically, for single trajectories, this matrix
is computed concerning the conditioned state, denoted as

Cr
ij = Tr

[
c†jciρr

]
. We will subsequently discuss the evo-

lution of Cr between jumps and its update when jumps
are recorded.

1. No jump-conditioned evolution

We will now describe how the covariance matrix
Cr of the extended system, conditioned on the mea-
surement record r, evolves in the time interval be-
tween two recorded jump events, (tJm−1 , km−1, σm−1)
and (tJm , km, σm). Note, that the conditional no-jump
evolution in Gaussian fermionic systems has been stud-
ied also in [79]. For t ∈ (tJm−1

, tJm
), dNσ

k (t) = 0 ∀k, σ,
so that Cr evolves according to

dCr
ij(t) = i

〈[
H, c†jci

]〉
r

dt

− 1

2

L∑
k=1

∑
σ∈{+,−}

〈
H+

[
ρr, L

σ
k
†Lσ

k

]
c†jci

〉
r

dt,

(16)

where the adjoint superoperator to H (see Eq. (13)), H+,
acting on any operator A is defined as

H+[ρr, O]A = OA + AO† − Tr
[
Oρr + ρrO

†]A. (17)

Expanding Eq. (16), one obtains terms of fourth order in
the annihilation and creation operators of the extended
system. Crucially, we now make use of the fact that
the initial state is assumed to be Gaussian and that all
operations along a single trajectory preserve the state’s
Gaussianity [80]. Note, that we can reduce fourth order
correlators with respect to a Gaussian state ϕ to second
order or lower, by using Wick’s theorem [81]: Let Oi de-
note operators which are arbitrary linear combinations of

bosonic or fermionic creation and annihilation operators.
Wick’s theorem states that

⟨O1O2O3O4⟩ϕ = ⟨O1O2⟩ϕ⟨O3O4⟩ϕ ± ⟨O1O3⟩ϕ⟨O2O4⟩ϕ
+ ⟨O1O4⟩ϕ⟨O2O3⟩ϕ − 2⟨O1⟩ϕ⟨O2⟩⟨O3⟩ϕ⟨O4⟩ϕ,

(18)

where the the upper (lower) sign is for bosons (fermions).
We find a Riccati-type differential equation for the no-
jump conditioned covariance matrix of the extended sys-
tem

dCr

dt
= − (V Cr + CrV †) + CrBCr, (19)

where B = Γ − 2F , V = iH + 1
2B = W − F . In between

jumps, the survival probability p—the probability for no
jump to occur up to time t—evolves under the differential
equation

dp

dt
= −p

L∑
k=1

∑
σ∈{+,−}

〈
Lσ
k
†Lσ

k

〉
r
, (20)

where we have used that p is given by the trace of the
unnormalized density matrix between jumps. Therefore,
the survival probability decays as

p(t) = p(tJm−1
) exp

(
−
∫ t

tJm−1

K(s)ds

)
, (21)

where

K(s) = Tr
[
FC̄r(s)

]
+ Tr [(Γ − F )Cr(s)] , (22)

and C̄r = 1 − Cr.

2. Jump-conditioned updates

Upon recording a jump of type σm in the lead mode
km at time tJm

, stored in the measurement record as
(tJm

, km, σm), Cr is updated instantaneously. At t =
tJm

, dNk,σ(tJm
) = δkkm

δσσm
∈ {0, 1} and therefore

dCr
ij(tJm

) =
〈
G+

[
ρr, L

σm

km

]
c†jci

〉
r

(tJm
). (23)

where the adjoint superoperator to G (see Eq. (13)), G+,
acting on any operator A is defined as

G+[ρr, O]A =
O†AO

Tr [OρrO†]
−A. (24)

The update entails that the survival probability is instan-
taneously reset to 1 (p(t+Jm

) = p(t−Jm
)+(1−p(t−Jm

)) = 1),

and the updated covariance matrix Cr(t+Jm
) = Cr(t−Jm

)+
dCr

ij(tJm
), where for any time-dependent quantity A(t),

we use the short-hand A(t±) = lims→t± A(s). If a jump
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onto the lead mode km from its residual reservoir is
recorded, so that σm = +, then

dCr(tJm) = C̄r

(
dN+(tJm

)

C̄r

)
C̄r. (25)

Otherwise, if one records a jump off the lead mode km to
its residual reservoir, so that σm = −, then

dCr(tJm
) = −Cr

(
dN−(tJm)

Cr

)
Cr. (26)

Above, we use the shorthand(
dN+(t)

C̄r

)
kk

=
dNk+(t)

1 − Cr
kk

,(
dN−(t)

Cr

)
kk

=
dNk−(t)

Cr
kk

.

(27)

3. Stochastic master equation for the covariance matrix

Finally, we combine the results presented in Sec. III B 1
and Sec. III B 2 to obtain the stochastic ME governing the
trajectory of Cr

dCr(t) =
[
−(V Cr + CrV †) + CrBCr

]
dt

+ C̄r

(
dN+(t)

C̄r

)
C̄r

− Cr

(
dN−(t)

Cr

)
Cr.

(28)

Using Itô’s Lemma, by which E
[
dNσ

k (t)f(ρr(t))
]

=

dtE
[
⟨Lσ

k
†Lσ

k⟩r(t)f(ρr(t))
]
, one recovers Eq. (5) for the

unconditional evolution of C. In Appendix D, a short
description is provided for the numerical implementation
of trajectory sampling relying on the covariance matrix.

IV. BAYESIAN ESTIMATION OF
THERMODYNAMIC CURRENTS

In the presence of time-dependent driving or multiple
reservoirs at different temperatures or chemical poten-
tials, currents of energy and particles will flow through
the system, irreversibly producing entropy. The average
values of these currents are given by appropriate expec-
tation values with respect to the unconditional density
matrix. Importantly, the mesoscopic-leads formalism can
reproduce exact NEGF results for these average currents
so long as the number of lead modes L is large enough,
as shown in previous works [43, 50, 68].

In this section, we show how to evaluate the fluctua-
tions of thermodynamic currents along individual trajec-
tories within the mesoscopic-leads formalism. We adopt
a Bayesian interpretation of the conditional state, ρr, as
the best guess of the system configuration given the set

of measurement outcomes. As we will show, the resulting
stochastic currents reduce to standard results on average,
and yield thermodynamically consistent results for the
fluctuations (see Sec. V). To this end, we detail how to
express these currents in relation to the trajectory covari-
ance matrix Cr. In the main text, we present the results
assuming perfect detection in all measurement channels.
More comprehensive findings considering imperfect de-
tection and different measurement configurations can be
found in Appendix C.

It is important to point out that our focus here is on the
currents exchanged between the extended system and the
residual reservoirs, termed external currents, as opposed
to the internal currents exchanged between the system
and the leads. We argue that it is the external currents
that correspond to those detectable in experiments, espe-
cially in the strong coupling regime, where the system hy-
bridises with its environment. For an in-depth discussion
of internal and external currents in the mesoscopic-leads
formalism, please refer to Refs. [42, 43].

1. Particle current

The average (unconditional) particle current IN (t)
flowing into the extended system is defined through
the continuity equation for the total number operator

N =
∑NS+L

j=1 c†jcj

d⟨N⟩
dt

=

NR∑
α=1

INα(t) , (29)

where INα
(t) = ⟨L+

α [N ]⟩ denotes the particle current into

lead α and IN (t) =
∑NR

α=1 INα
(t) is the net particle cur-

rent. Note that since [H,N ] = 0, Tr [NL0 [ρ(t)]] = 0.
This can be understood intuitively, as hopping interac-
tions within the extended system conserve the total parti-
cle number. Therefore, the total particle current is given
soley as the sum over the net particle currents flowing
into the extended system from the residual reservoirs.

Similarly, defined through a continuity equation, the
net particle current conditioned on the measurement
record and thus along a single trajectory, IrN (t), is given
by

d⟨N⟩r
dt

=

NR∑
α=1

IrNα
(t) , (30)

so that IrN (t) =
∑NR

α=1 I
r
Nα

(t), where

IrNα
(t)dt = − 1

2

Lα∑
k=1

∑
σ∈{+,−}

Tr
[
NH

[
Lσ
k
†Lσ

k

]
ρrdt

]

+

Lα∑
k=1

∑
σ∈{+,−}

Tr [NG [Lσ
k ] ρrdNσ

k ]

(31)
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is the inferred particle current into lead α. We find

IrNα
(t)dt =Tr [CrBαC

r −BαC
r] dt

+ Tr

[
C̄r

(
dN+

α (t)

C̄r

)
C̄r

]
− Tr

[
Cr

(
dN−

α (t)

Cr

)
Cr

]
,

(32)

where Bα = Γα − 2Fα with

(Γα)kk , (Fα)kk =

{
Γkk, Fkk if k-mode in lead α,

0 otherwise.

(33)

We use the shorthand(
dN+,α(t)

C̄r

)
kk

=

{
dNk+,α(t)

C̄r
kk

if k-mode in lead α,

0 otherwise.(
dN−,α(t)

C

)
kk

=

{
dNk−,α(t)

Cr
kk

if k-mode in lead α,

0 otherwise.

(34)

The Bayesian nature of the current is apparent in
Eq. (32) by the fact that even the extraction of an elec-
tron (last term) does not necessarily imply a current
of −1. This is because the covariance matrix also en-
compasses our uncertainty about the number of parti-
cles within the extended system. Thus, even though a
quantum jump definitely corresponds to the detection of
an electron, this does not imply that the change in the
occupation number of the extended system is −1, since
initially there was some uncertainty as to the number of
electrons in there.

Performing an ensemble average and making use of
Itô’s lemma we find that the average (unconditional) par-
ticle current is given by

INα
(t) = Tr [Fα − ΓαC(t)] . (35)

When plugging in the explicit form of Fα and Γα, we
recover

INα(t) =

Lα∑
k=1

γk,α⟨fk,α − c†k,αck,α⟩, (36)

which is consistent with the standard unconditional
continuity equation for the particle current, stated in
Eq. (29), and is in agreement with results derived in [50].
The change of the total particle number along a single
trajectory in time interval [0, τ ] conditioned on the mea-
surement record is given by

∆Nr(τ, 0) =

∫ τ

0

IrN (t)dt. (37)

2. Energy current

The average (unconditional) total energy current IE(t)
flowing into the extended system is defined through the
continuity equation for the Hamiltonian of the extended
system H

d⟨H⟩
dt

=

NR∑
α=1

IEα(t), (38)

where IEα
(t) = ⟨L+

α [H]⟩ denotes the energy current into

lead α and IE(t) =
∑NR

α=1 IEα
(t) is the net energy cur-

rent. We find that the energy current into the extended
system via lead α along a single trajectory, inferred on the
basis of the measurement record as discussed in Sec. IV 1,
is given by

IrEα
(t)dt = Tr

[
Bα

(
CrHCr − 1

2
(HCr + CrH)

)]
dt

+ Tr

[
HC̄r

(
dN+

α (t)

C̄

)
C̄r

]
− Tr

[
HCr

(
dN−

α (t)

Cr

)
Cr

]
.

(39)

The total inferred energy current is given by

IrE(t) =

NR∑
α=1

IrEα
(t). (40)

Therefore the energy change along a single trajectory
in time interval [0, τ ] conditioned on the measurement
record is given by

∆Er(τ, 0) =

∫ τ

0

IrEα
(t)dt. (41)

Performing an ensemble average and using Itô’s
lemma, we find that the unconditional energy current
is given by

IE(t) = Tr

[
FH(t) − 1

2
Γ (C(t)H(t) + H(t)C(t))

]
.

(42)

When plugging in the explicit form of the Hamiltonian,
we recover

IE(t) =

L∑
k=1

γkϵk⟨fk − c†kck⟩

− 1

2

L∑
k=1

γk⟨κkpc
†
pak + κ∗

kpa
†
kpcp⟩,

(43)

in agreement with results derived in Ref. [50].
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3. Heat current and measurement energy

The heat current is typically defined as

IQ(t) =

NR∑
α=1

IEα (t) − µαI
N
α (t). (44)

However, in the energy balance along trajectories de-
scribed by stochastic MEs involving jump operators that
are not eigenoperators of the Hamiltonian, a specific term
can be singled out [7, 82, 83] that poses ambiguity in its
interpretation—whether it should be considered as quan-
tum heat [84] or “measurement work” [7, 9, 82] is not

definitively established. That is, Eq. (41) may be split
into different contributions

∆Er(τ, 0) = ∆W r(τ, 0)−∆Qr
Σ(τ, 0) + ∆Er

M(τ, 0), (45)

where ∆W r(τ, 0) denotes the net work done on the ex-
tended system and ∆Qr

Σ is the net heat dissipation asso-
ciated with entropy production in the environment due
the exchange of particles and energy between the lead
modes and the residual reservoirs, as will be made ex-
plicit in the following. We will simply refer to ∆Er

M as
the measurement energy, without further classification.
The associated stochastic measurement energy current is
given by [9]

IEM
dt = − dt

2

L∑
k=1

∑
σ∈{+,−}

Tr
[
H{Lσ

k
†Lσ

k , ρr}
]

+ dt

L∑
k=1

∑
σ∈{+,−}

⟨H⟩r⟨Lσ
k
†Lσ

k⟩r +

L∑
k=1

∑
σ∈{+,−}

dNσ
k

Tr
[
Lσ
k
†HintL

σ
kρr

]
⟨Lσ

k
†Lσ

k⟩r

+
1

2

L∑
k=1

∑
σ∈{+,−}

dNσ
k

Tr
[
{Lσ

k
†Lσ

k , H0}ρr
]

⟨Lσ
k
†Lσ

k⟩r
−

L∑
k=1

∑
σ∈{+,−}

dNσ
k ⟨H⟩r,

(46)

and is a result of the non-local nature of energy in inter-
actions: Here, the Hamiltonian of the extended system
is split into H = H0 + Hint, where H0 = HS + HL is
the bare Hamiltonian consisting of the Hamiltonian of
the system and that of the leads, and Hint = HSL is the
interaction between them. This is important for the com-
putation of the entropy production, which we explore in
detail in Sec. V. There, one considers energy increments
∆Ek exchanged between system and environment, which
are defined through

[H0, Lk] = −∆EkLk. (47)

If the chemical potential is nonzero, additionally, parti-
cle exchange between the reservoirs and the lead modes

contributes to entropy production and

[N,Lk] = −∆NkLk. (48)

Here, as in many other cases of physical interest, the
set of jump operators is self-adjoint, and the jumps obey
the local detailed balance condition for the corresponding

pairs of operators, so that L+
k = L−

k

†
e∆sk/2. Therefore,

the entropy produced upon a jump in channel k is given
by

∆sk = −
(

∆Ek

Tr
− µr

∆Nk

Tr

)
. (49)

For the conditional measurement energy current for
lead α we find

IEM,α
dt =Tr

[
Bα

(
CrHCr − 1

2
(HCr + CrH)

)]
dt

+ Tr

[(
dN+

α

C̄r

)
C̄rHintC̄

r

]
− Tr

[(
dN−

α

Cr

)
CrHintC

r

]
− 1

2
Tr

[(
Λ+dN+

α

C̄r

)(
C̄rH0C

r + CrH0C̄
r
)]

− 1

2
Tr

[(
dN−

α

Cr

)(
C̄rH0C

r + CrH0C̄
r
)]

.

(50)

The total measurement energy current is obtained as the sum over the contributions from the different leads

IEM
=

NR∑
α=1

IEM,α
. (51)
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Taking the ensemble average, using Itô’s lemma, we find

E [IEM
] = −1

2
Tr [Γ(HintC + HintC)] . (52)

Interestingly, when plugging in the explicit form
of the system-lead interaction Hint = HSL(t) =∑NR

α=1

∑Lα

k=1 κα,kf
†
pα
ak + h.c., as defined in Sec. II, then

we find

E [IEM
] = −1

2

NR∑
α=1

Lα∑
k=1

γα,k⟨κα,kf
†
pα
ak+κ∗

α,ka
†
kfpα

⟩. (53)

E [IEM ] is thus exactly the term appearing in the energy
current due the coherent hopping interaction between the
lead modes and their respective coupling site in the cen-
tral system, see Eq. (43). Indeed, this kind of term has
also appeared in many other contexts, like the repeated
interactions framework [85].

V. ENTROPY PRODUCTION ALONG A
TRAJECTORY

By the second law of thermodynamics, changes in the
entropy of the universe (i.e. a closed system) due to
an irreversible process are positive. This, however, only
holds on average and for meso- and microscopic set-ups,
fluctuations around the average play an important role.
In our setting, where currents exchanged between the
extended system and its environment, one is bound to
compute a stochastic entropy production which becomes
a measure of irreversibility along single trajectories.

In general, the stochastic entropy production along a
single trajectory from time 0 to τ is given by

Stot(r[0,τ ]) = log

(
PF (r)

PB(r̃)

)
, (54)

which depends on the log-ratio of probabilities for the for-
ward trajectory r[0,τ ] and backwards trajectory r̃[0,τ ] to
occur (these trajectories are precisely defined below). By
averaging the exponentiated negative of the total stochas-
tic entropy production over the forward trajectories r, it
is easy to show that

⟨e−Stot(r[0,τ])⟩r = 1, (55)

a central result of stochastic thermodynamics [2, 6, 13,
86, 87]. This is known as the integral fluctuation relation
and in turn, by Jensen’s inequality ⟨ex⟩ ≥ e⟨x⟩, leads to
the second law inequality

⟨Stot(r[0,τ ])⟩r ≥ 0. (56)

A. Two-point measurement scheme

The forward and backward trajectories can be pre-
cisely defined within the framework of the “two-point

ρ0 = Σi pi
0Πi

0

pn
0, Πn

0

Πn
0

pm
τ, Πm

τ

 Πm
τ

 ρτ
r 

pm
rτ, Πm

τ

 ρτ
r 
~

Forward
Backward

Unconditional 
evolution

 τ
 0ρτ =  {e ∫  (s)ds}ρ0  

    = Σi pi
τΠi

τ

FIG. 3. Schematic of the TPM scheme. In the first mea-
surement, the initial state ρ0 = ρ(0) is projected into its nth

eigenstate Π0
n with probability p0n. Subsequently, this state

evolves according to the conditional evolution into ρrτ = ρr(τ).
Finally, ρr(τ) is projected into the mth eigenstate Πτ

m of the
unconditionally evolved initial state ρτ = ρ(τ) with probabil-
ity prτm . The probability for the reverse trajectory to start in
the eigenstate Πτ

m is given by pτm.

measurement” (TPM) scheme, as schematically shown
in Fig. 3 and detailed in Ref. [9]. In the TPM scheme,
the (stochastic) time-evolution of the state in the open
interval (0, τ) is framed by two measurements, one at
the start (t = 0) and one at the end of each trajec-
tory (t = τ). The full trajectory in the closed interval
[0, τ ], including the projective measurements, is termed
the forward trajectory. The observables measured here
in the projective measurements at the beginning and end
of each trajectory (see Fig. 3) are time-reversal invari-
ant. In particular, we consider the case in which each of
the projective measurements in the time-reversed back-
ward process produces the same outcome as in the for-
ward process. This means that the measurement record
of the backward trajectory in between the two mea-
surements r̃(0,τ) is exactly the time-reversed measure-
ment record of the forward trajectory r(0,τ) with Nj

recorded jumps, so r̃(0,τ) = {(τ − tJNj
, kNj

,−σNj
), (τ −

tJNj−1
, kNj−1,−σNj−1), . . . , (τ − tJ1 , k1,−σ1)} [18].

We now discuss the two projective measurements. To
this end, we first note that the initial state of the for-
ward trajectory may be written in its eigenbasis ρ(0) =∑

i p
0
i Π0

i . If it were to evolve according to the uncon-
ditional evolution, then after time τ the system would

be in state ρ(τ) = T
{
e
∫ τ
0

L(s)ds
}
ρ(0) =

∑
i p

τ
i Πτ

i . The

states ρ(0) and ρ(τ) can be understood as the ensemble
averaged initial and final state, respectively. The ini-
tial state of each trajectory is sampled from the spec-
tral decomposition of ρ(0) via the first measurement. In
particular, in the TPM the first measurmement projects
ρ(0) into its eigenstate Π0

n, with probability p0n. The
initial state of the trajectory is therefore ρr(0) = Π0

n.
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This state then time-evolves up to time τ according to
the conditional evolution along a trajectory defined by
the measurement record. The final state of the trajec-
tory is denoted by ρr(τ). Finally, at time τ , there is a
second projective measurement, now in the eigenbasis of
the ensemble averaged final state ρ(τ) yielding Πτ

m with
probability prτm = Tr [Πτ

mρr(τ)]. The probability for the
time-reversed trajectory to start in Πτ

m is given by pτm,
i.e. its weight in the spectral decomposition of the en-
semble averaged final state ρ(τ).

The reason we are interested in computing the projec-
tion probabilities p0n and pτm is that they appear in the
expression for the total entropy production along a tra-
jectory r[0,τ ] (see Eq. (54)), which for the TPM scheme
can be expressed as [9]

Stot(r[0,τ ]) = log

(
p0n
pτm

)
− Σr(0,τ)

. (57)

Here we have split Stot(r[0,τ ]) into a stochastic entropy
associated with the system state along a trajectory and
the entropy flux transferred to the environment. The first
term accounts for changes in Shannon self-information or
surprisal of the extended system between the two projec-
tive measurements, and has the same form in the classical
analogue [4, 88]. The entropy flux is given by

Σr(0,τ)
= −

NR∑
α=1

Lα∑
k=1

∑
σ∈{+,−}

∫ τ

0

∆Eσ
k,α − µα∆Nσ

k,α

Tα
dNk(t),

(58)
where ∆Ek,α is assumed to be the energy of the lead
mode k in lead α, as discussed also Sec. IV 3. A dis-
cussion of entropy production and fluctuation theorems
accounting for imperfect detection may be found in Ref.
[89].

B. Efficient computation of p0n, C
r(0) and pτm

In the following, we discuss how the projection proba-
bilities p0n and pτm as well as the covariance matrix com-
puted with respect to the state after the first projective
measurement Cr(0) may be obtained efficiently.

1. Probability for the forward trajectory to start in |sn⟩

The initial state of the extended system ρ(0) is Gaus-
sian, therefore it may be expressed as

ρ(0) =
e−c†M(0)c

Z(0)
, c = (c1, c2, . . . , cNS+L)

=

NS+L∏
i=1

e−µ0
id

†
idi

Zi(0)
,

(59)

where µ0
i are the eigenvalues of M(0), and Zi(0) = 1 +

e−µ0
i . The 2NS+L eigenvalues of ρ(0) are of the form

p0n =

NS+L∏
i=1

e−µ0
i s

i
n

Zi(0)
, (60)

where sn = s1ns
2
n . . . s

NS+L
n is a binary string, with sin ∈

{0, 1}. Note that µ0
i =

(
U†M(0)U

)
ii

, where U diago-

nalises the covariance matrix of the initial state C(0).
The 2NS+L eigenvectors of ρ(0) are

|sn⟩ =

NS+L∏
i=1

(d†i )
sin |0⟩ . (61)

Note here that fermionic Fock states are Gaussian as they
are connected to the vacuum by a Gaussian unitary

|sn⟩ = Us |0⟩ , Us =

NS+L∏
i=1

(
d†idi

)sin
, (62)

and

d′j = UsdjU
†
s =

{
±dj (sjm = 0)

±d†j (sjm = 1),
(63)

where ± stands for a phase factors and is not relevant for
whether state is Gaussian or not. We then find

{d′j , d′k
†} = δjk, (64)

and therefore Us is Gaussian.
The probability of projecting ρ(0) onto its eigenstate

|sn⟩ during the first projective measurement is deter-
mined by the corresponding eigenvalue p0n.

2. Covariance matrix after the first projective measurement

Given the covariance matrix C(0) computed with re-
spect to ensemble average state ρ(0), one constructs the
diagonalising unitary U0, such that

C(0) = U0ΛU†
0 , (65)

where Λ = diag(eigenvals(C(0))).
The covariance matrix Cr(0), computed with respect

to the eigenstate |sn⟩ of ρ(0), is given by

Cr(0) = U0nsnU
†
0 , (66)

where (nsn)ij = ⟨sn| d†jdi |sn⟩, as detailed in Appendix A.

Note that the set of matrices {nsi} is simply given by
the set of all 2NS+L diagonal matrices with bit-strings
of length NS + L (with letters either 0 or 1) on their
diagonal. For instance, for NS + L = 2: {nsi} =
{diag ((0, 0)) ,diag ((0, 1)) ,diag ((1, 0)) ,diag ((1, 1))}.
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3. Probability to project into mth- eigenstate of ρ(τ)

The ensemble average final state of the extended sys-
tem ρ(τ) is Gaussian, therefore it may be expressed as

ρ(τ) =
e−c†M(τ)c

Z(τ)
, c = (c1, c2, . . . , cNS+L)

=

NS+L∏
i=1

e−µτ
i d

†
idi

Zi(τ)
,

(67)

where µτ
i are the eigenvalues of M(τ), and Zi(τ) = 1 +

e−µτ
i . The eigenvalues of ρ(τ) are of the form

pτm =

NS+L∏
i=1

e−µτ
i s

i
m

Zi(τ)
, (68)

and the eigenvectors of ρ(τ) are given by

|sm⟩ =

NS+L∏
i=1

(d†i )
sim |0⟩ . (69)

In the following we are interested in computing the
probability of the final state of the trajectory ρr(τ) to
be projected into the eigenstate |som⟩ (here in the orig-
inal/operational basis) of the ensemble average density
matrix of the final state ρ(τ), with |som⟩ ⟨som| = Πτ

m,

prτm = Tr [ρr(τ) |som⟩ ⟨som|] . (70)

In particular, we are interested in computing it given
only the covariance matrix C(τ) of the ensemble average
of the final state ρ(τ) and the covariance matrix Cr(τ)
of the final state of the trajectory ρr(τ).

Let us first write ρr(τ) in the eigenmode basis of ρ(τ)

ρ′r(τ) =
e−d†Qd

Y
, (71)

so that

prτm = Tr [ρ′r(τ) |sm⟩ ⟨sm|] . (72)

Using the functional determinant formula [90, 91], which
maps a many-body expectation value onto a determinant
in single-particle space, we find

prτm =
1

Y
det
[
1 − nsm + nsme−Q

]
, (73)

where |sm⟩ = U |som⟩ and

nsm = diag
(
(s1m, . . . , sNS+L

m )
)
. (74)

The above expression can be further simplified, when re-
membering that Q and Y may be expressed in terms of
the covariance matrix Cr′(τ) expressed in the eigenbasis
of C(τ), to circumvent numerical complications arising

from having eigenvalues of either 0 or 1 in their spec-
trum,

Q = log

[
1 − Cr′(τ)

Cr′(τ)

]
,

Y = det

[
1

1 − Cr′(τ)

]
,

(75)

so that

prτm = det [(1 − nsm)(1 − Cr′(τ)) + nsmCr′(τ)] . (76)

4. Probability for the backward trajectory to start in |sm⟩

Now, what remains to be understood is the probability
for the reverse trajectory to start in the eigenstate |sm⟩ of
the ensemble-averaged final state ρ(τ). This probability
is simply given by the eigenvalue pτm of ρ(τ) associated
with the eigenstate |sm⟩, defined in Eq. (68), and can thus
be computed following the same method as described in
Sec. V B 1.

C. Uncertainty and martingale entropy production

As is well known, there exist multiple decompositions
of the total entropy production into physically meaning-
ful contributions [10, 92]. Instead of splitting the total
entropy production into terms arising from the change
of the system state and from dissipation into the envi-
ronment, one may split Stot into two contributions that
explicitly quantify the effect of measurement backaction
on entropy production within the TPM scheme [9, 10].

Explicitly, we can write

Stot(r[0,τ ]) = Sunc(r[0,τ ]) + Smart(r[0,τ ]). (77)

The uncertainty entropy production is defined by

Sunc(r[0,τ ]) = − log(pτm) − Sρ(τ), (78)

where Sρ(τ) = − log (Tr [ρr(τ)ρ(τ)]) and ρr(τ) is the
state conditioned on the measurement record prior to
the second projective measurement, while ρ(τ) is the un-
conditional final state. Eq. (78) measures how much in-
formation we gain knowing the outcome of the second
projective measurement m(τ) — and thus ρr(τ) — rela-
tive to knowing only the unconditional state ρ(τ). The
martingale entropy production, named for its character-
istic of being an exponential martingale along quantum
trajectories [10], is given by

Smart(r[0,τ ]) = log(p0n) + Sρ(τ) + Σr(0,τ)
. (79)

Both contributions to the total entropy produc-
tion fulfill an integral fluctuation theorem, so that〈
e−Sunc(r[0,τ])

〉
r

= 1 and
〈
e−Smart(r[0,τ])

〉
r

= 1, and there-

fore are non-negative on average, i.e.
〈
Sunc(r[0,τ ])

〉
r
≥ 0

and
〈
Smart(r[0,τ ])

〉
r
≥ 0 [9].
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T, μ

FIG. 4. Schematic of a single dot coupled to a fermionic
reservoir in the mesoscopic-leads formalism.

Interestingly, this splitting allows one to describe clas-
sical and quantum contributions at the level of single tra-
jectories separately. Sunc(τ) identifies the entropy pro-
duction related to the second projective measurement on
the system — thus is due to the intrinsic quantum un-
certainty — and vanishes in classical settings, where the
system is always in one of its eigenstates. Importantly,
the uncertainty entropy production is non-extensive in
time, whereas the martingale entropy production may be
extensive in time, for example in non-equilibrium steady
states, because of its dependence on the entropy flow due
to a net heat exchange with the environment.

In Sec. V B we have discussed how to compute p0n, pτm,
as well as Σr(0,τ)

in terms of covariance matrices, given
the state is Gaussian fermionic at all times along the tra-
jectory. Also Sρ(τ) can be computed relying soley on co-
variance matrices, since for two Gaussian fermionic states

ρ1 = e−c†M1c/Z1 and ρ2 = e−c†M2c/Z2, using using the
Baker-Campbell-Hausdorff formula, so that

e−c†M1ce−c†M2c = − c†M1c− c†M2c

− c† [M1,M2] c + . . . , (80)

one can then show that

e−c†M1ce−c†M2c = e−c†χc (81)

with

χ = log
(
eM1eM2

)
. (82)

Using the relation

Tr
[
e−c†χc

]
= det

[
1 + e−χ

]
, (83)

we find

Tr [ρ1ρ2] =
det
(
1 + e−M1e−M2

)
Z1Z2

. (84)

D. Verification of the integral fluctuation theorems
for entropy production

We now consider a set-up in which a single quantum
dot with Hamiltonian

HS = ϵf†f (85)

100 101 102 103 104
# trajectories

0.00
0.25
0.50
0.75
1.00
1.25
1.50

e
S

r

Stot
Sunc
Smart

5 0 5Stot( )
0

2000

4000 P(Stot)20000 P(Sunc)

0 2Sunc( )
0

1000
2000

FIG. 5. Verification of the integral fluctuation theorem in
the TPM scheme for the total entropy production (black),
the uncertainty entropy production (blue) and the martin-
gale entropy production (red) in the steady-state. The insets
show the distribution of Stot (left) and Sunc (right). The esti-
mated probability densities P (Stot) and P (Sunc), respectively,
are obtained by dividing the number of counts over the to-
tal number of trajectories. Parameters: L = 10, up to 30000
trajectories, ωmax = 1, ϵ = ωmax/4, Γ = ωmax/8, T = ωmax,
µ = ωmax/16, Γτ = 50.

is coupled to a fermionic resevoir, represented in the
mesoscopic-leads formalism, as shown in Fig. 4, in the
steady-state. For simplicity, we consider the case in
which the reservoir is described by a flat spectral den-
sity, given by

J(ω) =

{
Γ ω ∈ [−ωmax, ωmax] ,

0 otherwise,
(86)

where Γ denotes the coupling strength between the quan-
tum dot and the reservoir and ωmax is a hard cut-off. We
choose the set of lead mode energies {ϵk}, the couplings
between the quantum dot and the lead modes {κk} and
the damping rates of the residual reservoirs {γk} as de-
scribed in Sec. II. Here, we choose the energies {ϵk} via
linear discretization.

We find that the integral fluctuation theorems for
Stot(r[0,τ ]), Sunc(r[0,τ ]) and Smart(r[0,τ ]) are verified in-
dividually for their respective distributions after the sec-
ond measurement, since the functionals

〈
e−Stot(r[0,τ])

〉
r
,〈

e−Sunc(r[0,τ])
〉
r

and
〈
e−Smart(r[0,τ])

〉
r

converge to 1 as the
number of trajectories employed in the simulations in-
creases, see Fig. 5. Notably, convergence to the uncer-
tainty entropy production fluctuation theorem is reached
the quickest, in agreement with results presented in
[9]. In all cases, approximate convergence occurs after
roughly 100 trajectories, a typical scale for the conver-
gence of the unconditional density operator in conven-
tional quantum trajectory simulations. However, com-
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FIG. 6. a) Driving protocol of both site energy ϵ(t) and coupling strength Γ(t): the equilibration period (outside the grey
shaded region) allows equilibration of the lead modes with respect to their residual reservoirs. b) Time evolution of the dissipated
heat from the system (blue) and the extended system (red) during the execution of the driving protocol and equilibration time.
As we allow for equilibration of the lead modes to their residual reservoirs after uncoupling from the system site, they agree.
The grey line indicates Landauer’s bound. The inset shows the time evolution of the fidelity to the target state.

plete convergence of Stot and Smart is not achieved un-
til two orders of magnitude more trajectories, as we are
examining a rather detailed statistical property of the
reservoir, requiring sufficient sampling of tails of the dis-
tributions.

By demonstrating the validity of these fluctuation the-
orems for entropy production, we have established the
thermodynamic consistency of the mesoscopic-leads ap-
proach at the stochastic level. This represents one of
the key results of our work. Our framework naturally
incorporates measurement conditioning at the trajectory
level, allowing us to also assess how entropy production
arises from uncertainty and martingale contributions.

The inset of Fig. 5 shows the estimated distributions
of the total entropy production and uncertainty entropy
production, P (Stot) and P (Sunc), respectively. The to-
tal entropy production appears to be close to a shifted
Gaussian with positive mean, verifying the second law
inequality. By contrast, the uncertainty entropy produc-
tion instead shows a large peak significantly closer to
zero, with secondary peaks on both sides of this central
peak. We emphasise that the ability to directly sample
and visualise these detailed features of the distribution is
a key advantage of our method.

VI. HEAT DISSIPATION FLUCTUATIONS IN
FINITE-TIME INFORMATION ERASURE

Having verified the thermodynamic consistency of our
approach, we now apply it to study heat fluctuations in
the paradigmatic example of finite-time information era-
sure. Landauer’s principle asserts a fundamental limit to
the thermodynamic cost of erasing information:

−∆Q ≥ T log(2), (87)

where −∆Q is the heat dissipated into the bath during
the erasure process. The limit can be saturated only by a
reversible and isothermal process, which requires infinite
time. Recently, several studies have unveiled corrections

to Landauer’s principle that appear in finite-time proto-
cols [73–75, 93, 94], but these studies have mostly been
limited to the regime of weak system-bath coupling or
slow driving.

Here, we exploit our method to study how varying
the driving speed of the process impacts the dissipated
heat fluctuations during information erasure with strong
system-bath coupling. We consider a bit of information
encoded in the occupation of a single fermionic mode
(bit mode). The bit is erased by manipulating its time-
dependent Hamiltonian, HS(t) = ϵ(t)f†f , while in con-
tact with a heat bath at temperature T and chemical
potential µ. As above, we model this heat bath by a
mesoscopic lead.

Initially the bit mode and the lead modes are uncor-
related. The bit mode has occupation 1

2 and the lead
modes are populated according to the Fermi-Dirac dis-
tribution f(ϵ, T, µ). The aim is to reach the target state
in which the bit mode population is reduced to 0 and
the lead modes are again uncorrelated and populated ac-
cording to f(ϵ, T, µ). If the protocol is successful, one bit
of information has been erased. To this end an external
drive is applied, so that the energy of the mode changes
according to

ϵ(t) = µ + (ϵτ − µ)

(
t

τ
− sin(2πt/τ)

2π

)
, (88)

where ϵτ denotes the energy splitting of the bit mode at
the final time. The overall coupling Γ also changes over
time as

Γ(t) =
ϵτ
π

sin2

(
π
t

τ

)
. (89)

Here, we assume a flat spectral density

J (ωk) =

{
Γ(t) ωk ∈ [−ωmax, ωmax]

0 otherwise,
(90)

where ωmax is a hard cut-off. We linearly discretise the
reservoir into L energy modes so that ∆ω = ωk+1−ωk =
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FIG. 7. The mean a) and variance b) of the distribution of dissipated heat during the information erasure protocol both
decrease as a function of the protocol duration. The dotted line in a) indicates the Landauer bound. The black dots represent
data derived from the distribution of dissipated heat obtained through trajectory sampling. In contrast, the line plot illustrates
the results obtained when considering the unconditional evolution of the system subject to the erasure protocol. The inset
shows the quantum fidelity to the target state as a function of the driving duration. c) Trajectory-sampling of the distribution
of dissipated heat (blue) reveals non-Gaussian statistics, even at slow-driving conditions with Γmaxτ = 100. The red vertical
lines show the dissipated heat along the individual trajectories. The distribution’s mean is represented by the black dashed
line, while the Landauer bound is indicated by the solid line. Parameters: 40000 trajectories, L = 20, ωmax = 1, T = ωmax/10,
µ = −0.8ωmax, ϵmax = 0.8ωmax, Γmax = ϵmax/π, Γmaxτeq = 30.

2ωmax/L and choose the damping rate γk = ∆ω. The
time-dependent coupling strength between the bit mode

and the k-th lead modes is given by κk(t) =
√

Γ(t)∆ω
2π .

After the driving protocol is executed, the leads are
left to equilibrate for an additional time τeq. This ensures
that the erasure protocol describes a cycle, resetting the
lead modes to their initial state, where the lead modes
are uncorrelated and populated according to the Fermi-
Dirac distribution f(ϵ, T, µ). Further, it ensures that the
total average heat dissipated out of the extended system
and into the residual reservoirs, defined as

∆Qr(t, 0) = ∆Er(t, 0) − µ∆Nr(t, 0), (91)

matches the total average heat dissipated from the charge
bit into the lead modes, as shown in Fig. 6 b), given by

∆Qr
S(t, 0) =

∫ t

0

dt′ [JE(t′) − µJN (t′)] , (92)

where the so-called internal average particle and energy
currents in the mesoscopic-leads formalism, exchanged
between the system and the lead modes in lead α, are
generally defined as [43]

JN
α (t) = i ⟨[NLα

, HSLα
]⟩ , (93)

JE
α (t) = i ⟨[HLα

, HSLα
]⟩ + Tr [HSLα

Lα [ρ]] , (94)

respectively, where NLα
=
∑Lα

k=1 a
†
α,kaα,k, JE(t) =∑NR

α=1 J
E
α (t) and JN (t) =

∑NR

α=1 J
N
α (t).

We find that the mean dissipated heat approaches Lan-
dauer’s bound when the driving speed is reduced, as ex-
pected (see Fig. 7 a)). Further, the quantum fidelity to

the target state, which for fermionic Gaussian states is
given by [42, 95]

F (ρ1||ρ2) = Tr [
√
ρ1ρ2] =

det
(
1 + e−M1/2e−M2/2

)
√
Z1Z2

,

(95)
approaches 1, as shown in the inset of Fig. 7 a). While
it is known how to compute fluctuations in the (internal)
particle current in the context of mesoscopic leads using
full counting statistics [68], this is not the case (yet) for
fluctuations in the (external) energy and heat currents.
In the approach we take here, we reconstruct the distri-
bution of dissipated heat by sampling from it, and we
find (the trend) that also the variance of the dissipated
heat decreases as τ increases, as shown in Fig. 7 b).

Fig. 7 c) shows a histogram of the heat distribution
obtained by trajectory sampling, which reveals distinctly
non-Gaussian statistics even under slow-driving condi-
tions. Previous work has shown that non-Gaussian heat
statistics appear during slow information erasure in the
weak-coupling regime, whenever quantum coherence is
generated along the protocol [73, 74]. Here, coherence is
expected due to the strong system-bath interaction; how-
ever, in contrast to the findings in Ref. [73], we observe a
negative skewness in the heat distribution. In addition,
we observe rare events with extremely large heat flow into
the system, despite the majority of trajectories yielding
heat flow into the bath as demanded by Ineq. (87). It is
important to note that the model of the bath employed
here differs fundamentally with that of Ref. [73] and thus
agreement with those results is not to be expected. In
particular, the dissipators and the Hamiltonian do not
commute even though together they bring the system to
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equilibrium for large enough leads [42]. Fig. 7 c) thus
underlines the novel and nontrivial features of heat fluc-
tuations that can emerge at strong system-bath coupling.

We also note that the heat distribution in Fig. 7 c) ex-
hibits fine structure that reflects the discrete nature the
lead. These features can be eliminated either by increas-
ing the number of lead modes or via a coarser binning
procedure. The number of lead modes thus sets the ba-
sic limit of energy resolution within our method.

VII. DISCUSSION

The development of quantum stochastic thermody-
namics has often closely followed the classical theory,
where the notion of the trajectory is paramount. To make
sense of trajectories in the quantum regime, one typically
defines a trajectory as a sequence of classical measure-
ment outcomes, which are (or, in principle, could be)
recorded by a detector. A continuous-time description
of quantum stochastic thermodynamics therefore must
invoke the theory of continuous weak measurements [9],
but such measurements lead to Markovian open quan-
tum system dynamics by their very nature. This issue
has limited previous work in this direction to the regime
of weak system-environment coupling.

In this work, we have extended the continuous-time
trajectory description of quantum stochastic thermo-
dynamics to the strong coupling regime by exploiting
a Markovian embedding. In particular, we have pre-
sented a comprehensive analysis of the conditional dy-
namics for the mesoscopic-leads approach, applied to
non-interacting fermionic systems. We explicitly al-
low for imperfect detection and partial monitoring, en-
abling the exploration of various measurement configu-
rations. Our analysis, based on the framework of quan-
tum stochastic thermodynamics, yields thermodynami-
cally consistent analytic expressions for particle and en-
ergy currents exchanged between the extended system
and the residual reservoirs. We emphasize that these ex-
ternal currents correspond to those observable in exper-
iments. They remain valid even in the strong coupling
regime, where the differentiation between internal and
external currents becomes pronounced.

To validate the thermodynamic consistency of our for-
malism, we have shown that integral fluctuation theo-
rems for total entropy production, uncertainty entropy
production, and martingale entropy production hold. We
note that the Markovian embedding enables us to cir-
cumvent known thermodynamic inconsistencies associ-
ated with conventional GKLS MEs [83, 85, 96–105]. Fi-
nally, we have applied the formalism to the example of
finite-time erasure of a bit of information stored in a
charge qubit. By extracting fluctuations of dissipated
heat while varying the driving speed, we have empha-

sized the method’s applicability beyond the slow-driving
regime. Further, we have demonstrated the method’s
capability to resolve the non-Gaussian statistics of the
dissipated heat, even in the slow-driving regime.

The approach presented here relies solely on the co-
variance matrix of the extended system, enabling highly
efficient numerical computations for non-interacting
fermionic systems. However, our general expressions for
stochastic currents hold for arbitrary systems, and could
be applied to interacting problems when combined with
a tensor-network representation of the state of the ex-
tended system [50]. While sampling the eigenvalues of
the density matrix in such a tensor-network representa-
tion would be challenging, this step was needed only to
evaluate the stochastic entropy production and verify the
fluctuation theorems. Conversely, trajectory sampling of
charge and energy currents requires only the application
of local operations within the mesoscopic-leads formula-
tion and is thus straightforward for tensor-network the-
ory, in principle. Moreover, while we considered reser-
voirs with a flat spectral density here for simplicity, it
is important to highlight that our method is versatile
and can be extended easily to more complex reservoirs
with a non-trivial spectral density. Our work thus paves
the way to implementing the full toolbox of quantum
measurement-based control within a consistent thermo-
dynamic framework for mesoscopic systems.
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[61] G. Wójtowicz, J. E. Elenewski, M. M. Rams, and
M. Zwolak, Physical Review B 104, 165131 (2021).

[62] A. Imamoglu, Physical Review A 50, 3650 (1994).
[63] B. M. Garraway, Physical Review A 55, 4636 (1997).
[64] B. M. Garraway, Physical Review A 55, 2290 (1997).
[65] D. Tamascelli, A. Smirne, S. F. Huelga, and M. B.

Plenio, Phys. Rev. Lett. 120, 030402 (2018).
[66] N. Lambert, S. Ahmed, M. Cirio, and F. Nori, Nature

Communications 10, 3721 (2019).
[67] F. Mascherpa, A. Smirne, A. D. Somoza, P. Fernández-

Acebal, S. Donadi, D. Tamascelli, S. F. Huelga, and
M. B. Plenio, Phys. Rev. A 101, 052108 (2020).

[68] M. Brenes, G. Guarnieri, A. Purkayastha, J. Eisert,
D. Segal, and G. Landi, Physical Review B 108,
L081119 (2023).

[69] G. Lindblad, Communications in Mathematical Physics
48, 119 (1976).

[70] V. Gorini, A. Kossakowski, and E. C. G. Sudarshan,
Journal of Mathematical Physics 17, 821 (1976).

[71] H. M. Wiseman and G. J. Milburn, Quantum Measure-
ment and Control (Cambridge University Press, Cam-
bridge, 2009).

[72] G. T. Landi, M. J. Kewming, M. T. Mitchison, and
P. P. Potts, PRX Quantum 5, 020201 (2024).

[73] H. J. D. Miller, G. Guarnieri, M. T. Mitchison, and
J. Goold, Physical Review Letters 125, 160602 (2020).

[74] T. Van Vu and K. Saito, Phys. Rev. Lett. 128, 010602
(2022).

[75] A. Rolandi and M. Perarnau-Llobet, “Finite-time Lan-
dauer principle at strong coupling,” (2022).

[76] D. Gruss, A. Smolyanitsky, and M. Zwolak, The Jour-
nal of Chemical Physics 147, 141102 (2017).
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Appendix A: Connection between C and ns

Given a fermionic Gaussian state ρ, of dimension (2N×
2N ), with eigenstates {|sok⟩} and eigenvalues {λsk}, its
covariance matrix C, of dimension (N ×N), is

Cij = Tr
[
ρc†jci

]
= Tr

 2N∑
k=1

λsk |sok⟩ ⟨sok| c
†
jci


=

2N∑
k=1

λskTr
[
|sok⟩ ⟨sok| c

†
jci

]

=

2N∑
k=1

λskC
sk
ij .

(A1)

Let U diagonalise C such that

C = UDU†, (A2)

where D is diagonal, with the eigenvalues of C on its
diagonal. We now denote

Csk = UnskU
†, (A3)

where the set of matrices {nsk} is simply given by the set
of all diagonal matrices of size (2N ×2N ) with bit-strings
of length N (with letters either 0 or 1) on their diagonal.
We then expand the matrix elements of C in terms of the
matrices Csk

Cij =

2N∑
k=1

λskC
sk
ij

=

2N∑
k=1

λsk(UnskU
†)ij

C = U

 2N∑
k=1

λsknsk

U†.

(A4)

We can now identify D =
∑2N

k=1 λsknsk .

Appendix B: Gaussianity of quantum-jump
trajectories

In this appendix, we show that the conditional quan-
tum state remains Gaussian along the entire trajectory
for the dynamics described in the main text, assuming
the initial state is Gaussian. We invoke the results of
Bravyi [80], who provided a complete characterisation of
Gaussian operators (e.g. Gaussian unitaries and Gaus-
sian states) and Gaussian-preserving maps. In particular,
we will use the fact that a product of Gaussian operators
is itself Gaussian, and that projective measurements in
the Fock basis preserve Gaussianity.

First we consider the no-jump evolution of an unnor-
malised state ρ̃r, which is related to the normalised con-
ditional state by ρr = ρ̃r/Tr[ρ̃r]. If no jump is recorded,
the unnormalised state evolves according to

ρ̃r(t + dt) = e−iHeffdtρ̃r(t)
(
e−iHeffdt

)†
, (B1)

where the non-Hermitian Hamiltonian is

Heff = H − i

2

L∑
k=1

∑
σ∈{+,−}

Lσ†
k Lσ

k . (B2)

After normalisation, Eq. (B1) is equivalent to the no-
jump evolution in Eq. (12), i.e. with dNσ

k = 0, where we
retain terms up to first order in the infinitesimal time step
dt. At the same order, e−iHeffdt = ΞdtUdt, where Udt =
e−iHdt is a unitary time evolution operator generated

by a quadratic Hamiltonian, and Ξdt = e−
∑

k,σ Lσ†
k Lσ

kdt

can be thought of as an (unnormalised) Gaussian den-
sity operator. Therefore, if ρ̃r(t) is Gaussian, Eq. (B1)
is a product of Gaussian states and Gaussian unitaries.
This proves that ρ̃t(t + dt) is Gaussian and thus so is its
normalised equivalent ρr(t + dt).

To prove that the jump evolution is Gaussian, we first
note that the maps representing the state update after a
projective measurement in the Fock basis,

J−
k ρ =

c†kckρc
†
kck

Tr[c†kckρ]
, J +

k ρ =
ckc

†
kρckc

†
k

Tr[ckc
†
kρ]

, (B3)

are Gaussian-preserving maps [80]. Indeed, fermionic
Fock states are connected to the vacuum by a Gaussian
unitary, as discussed in Sec. V B. The maps (B3) are uni-
tarily equivalent to the action of quantum jumps that
create or destroy a fermion in mode k, since

ckρc
†
k

Tr[c†kckρ]
= Uph

(
J−
k ρ
)
U†
ph,

c†kρck

Tr[ckc
†
kρ]

= Uph

(
J +
k ρ
)
U†
ph, (B4)

where Uph =
∏

k(ck +c†k) is a unitary particle-hole trans-
formation. It is straightforward to prove that Uph is a
Gaussian unitary because it preserves the canonical anti-
commutation relations. Its action simply swaps creation

and annihilation operators, UphckU
†
ph = ±c†k, up to an

irrelevant phase factor. We thus see that the quantum
jump evolution

ρr(t + dt) = ρr(t) + G[L±
k ]ρr(t)

= Uph

(
J±
k ρr(t)

)
U†
ph (B5)

is the composition of a Gaussian-preserving projective
measurement followed by a Gaussian unitary transforma-
tion, and therefore is itself a Gaussian-preserving map.
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Appendix C: Imperfect detection

In the following, we generalise the results presented in
Secs. III and IV to scenarios of imperfect measurement
or different measurement configurations.

1. Conditional dynamics

To be more general, we assume the freedom to inde-
pendently choose to monitor the distinct jump channels
with different efficiencies denoted as Λσ

k . Here, a perfect
detection event is represented by Λσ

k = 1, while setting
Λσ
k = 0 implies that the corresponding jump channel re-

mains entirely unmonitored [71]. The stochastic ME then
is given by

dρr = − i [H, ρr] dt− 1

2

L∑
k=1

∑
σ∈{+,−}

H
[
Lσ
k
†Lσ

k

]
ρrdt

+

L∑
k=1

∑
σ∈{+,−}

(1 − Λσ
k)G [Lσ

k ] ρrTr
[
Lσ
k
†Lσ

kρr

]
dt

+

L∑
k=1

∑
σ∈{+,−}

Λσ
kG [Lσ

k ] ρrdNσ
k .

(C1)

It follows that the covariance matrix evolves, conditioned
on the measurement record r, as

dCr
ij(t) = i

〈[
H, c†jci

]〉
r

dt

− 1

2

L∑
k=1

∑
σ∈{+,−}

〈
H+

[
Lσ
k
†Lσ

k

]
c†jci

〉
r

dt

+

L∑
k=1

∑
σ∈{+,−}

(1 − Λσ
k)
〈
G+ [Lσ

k ] c†jci

〉
r
⟨Lσ

k
†Lσ

k⟩rdt

+

L∑
k=1

∑
σ∈{+,−}

Λσ
k

〈
G+ [Lσ

k ] c†jci

〉
r

dNσ
k .

(C2)

a. No jump-conditioned evolution

Between two recorded jumps, Cr evolves according to
the matrix equation

dCr

dt
= − (V Cr + CrV †) + CrBCr

+ C̄r
(
F
(
1 − Λ+

))
C̄r

− Cr
(
(Γ − F )

(
1 − Λ−))Cr,

(C3)

where B = Γ − 2F , V = iH + 1
2B = W − F and C̄r =

1−Cr. Further, (1 − Λσ)kk = 1−Λσ
kk. In between jumps,

the survival probability p evolves under the differential
equation

dp

dt
= −p

L∑
k=1

∑
σ∈{+,−}

Λσ
k

〈
Lσ
k
†Lσ

k

〉
r
, (C4)

where we have used that p is given by the trace of the
normalized density matrix between jumps. Therefore,
the survival probability decays as

p(t) = p(tJm−1) exp

(
−
∫ t

tJm−1

K(s)ds

)
, (C5)

where

K(s) = Tr
[
Λ+FC̄r(s)

]
+ Tr

[
Λ−(Γ − F )Cr(s)

]
. (C6)

b. Jump-conditioned evolution

Upon recording a jump in a lead mode, denoted by
(tJm

, km, σm), Cr is updated instantaneously. At t =
tJm

, dNk,σ(tJm
) = δkkm

δσσm
∈ {0, 1} and therefore

dCr
ij(tJm

) =Λσm

km

〈
G+

[
Lσm

km

]
c†jci

〉
r

(tJm
). (C7)

If a jump onto the lead mode km from its residual reser-
voir is recorded, so that σm = +, then

dCr(tJm
) = C̄r

(
Λ+dN+(tJm)

C̄r

)
C̄r, (C8)

where C̄r = 1 − Cr. Otherwise, if one records a jump
off the lead mode km to its residual reservoir, so that
σm = −, then

dCr(tJm) = −Cr

(
Λ−dN−(tJm

)

Cr

)
Cr. (C9)

Above, we use the shorthand(
Λ+dN+(t)

C̄r

)
kk

=
Λ+
k dNk+(t)

1 − Cr
kk

,(
Λ−dN−(t)

Cr

)
kk

=
Λ−
k dNk−(t)

Cr
kk

.

(C10)

c. Stochastic ME for the covariance matrix

The stochastic ME governing the trajectory of Cr, con-
ditioned on the imperfect measurement record r, is given
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FIG. 8. Particle transfer between all lead modes and their respective residual reservoirs is recorded with measurement efficiencies
Λσ

k . The expectation value of an observable O is computed with respect to the state conditioned on the measurement record
r. When a quantum jump is recorded, the state undergoes an abrupt update, leading to an instantaneous change in the
expectation value of the observable. During the intervals between jumps, the state evolves smoothly following the no-jump
conditional evolution.

by

dCr(t) =
[
−(V Cr + CrV †) + CrBCr

]
dt

+ C̄rF
(
1 − Λ+

)
C̄rdt

− Cr(Γ − F )
(
1 − Λ−)Crdt

+ C̄r

(
Λ+dN+(t)

C̄r

)
C̄r

− Cr

(
Λ−dN−(t)

Cr

)
Cr.

(C11)

2. Particle current

The stochastic particle current conditioned on the im-
perfect measurement record r into the extended system
via lead α is given by

IrNα
(t)dt =Tr [CrBαC

r −BαC
r] dt

+ Tr
[
C̄r
(
1 − Λ+

α

)
FαC̄

r
]

dt

− Tr
[
Cr
(
1 − Λ−

α

)
(Γα − Fα)Cr

]
dt

+ Tr

[
C̄r

(
Λ+dN+

α (t)

C̄r

)
C̄r

]
− Tr

[
Cr

(
Λ−dN−

α (t)

Cr

)
Cr

]
,

(C12)

where Bα = Γα − 2Fα with

(Γα)kk , (Fα)kk =

{
Γkk, Fkk if k-mode in lead α,

0 otherwise.

(1 − Λσ
α)kk =

{
1 − Λσ

kk if k-mode in lead α,

0 otherwise.

(C13)

We use the shorthand(
Λ+dN+,α(t)

C̄r

)
kk

=

{
Λ+

k dNk+,α(t)

C̄r
kk

if k-mode in lead α,

0 otherwise.(
Λ−dN−,α(t)

C

)
kk

=

{
Λ−

k dNk−,α(t)

Cr
kk

if k-mode in lead α,

0 otherwise.

(C14)

3. Energy current

The stochastic energy current conditioned on the im-
perfect measurement record r into the extended system
via lead α is given by

IrEα
(t)dt = Tr

[
Bα

(
CrHCr − 1

2
(HCr + CrH)

)]
dt

+ Tr
[
HC̄r

(
1 − Λ+

α

)
FαC̄

r
]

dt

− Tr
[
HCr

(
1 − Λ−

α

)
(Γα − Fα)Cr

]
dt

+ Tr

[
HC̄r

(
Λ+dN+

α (t)

C̄

)
C̄r

]
− Tr

[
HCr

(
Λ−dN−

α (t)

Cr

)
Cr

]
.

(C15)

4. Measurement energy current

The stochastic measurement energy current condi-
tioned on the imperfect measurement record r is defined
as
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IEM
dt = − dt

2

L∑
k=1

∑
σ∈{+,−}

Tr
[
H{Lσ

k
†Lσ

k , ρr}
]

+ dt

L∑
k=1

∑
σ∈{+,−}

⟨H⟩r⟨Lσ
k
†Lσ

k⟩r

+

L∑
k=1

∑
σ∈{+,−}

Λσ
kdNσ

k

Tr
[
Lσ
k
†HintL

σ
kρr

]
⟨Lσ

k
†Lσ

k⟩r
+ dt

L∑
k=1

∑
σ∈{+,−}

(1 − Λσ
k)Tr

[
Lσ
k
†HintL

σ
kρr

]

+
1

2

L∑
k=1

∑
σ∈{+,−}

Λσ
kdNσ

k

Tr
[
{Lσ

k
†Lσ

k , H0}ρr
]

⟨Lσ
k
†Lσ

k⟩r
−

L∑
k=1

∑
σ∈{+,−}

Λσ
kdNσ

k ⟨H⟩r

+
dt

2

L∑
k=1

∑
σ∈{+,−}

(1 − Λσ
k)Tr

[
H0{Lσ

k
†Lσ

k , ρr}
]
− dt

L∑
k=1

∑
σ∈{+,−}

(1 − Λσ
k)⟨H⟩r⟨Lσ

k
†Lσ

k⟩r.

(C16)

The measurement energy current for lead α can be expressed in terms of the covariance matrix Cr

IEM,α
dt =Tr

[
Bα

(
CrHCr − 1

2
(HCr + CrH)

)]
dt

+ Tr
[(

1 − Λ+
α

)
FαC̄

rHintC̄
r
]

dt− Tr
[(

1 − Λ−
α

)
(Γα − Fα)CrHintC

r
]

dt

− 1

2
Tr
[(

1 − Λ+
α

)
Fα

(
C̄rH0C

r + CrH0C̄
r
)]

dt− 1

2
Tr
[(

1 − Λ−
α

)
(Γα − Fα)

(
C̄rH0C

r + CrH0C̄
r
)]

dt

+ Tr

[(
Λ+dN+

α

C̄r

)
C̄rHintC̄

r

]
− Tr

[(
Λ−dN−

α

Cr

)
CrHintC

r

]
− 1

2
Tr

[(
Λ+dN+

α

C̄r

)(
C̄rH0C

r + CrH0C̄
r
)]

− 1

2
Tr

[(
Λ−dN−

α

Cr

)(
C̄rH0C

r + CrH0C̄
r
)]

.

(C17)

Appendix D: Monte Carlo trajectory sampling

To numerically generate quantum trajectories, we em-
ploy the following Monte Carlo algorithm:

• draw a random number R1 between 0 and 1 (uni-
formly distributed).

• time evolve the survival probability p and the co-
variance matrix Cr, conditioned on the measure-
ment record r, for a duration of length tJ such that
p(tJ) = R1.

• The probability for a jump prescribed by the col-
lapse operator Lσ

k after time tJ to occur is given
by

Pk,σ(tJ) =
⟨Lσ

k
†Lσ

k⟩r(tJ)

1 −R1
. (D1)

• draw a second random number R2 between 0 and
1 (uniformly distributed) to determine which jump
to perform: The corresponding collapse operator
Lσm

km
is the first one for which the ordered sum

L∑
k=1

∑
σ∈{+,−}

Pk,σ(tJ) ≥ R2. (D2)

Note that by definition,∑L
k=1

∑
σ∈{+,−} Pk,σ(tJ) = 1. Finally, the

covariance matrix is updated according to the
corresponding jump as detailed in Sec. III.

Note that Pk,σ(tJ) can be easily expressed in terms of
the diagonal elements of the covariance matrix, since

⟨L+†
k L+

k ⟩r = γkfk(1 − Cr
kk) and ⟨L−†

k L−
k ⟩r = γk(1 −

fk)Cr
kk.
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