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Misaki Ozawa and Nina Javerzat1, ∗

1Univ. Grenoble Alpes, CNRS, LIPhy, 38000 Grenoble, France
(Dated: April 10, 2024)

Rényi entropy is a one-parameter generalization of Shannon entropy, which has been used in
various fields of physics. Despite its wide applicability, the physical interpretations of the Rényi
entropy are not widely known. In this paper, we discuss some basic properties of the Rényi entropy
relevant to physics, in particular statistical mechanics, and its physical interpretations using free
energy, replicas, work, and large deviation.

I. INTRODUCTION

Entropy plays a central role in statistical descriptions
in physics [1]. For example, it indicates the direction of
time evolution of a macroscopic system. It can character-
ize the emergence of various orders in phase transitions
and pattern formations. A decrease in entropy suggests
the growth of a certain order, and a jump or a kink in en-
tropy implies the existence of a phase transition. In the
information-theoretical perspective, entropy is a measure
of uncertainty or of the size of possibility [2]. Thermo-
dynamic entropy in statistical mechanics and the von
Neumann entropy in quantum mechanical systems cor-
respond to the Shannon entropy [3]. Yet, experimental
and numerical measurements of the Shannon entropy, as
well as analytical calculations are often faced with severe
difficulties. The Rényi entropy is a one-parameter gen-
eralization of the Shannon entropy, which was derived in
the context of information theory [4]. Various other gen-
eralizations have been proposed [4, 5] (see Refs. [6–8] for
review). Most notably, the Rényi entropy turns out to be
generally much easier to measure than the Shannon en-
tropy, and has thus been used in various fields of physics
as an alternative to the latter.

In quantum-many-body systems for instance the Rényi
entropy gives a measure of quantum entanglement. It
can be measured in experiments [9, 10] and in numerical
simulations that are less computationally demanding [11–
15]. The use of the replica trick and conformal field the-
ory allow moreover to compute analytically Rényi en-
tanglement entropy for some systems, and to obtain the
(Shannon or Von Neumann) entanglement entropy by an-
alytical continuation [16]. In dynamical systems, it is
common practice to use the Rényi entropy as a charac-
terization of chaos [17, 18]. The Rényi entropy is also
related to a theoretical formalism in non-equilibrium dy-
namics. It is a generalization of the Kolmogorov-Sinai
entropy, which corresponds to the cumulant generating
function associated with a dynamical partition function
involving counting trajectories in phase space [19, 20].
Since the Rényi entropy is tightly related to the replica
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trick [21, 22], it has relationships with the physics of dis-
ordered systems. Reference [23] connects the configu-
rational entropy characterizing a thermodynamic glass
transition [24, 25] and real-space structure through the
Rényi entropy. For other applications in physics, see
Ref. [26] and references therein.
Despite its broad applicability, the physical interpre-

tations of the Rényi entropy have yet to be widely recog-
nized. In this paper, we review some of these, particularly
in the standard statistical mechanics setting. We first de-
rive the Rényi entropy and summarize general properties
without going into mathematical details. We then discuss
its physical interpretations using the Gibbs-Boltzmann
distribution. Finally, we conclude and discuss perspec-
tives.

II. DERIVATION OF RÉNYI ENTROPY

We review the derivation of the Rényi entropy and
some of its general properties that are useful for phys-
ical discussions in the next sections.
We consider a probability distribution, p =

(p1, p2, · · · , pΩ) with pi ≥ 0 and
∑

i pi = 1, where Ω
is the number of events. To begin with, the Shannon
entropy [3], SShannon, is defined by

SShannon = −
∑
i

pi log pi =
∑
i

piIi, (1)

where Ii = − log pi is the information content or mag-
nitude of surprise (in this paper, the natural logarithm
is used unless otherwise stated). Thus, the Shannon en-
tropy quantifies a mean or an average of the information
content Ii. This is a central aspect that motivates the
derivation of the Rényi entropy as follows.
In general, the mean value can be evaluated not only

by the standard arithmetic mean (linear average) used
in Eq. (1) but also by various other types of mean, such
as the geometric mean, harmonic mean, and root mean
square (non-linear averages). Recall, for example, that
the harmonic mean is used to compute the equivalent
resistance of parallel electrical circuits, and the root mean
square is widely used in statistical analysis. The concept
of mean can be generalized further [27, 28]. One can then
define a more general measure of averaged information
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content, say Sf , given by

Sf = f−1

(∑
i

pif(Ii)

)
, (2)

where f(x) is a strictly monotonic and continuous func-
tion which has the inverse f−1(x) [27, 28]. For exam-
ple, f(x) = x corresponds to the arithmetic mean, which
gives back the Shannon entropy in Eq. (1). In other
examples, f(x) = log x, f(x) = x−1, and f(x) = x2

correspond to the geometric mean, harmonic mean, and
root mean square, respectively, which all can be used to
evaluate a mean value of the information content Ii.

However, as a quantity of information, one wishes to
have an entropy with the property of additivity for inde-
pendent events (or extensivity), which is a fundamental
property (or a condition) in information theory [6]. If two
random variables A and B are independent, an entropy

S(A,B) of their joint distribution p
(A,B)
ij = p

(A)
i p

(B)
j is

the sum of their individual entropies:

S(A,B) = S(A) + S(B). (3)

The additivity (extensivity) is also naturally expected in
thermodynamic entropy in physical systems [29]. The
Shannon entropy, which corresponds to the arithmetic
mean via f(x) = x, satisfies the additivity. Yet, one
can easily check that the other means mentioned above,
f(x) = log x, f(x) = x−1, and f(x) = x2, violate the
additivity condition. Note that other well-known gener-
alized entropies, such as the Tsallis entropy, do not satisfy
additivity [5, 7, 8].

Alfréd Rényi searched for generalized entropies such
as Eq. (2) while keeping the additivity condition [4]. He
proposed two possible functional forms of f(x). The first
option is f(x) = ax+b, where a and b are some constants.
This corresponds to the Shannon entropy in Eq. (1). The
second one is f(x) = ce−(q−1)x, where c is a constant and
q is a parameter (we set c = 1 without loss of general-
ity). It corresponds to the so-called Rényi entropy SRényi

q ,
given by

SRényi
q =

1

1− q
log
∑
i

(pi)
q, (4)

where q is an index with 0 < q < ∞ and q ̸= 1. SRényi
q

for q → 0, q → ∞, and q → 1 are defined as the corre-
sponding limits SRényi

a = limq→a S
Rényi
q (see below). By

construction, the Rényi entropy quantifies a mean of in-
formation content in a non-linear way, while keeping the
additivity for independent events [30] [4]. The additivity
in Eq. (3) can be easily checked by using the joint dis-

tribution p
(A,B)
ij = p

(A)
i p

(B)
j for two independent random
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FIG. 1. (p)q for several values of 0 < q < ∞. A larger value
of q biases the probability, while a smaller value of q unbiases
it.

variables A and B:

SRényi
q (A,B) =

1

1− q
log
∑
i,j

(
p
(A,B)
ij

)q
=

1

1− q
log
∑
i

(
p
(A)
i

)q
+

1

1− q
log
∑
j

(
p
(B)
j

)q
= SRényi

q (A) + SRényi
q (B). (5)

As shown in the introduction, the Rényi entropy with
various values of q has been widely used in physics. One
of the main goals of this paper is to provide concise inter-
pretations of the Rényi entropy with index q in physical
systems.

III. GENERAL PROPERTIES OF RÉNYI
ENTROPIES

For the uniform distribution, pi = 1/Ω for all i, one
obtains SRényi

q = logΩ irrespective of q.

Below, we will discuss SRényi
q for representative values

(or limits) of q. We will see that the Rényi entropy unifies
various known entropies by the single parameter q.

i) q → 1 (Shannon entropy):
This limit corresponds to the Shannon entropy

SShannon in Eq. (1) as easily checked by the l’Hôpital’s
rule:

SRényi
1 = −

∑
i

pi log pi = SShannon, (6)

Equation (6) shows that the Rényi entropy is a one pa-
rameter generalization of the Shannon entropy.

ii) q → 0 (Hartley entropy, Max-entropy):
In this limit, only the events with a finite probability,

pi > 0, contribute to the summation,
∑

i(pi)
q, in Eq. (4).
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Because (pi)
q = 1 for pi > 0 and (pi)

q = 0 for pi = 0
when q → 0, as shown in Fig. 1. Thus, one obtains

SRényi
0 = logΩ′, (7)

where Ω′ (≤ Ω) is the number of events with pi > 0

(or the size of the support set). SRényi
0 characterizes a

magnitude of uncertainty by taking into account all the
events with pi > 0 on equal footing. This is often called
the Hartley entropy or max-entropy.

iii) q = 2 (Collision entropy): When q = 2, one obtains

SRényi
2 = − log

∑
i

(pi)
2 (8)

the collision entropy, that can be interpreted as follows.
Suppose that we perform two independent trials gener-
ated by the same probability distribution (denoted as pi).
The probability that the two trials give rise to the same
specific event, say, an event i, is (pi)

2. Thus
∑

i(pi)
2 cor-

responds to the probability of observing the same event

irrespective of the type of event. SRényi
2 in Eq. (8) is

(the minus of) the logarithm of such probability. Alter-
natively, one can think about a joint system composed
of two identical but independent replicas following the

same probability distribution. SRényi
2 corresponds to the

logarithmic of the probability that the two replicas give
rise to the same event. The above interpretations can be
easily generalized to higher (integer) values of q: SRényi

q

in Eq. (4) corresponds to the logarithm of the probability
of observing the same event for all of q replicas (which are
identical yet independent) . The notion of replicas arises
therefore naturally in the Rényi entropy, and makes it
easier to measure in simulations and experiments than
the Shannon entropy. This is one of the main reasons
why it has been used in various contexts, in particular
dynamical systems [17, 18] and quantum many-body sys-
tems [9, 10]. In the next sections we discuss further this
connection with replicas.

iv) q → ∞ (Min-entropy):
When q is very large, as one can expect from Fig. 1, the

event with the highest probability dominates the sum-
mation,

∑
i(pi)

q, in Eq. (4), i.e.,
∑

i(pi)
q ≃ (maxi{pi})q.

Thus, one gets

SRényi
∞ = − logmax

i
{pi} = min

i
{− log pi}. (9)

This is called the min-entropy in a sense that only the
event with the minimum of Ii = − log pi (or the highest
probabiliy) is taken into account.

While SRényi
0 in Eq. (7) weights all the events with

pi > 0 on an equal footing in the summation
∑

i(pi)
q,

SRényi
∞ in Eq. (9) instead weights only the event with

the largest probability. The Shannon entropy SShannon

in Eq. (1) weights the events in an average manner, lo-
cated in the middle of the two extreme limits, q → 0 and

q → ∞. As one can expect from Fig. 1, in general, a
larger value of q in SRényi

q tends to discriminate or high-
light events with larger probability, while a smaller value
of q tends to take into account events with finite prob-
abilities on rather equal manner. Thus varying q from
the Shannon entropy limit (q → 1) corresponds to bias-
ing (or unbiasing) the original probability distribution.
This view is naturally related to the large deviation the-
ory [31, 32], as we will discuss below.
To see the q-dependence of SRényi

q more systematically,
we compute its derivative:

∂SRényi
q

∂q
= −

∑
i p̃

q
i log(p̃

q
i /pi)

(1− q)2
= −DKL(p̃

q||p)
(1− q)2

≤ 0,

(10)
where p̃q = (p̃q1, p̃

q
2, · · · , p̃

q
Ω) is a normalized probabil-

ity distribution whose component is given by p̃qi =
(pi)

q/
∑

j(pj)
q (and hence

∑
i p̃

q
i = 1), and DKL is the

(standard) Kullback-Leibler divergence [2] which is non-
negative. Therefore, SRényi

q is a non-increasing function

of q, satisfying SRényi
0 ≥ SRényi

q ≥ SRényi
∞ , and SRényi

q is

bounded by SRényi
∞ from below. Moreover, when q > 1

one can also derive an upper bound of SRényi
q by SRényi

∞ .
Since

∑
i(pi)

q ≥ maxi{(pi)q} = (maxi{pi})q, and using
Eqs. (4) and (9), gives (q − 1)SRényi

q ≤ qSRényi
∞ . Thus,

when q > 1,

SRényi
∞ ≤ SRényi

q ≤ q

q − 1
SRényi
∞ . (11)

Several other inequalities are summarized in Ref. [33].

IV. RÉNYI ENTROPY FOR THE
GIBBS-BOLTZMANN DISTRIBUTION

We consider the Rényi entropy for the Gibbs-Boltmann
distribution at a temperature T = β−1, given by

pi =
e−βEi

Z(T )
, (12)

Z(T ) =
∑
i

e−βEi , (13)

−βF (T ) = logZ(T ), (14)

where Z(T ) and F (T ) are the partition function and free
energy, respectively. The index i specifies a configura-
tion, and Ei is the corresponding energy. In this pa-
per we focus on the standard Gibbs-Boltzmann distribu-
tion [34] in Eq. (12) obtained by maximizing the Shan-
non entropy under the constraint on the average energy,
⟨Ê⟩ =

∑
i piEi [35], where ⟨(· · · )⟩ =

∑
i pi(· · · ) is the

expectation value given by the linear average (arithmetic

mean) and X̂ represents a stochastic variable of X in
statistical averages.

Free energy: In the statistical mechanics setting above,
with Eqs. (12), (13), and (14), the Rényi entropy SRényi

q
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in Eq. (4) becomes [26, 36]

SRényi
q (T ) =

1

1− q
log

Z(T/q)

(Z(T ))
q (15)

= −F (T/q)− F (T )

T/q − T
. (16)

This equation tells us that SRényi
q (T ) has a physical

meaning of free energy difference between a state at T
and a state at T/q (which is a lower temperature when
q > 1). Thus, SRényi

q (T ) can be obtained by measuring
the equilibrium free energy at T and T/q. Alternatively,
measuring SRényi

q (T ) at a given temperature T allows
us to access the free energy at lower temperatures [37].
When q → 1, one can easily check that the Rényi
entropy corresponds to the Shannon entropy (or the

thermodynamic entropy): SRényi
1 (T ) = −∂F (T )/∂T =

SShannon(T ). Equation (16) is rewritten as the integral
of the Shannon entropy from T to T/q [38]:

SRényi
q (T ) =

1

T/q − T

∫ T/q

T

dT ′SShannon(T ′). (17)

Replicas: We consider a different representation using
the notion of q replicas, which provides another physical
interpretation of SRényi

q (T ). When q is integer with q ≥ 2,
Equation (15) can be rewritten as [39]

SRényi
q (T ) =

1

1− q
log

Zcouple(T, q)

Zindep(T, q)
, (18)

where Zindep(T, q) and Zcouple(T, q) are given by

Zindep(T, q) =
∑

i1,i2,··· ,iq

e−β(Ei1
+Ei2

+···+Eiq ), (19)

Zcouple(T, q) =
∑
i

e−qβEi . (20)

Thus Zindep(T, q) is the partition function of the system
composed of q independent replicas that are not inter-
acting with each other (independent-replicas system) as
schematically shown in Fig. 2 (a). Instead, an interpre-
tation of Zcouple(T, q) is as follows. We consider an ex-
ternal potential V ext

i1i2···iq associated with interaction be-

tween replicas that condense all q replicas into the same
configuration (see Fig. 2 (b)). V ext

i1i2···iq can be written

formally [40] as

βV ext
i1i2···iq = − log δi1i2 − log δi2i3 − · · ·− log δiq−1iq , (21)

where δij is the Kronecker delta. Zcouple(T, q) in Eq. (20)
can now be rewritten as the partition function of the
system composed of q replicas interacting with each other
(coupled-replicas system) by V ext

i1i2···iq :

Zcouple(T, q) =
∑

i1,i2,··· ,iq

e
−β

(
Ei1+Ei2+···+Eiq+V ext

i1i2···iq

)
.

(22)

FIG. 2. Schematic plot for a system composed of q repli-
cas. (a): Independent-replicas system. (b): Coupled-replicas
system. Interaction potentials in Eq. (21) are schematically
represented as the horizontal (red) lines.

We note that the coupling between replicas is very strong,
such that all different replicas condense in the same con-
figuration. As an alternative to Eq. (21), one can also
consider an external potential with a master-slave archi-
tecture, e.g., i1 is the master that interacts with all slaves,
i2, i3, · · · , iq, and there is no interaction between slaves.
One can also consider fully connected interactions, i.e.,
all q replicas interact with each other, akin to the replica
method in disordered systems [22].
We now define the corresponding free energies for the

independent- and coupled-replicas systems:

−βFindep(T, q) = logZindep(T, q), (23)

−βFcouple(T, q) = logZcouple(T, q). (24)

With these expressions, one can rewrite Eq. (18) as

SRényi
q (T ) =

β (Fcouple(T, q)− Findep(T, q))

q − 1
. (25)

Thus, SRényi
q (T ) is interpreted as a free energy difference

between the coupled- and independent-replicas systems.
We then consider a work W ext done on the system

at a temperature T to condense all q replicas in a same
configuration, realized by the external potential V ext

i1i2···iq .

In this setting, we obtain an inequality associated with
the second law of thermodynamics, i.e.,

W ext ≥ ∆F = Fcouple(T, q)− Findep(T, q). (26)

The equality holds if the work is performed quasi-
statically, while W ext can be larger than the free energy
difference ∆F in non-equilibrium processes. Therefore,
with Eqs. (26) and (25), the Rényi entropy provides a
lower bound on the external work done on the system to
condense q-independent replicas into a same configura-
tion:

W ext ≥ T (q − 1)SRényi
q (T ). (27)

This is another physical interpretation of the Rényi en-
tropy, using the notion of replicas and work.
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Since SRényi
q (T ) in Eq. (25) is represented as a free en-

ergy difference, it can be evaluated by Monte-Carlo sim-
ulaitons with various techniques [11, 12], such as ther-
modynamic integration [41] and free energy perturba-
tion [42]. For example, the free energy difference in
Eq. (25) can be written as a statistical average of the
external potential V ext

i1i2···iq :

β (Fcouple(T, q)− Findep(T, q)) = − log
〈
e−βV̂ ext

〉
indep

,

(28)
where〈
e−βV̂ ext

〉
indep

=
∑

i1,i2,··· ,iq

e−β(Ei1
+Ei2

+···+Eiq )

Zindep(T, q)
e
−βV ext

i1i2···iq

(29)
is a statistical average performed over the independent-
replicas system.

Since the external potential V ext
i1i2···iq is quite strong,

standard equilibrium sampling methods might not be
suitable. In such a case, the Jarzynski method [43],
which monitors the work along a non-equilibrium trajec-
tory and average it over many paths, would be effective,
as demonstrated in Refs. [13–15].

The representation in Eq. (16) allows us to access the
free energy F (T/q) at a lower temperature T/q (when
q > 1) using SRényi

q (T ) at a temperature T . In another

representation in Eq. (25), SRényi
q (T ) is connected to the

free energy of the coupled-replicas system with q replicas,
Fcouple(T, q). By combining these two representations,
one can translate F (T/q) at T/q into Fcouple(T, q) at T .
It would be interesting to exploit this relationship in or-
der to develop efficient free energy computation methods
at lower temperatures.

Rényi energy: The arguments under Eq. (16) show
that the Rényi entropy with q > 1 at a temperature T
contains information about lower temperature T/q, sug-
gesting that the Rényi entropy is related to lower en-
ergy states. We now discuss this aspect in detail. First,
SRényi
q (T ) can be rewritten as

SRényi
q (T ) =

1

1− q
log
∑
i

pi(pi)
q−1

= − 1

q − 1
log
〈
e−(q−1)βÊ

〉
− βF (T ).(30)

We define a generalized mean of the energy, the Rényi
energy βERényi

q (T ), defined analogously to the entropy
in Eq. (2),

βERényi
q (T ) = f−1

(∑
i

pif(βEi)

)

= − 1

q − 1
log
〈
e−(q−1)βÊ

〉
, (31)

where f(x) = e−(q−1)x. Thus, Eq. (30) becomes

SRényi
q (T ) = βERényi

q (T )− βF (T ). (32)

This is a generalization of the following usual expression
for the thermodynamic (Shannon) entropy,

SShannon(T ) = β⟨Ê⟩ − βF (T ). (33)

ERényi
q (T ) has the following properties. As ex-

pected, limq→1 E
Rényi
q (T ) = ⟨Ê⟩. When q → ∞,

since limq→∞ ERényi
q (T ) = TSRényi

∞ (T ) + F (T ) =
T mini{− log pi} + F (T ) and − log pi = βEi − βF (T ),
we obtain

lim
q→∞

ERényi
q (T ) = min

i
{Ei} = EGS, (34)

where EGS is the ground state energy of the system.
The relationships between ERényi

q (T ), ⟨Ê⟩, and EGS are

schematically shown in Fig. 3. In general, ERényi
q (T ) goes

down along the vertical axis toward EGS (at a constant
T ) when q is increased, which implies that increasing q al-
lows us to sample configurations associated with a lower
energy while keeping a constant temperature T .
Using Eqs. (32) and (33), the energy difference between

⟨Ê⟩ and ERényi
q (T ) (the vertical arrow in Fig. 3) is given

by the difference between SShannon(T ) and SRényi
q (T ) as

follows:

⟨Ê⟩ − ERényi
q (T ) = T

(
SShannon(T )− SRényi

q (T )
)
. (35)

Equations (32) and (34) also allow us to estimate the
ground state energy EGS using equilibrium values of
SRényi
q (T ) (with a large q) and F (T ) at a finite tempera-

ture T as

EGS = TSRényi
∞ (T ) + F (T ). (36)

The estimation of EGS is a non-trivial task in some cases,
such as disordered systems. Thus, the Rényi entropy
might shed light on this problem from a different angle.
We note however that the evaluation of the Rényi entropy
for very large q would still be hard. In such a case, we
can obtain a lower bound of EGS by SRényi

q (T ) at a finite

q and using the inequality in Eq. (11), (1− q−1)SRényi
q ≤

SRényi
∞ ,

EGS ≥ T (1− q−1)SRényi
q (T ) + F (T ). (37)

One can see that the bound will be improved with in-
creasing q.

Large deviation: So far we have discussed that increas-
ing q > 1 can allow us to access lower energy configura-
tions that can be considered rare or atypical at a fixed
temperature T = 1/β. We now argue this aspect in detail
based on the large deviation theory [31, 32, 44]. Suppose
that the probability distribution of the intensive energy
variable, ê = Ê/N , follows the large deviation principle
(as expected in many physical systems),

PN (e) ≈ e−NI(e), (38)
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FIG. 3. Schematic plot for the energy versus temperature.
The solid curve is the mean equilibrium energy ⟨Ê⟩. The
Rényi energy ERényi

q (T ) goes down along the vertical axis
when q is increased at a constant temperature T . The q → 1
and q → ∞ limits correspond to ⟨Ê⟩ and EGS (the ground
state energy), respectively.

where I(e) is the rate function, and N is the number of
constituent elements (e.g., particles, spins). When N →
∞, the mean value of the energy ê converges to ⟨Ê⟩/N ,
with probability one (law of large numbers), which cor-
responds to the minimization of I(e) at I(e) = 0. The
variance of ê would converge to zero with N−1 (central
limit theorem). The rate function I(e) contains further
information about large deviations [31]. Below we will
show that the Rényi entropy contains the same informa-
tion as I(e) [44].

Most importantly, as expected from the functional
form in Eq. (31), the Rényi energy βERényi

q (T ) and hence

SRényi
q (T ) (through Eq. (32)) are directly related to a cu-

mulant generating function λq(T ) which is defined as

λq(T ) = − 1

N
log
〈
e−(q−1)βÊ

〉
=

(q − 1)

N
βERényi

q (T )

=
(q − 1)

N

(
SRényi
q (T ) + βF (T )

)
. (39)

The large deviation theory [31] shows that λq(T ) provides
us with I(e) by the Legendre transform,

I(e) = min
q

{λq(T )− (q − 1)βe} . (40)

Thus, βERényi
q (T ) and SRényi

q (T ) in Eq. (39) contain
the whole information about the large deviation in

Eq. (38),giving another interpretation of the Rényi en-
tropy.
With Eqs. (25), (39), and Findep(T, q) = qF (T ), one

can also show that

λq(T ) =
β (Fcouple(T, q)− F (T ))

N
, (41)

which translates the cumulant generating function λq(T )
into the replica terminology.

V. DISCUSSION AND CONCLUSIONS

The Rényi entropy is a one-parameter generalization of
the Shannon entropy obtained by considering a general-
ized mean of the information content that preserves addi-
tivity (extensivity) for independent events, a fundamen-
tal aspect in information theory and a natural character-
istic feature in many physical systems. Besides defining
the Rényi entropy, statistical mechanics using this gen-
eralized expectation value may allow us to investigate
large deviation, and possibly replica theory in a formally
elegant manner [45].
The Rényi entropy includes various entropies used in

physics as specific limits of q. In general, varying q from
the Shannon entropy limit q → 1 corresponds to biasing
or unbiasing the probability distribution. In particular,
the Rényi entropy with a large value of q is related to
rare or atypical lower energy configurations. We reviewed
physical interpretations of the Rényi entropy based on a
statistical mechanical setting. The interpretations were
provided by using free energy differences, the notion of
replicas, work, and large deviation.
Estimating the Shannon entropy from the Rényi en-

tropy is a practical important issue. Measurement of the
Rényi entropy for particular integer values (e.g., q = 2
and 3) is easier than measuring the Shannon entropy.
Developing reliable methods to estimate q → 1 from
q = 2, 3, 4, ... is an important subject [33, 46].
The goal of this paper is to give the readers an overview

of the physical interpretations of the Rényi entropy.
Thus, we did not discuss carefully the non-analyticity of
SRényi
q in q, which might be an issue in some cases, e.g.,

phase transitions. This would be related to the cumulant
generating function λq in the large deviation theory be-
ing not differentiable [31, 32]. Similar issues were studied
in the context of mean-field spin glasses [47–51].
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