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Moiré-twisted materials have garnered significant research interest due to their distinctive prop-
erties and intriguing physics. However, conducting first-principles studies on such materials faces
challenges, notably the formidable computational cost associated with simulating ultra-large twisted
structures. This obstacle impedes the construction of a twisted materials database crucial for data-
driven materials discovery. Here, by using high-throughput calculations and state-of-the-art neural
network methods, we construct a Deep-learning Database of density functional theory (DFT) Hamil-
tonians for Twisted materials named DDHT. The DDHT database comprises trained neural-network
models of over a hundred homo-bilayer and hetero-bilayer moiré-twisted materials. These models
enable accurate prediction of the DFT Hamiltonian for these materials across arbitrary twist angles,
with an averaged mean absolute error of approximately 1.0 meV or lower. The database facilitates
the exploration of flat bands and correlated materials platforms within ultra-large twisted structures.

INTRODUCTION

The discovery of correlated states in magic-angle
twisted bilayer graphene (TBG) [1, 2] has sparked great
research interest in the emergent physics and exotic prop-
erties in moiré-twisted two-dimensional (2D) materials.
In moiré twist systems, the relative twist rotation be-
tween the two constituent van der Waals (vdW) layers
forms moiré patterns with tunable periodicity, generating
a moiré potential field that strongly influences the elec-
tronic structures and introduces exotic quantum effects
such as correlated states, band topology, spin textures,
and ferroelectric polarization [3]. These twist-induced in-
teresting underlying physics have been intensively stud-
ied on TBG, twisted bilayer CrI3[4, 5], twisted bilayer BN
(TBBN)[6, 7], twisted transition metal dichalcogenides
(TTMDs) [8] and so on. Other twist-induced properties,
like moiré excitons [9–12], Wigner crystal states [13], and
spin- and bond-density waves [14, 15] further expand the
knowledge of twisted materials. These intriguing effects
and physics, coupled with the rich external modulations,
position twisted materials not only as ideal quantum
simulators [16] in condensed-matter research but also as
practical platforms for twistronic applications.

Despite the growing interest in twisted materials and
the related physics, the field faces fundamental challenges
from both experimental and theoretical perspectives [17].
In experiments, the synthesis of high-quality twisted sam-
ples and the precise control of twist angles are rather
challenging. From theoretical and calculation perspec-
tive, various kinds of numerical and theoretical meth-

ods, such as DFT, tight-binding method, and continuum
model, are employed to make predictions for guiding ex-
periments. However, for twisted materials, all these the-
oretical methods encounter the vital efficiency-accuracy
dilemma. For instance, DFT methods scales as O(N3)
with N being number of atoms per periodic unit cell,
which limits the sizes of twisted structures to be stud-
ied. The empirical tight-binding methods or continuum
models are much more efficient, but suffers from the crit-
ical problem of low accuracy. The revolutionary success
of artificial intelligence, especially deep learning neural
networks, in many fields [18–20] brings solution to this
dilemma. In previous work DeepH [21], Li et.al. show
that a neural network (NN) model trained on small struc-
tures can be generalized to tackle the DFT Hamiltoni-
ans of large twisted structures at significantly reduced
computational cost. However, only TBG, twisted bilayer
bismuthene and twisted MoS2 are studied using DeepH,
which is not enough to validate the effectiveness. A more
systematic learning on DeepH methods is in urgent need,
which is not only to check the validness and universality
of DeepH but also to meet the demand of getting the
DFT-level Hamiltonians for more materials and boost
further research.

Here, we report the construction of a deep-learning
database of DFT Hamiltonians for twisted materials
named DDHT as shown in Fig. 1. DDHT currently cov-
ers DeepH NN models for 124 types of 2D homo-bilayer
and 5 types of hetero-bilayer twist materials and can
efficiently predict accurate DFT Hamiltonians of their
twisted structures across arbitrary twist angles. For each
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FIG. 1. Schematic diagram of construction and application of DDHT database. Uniformly distributed interlayer slidings
together with random atomic perturbations are introduced in the non-twisted bilayer supercells to construct training datasets.
Graph neural networks are employed here, using materials structures as input and their DFT Hamiltonians as output. Deep
neural network models are trained by DFT calculation results of training structures, and then generalized to study diverse
moiré-twisted structures with varying twist angles and constituent materials selected from C2DB. From the DFT Hamiltonians
predicted by DeepH, many physical properties can be derived, including band structure, band topology, projected density of
states, etc.

type of material, the NN model is trained by the state-
of-the-art deep-learning representation of DFT Hamilto-
nians implemented in the E3-equivariant DeepH method
[21, 22]. We demonstrate the high reliability and DFT-
comparable accuracy of all NN models in our database
by the very low validation loss achieved in the NN train-
ing process and using the DFT-calculated Hamiltonians
at selected large twist angles as benchmark. Further-
more, taking 2D black phosphorene (bP) as an exhibi-
tion, we use the corresponding NN model in DDHT to
obtain electronic band structure and find the ultra-flat
valence bands in twisted bilayer bP down to twist angles
inaccessed by conventional DFT methods, showing the
effectiveness and efficiency of our database in getting ex-
otic electronic properties of ultra-large twisted materials.
In our exhibition of twisted bP and probably many other
twisted materials systems, the flat bands usually have
bandwidth droping to only a few meV at small-angle limit
(<2.0 ◦) and their real space projection can be highly
localized, giving rise to rich exotic properties from dop-
ing modulation and strong correlation. DDHT not only
provides an optimal parameter strategy for NN training
and strongly supports the universality of DeepH method,
but also offers prior DFT-level knowledge of Hamiltoni-
ans and electronic structures for researchers in the field
of twisted materials and twistronics and thus greatly ac-

celerate the exploration in this field.

It is worth mentioning that unlike traditional material
databases like Materials Project [23], ICSD [24] or C2DB
[25, 26], which includes specific materials corresponding
to discrete points in the materials parameter space, our
DDHT is applicable to twisted structures at arbitrary
twist angles and interlayer fluctuation of provided types
of material, covering wide areas in the materials parame-
ter space with infinite single structure cases inside. Fur-
thermore, considering each model in the DDHT as an
expert and adding a simple classifier as the gate on types
of material, out DDHT itself is actually serving as a mix-
ture of experts (MoE) model [27] with each NN item ex-
perienced in one type of twisted material. Thus DDHT
has dualism of database and MoE model, we suppose
this dualism is a new formunism and will be a necessity
of future databases in the AI era.

RESULTS

Construction of Database

Candidate 2D materials considered in the current
database are adopted from C2DB [25, 26]. They are fur-
ther screened to construct twisted materials structures
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FIG. 2. Workflow of constructing deep-learning database. All the steps are classified into three parts: candidate selection,
dataset generation, and neural network training and validation. The parameters used in construction are explicitly displayed
by typical values for key steps. The eventually obtained DDHT database can be further used for unlimited cases.

and training datasets (left part of Fig. 2). In total, 124
types of 2D materials (Table S1) in the C2DB are se-
lected following three criteria: non-magnetic, thermally
and dynamically stable, structurally simple (≤ 8 atoms
per unit cell, ≤ 3 elements). Their bilayer unit cells are
constructed and fully relaxed by DFT calculations using
Vienna ab initio simulation package (VASP) [28, 29] (see
Note 1 in Supporting Information for details of screening
and relaxation). This allows us to obtain the optimal
structural parameters, including lattice constants, stack-
ing orders, and interlayer spacings. These structural pa-
rameters will be used to construct the non-twisted super-
cell structures in the datasets and the corresponding 124
(5) types of to-be-predicted moiré-twisted homo-bilayer
(hetero-bilayer) structures with varying twist angles θs.
These candidates not only cover most of the intensively
studied 2D materials and their twisted structures, such as
graphene, black phosphorene (bP), and transition metal
dichalcogenides (TMDCs), but also include most light
elements in the periodic table (Fig. S1).

The schematic diagram of constructing and using our
database is demonstrated in Fig. 1 using TBG as an
example material. Here, the construction involves both
the preparation of appropriate datasets and the train-
ing of deep neural network models. The usage refers
to the prediction of DFT Hamiltonians for twisted ma-
terials with any given twist angle as well as various
kinds of derived physical properties. We first discuss the
preparation of training datasets. Moiré-twisted materi-

als host rich structural diversity in terms of twist angle
and constituent materials, which should be captured by
atomic structures in the training datasets for accurate
R 7→ HDeepH-E3 mapping by the trained models. This
requirement is satisfied by preparing atomic structures
in datasets respectively (or separately) for each type of
twisted materials, and introducing diverse enough vari-
ations to local atomic positions and interlayer stackings
to cover all possible local environments in twisted bi-
layer structures. For instance, TBG and TBBN have
different constituent 2D materials (graphene and BN),
and the non-twisted supercells in their datasets are gen-
erated using graphene and BN bilayer unit cells respec-
tively, while the twisted heterobilayer graphene/BN have
heterogeneity in layers and thus uses graphene/BN unit
cells for generating the dataset. The relative rotations
induced by twisting between the two vdW layers can be
treated as locally approximated interlayer shear slidings
combined with perturbations to atomic positions in non-
twisted bilayer structures. Therefore, for each type of
twisted material, the atomic structures in its dataset are
prepared (”Training data generation” part in Fig. 2)
by 1) making non-twisted supercells with sufficient large
lateral size from the most optimal bilayer unit cells to
include all neighbors within cut-off radius Rc of local
atomic basis and also to avoid interactions from periodic
images, and 2) introducing uniform distributed interlayer
slidings between the two vdW layers and random pertur-
bations to the atom positions in these non-twisted su-
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percells to cover the local structural diversity in twisted
structures, with the mesh density of slidings and the up-
per limit of perturbations determined based on balanced
accuracy and efficiency. The local-atomic-basis Hamil-
tonians HDFT of all these non-twisted, perturbed, and
shifted supercell structures in the dataset are calculated
self-consistently by first-principles DFT methods and fur-
ther processed to extract the decomposed hopping matrix
segments Hij that are in one-to-one correspondence with
local atomic structures Rij within Rc. After represent-
ing Rij by crystal graphs [30], we finally prepared the
complete training dataset for each twisted material by
incorporating these Hij–Rij pairs.

Based on each training dataset, an E(3)-equivariant
deep neural network model is built and trained (”Neural
network training and validation” part in Fig. 2) using
the state-of-the-art DeepH-E3 code [21, 22]. To ensure
the high accuracy and generalizability of the model, the
training process runs for a sufficient number of epochs
and stops when the validation loss reaches a strict cri-
terion (see Sec. METHODS for details). Based on a
self-made high-throughput computation framework, the
dataset preparation and the model training for all 124+5
types of twisted materials are carried out in high effi-
ciency, which in the end output 124+ 5 E(3)-equivariant
deep neural network models and their corresponding
non-twisted bilayer unit cells that both constitute the
database. The DFT calculations in preparation of train-
ing datasets and the process of model training are both,
to some extend, computationally expansive. Typically,
for each type of material, they will take 1-3 days on
a 64-core CPU node and 2-7 days on a NVIDIA V100
GPU card. However, the resulting well-trained DeepH-
E3 models in our database have strong generalizability
and universality over a wide range of θs (from 21.79◦ all
the way down to less than 1◦) and are capable of predict-
ing DFT-accuracy HDeepH-E3 of ultra-large (ultra small-
angle) twisted structures beyond the reach of common
DFT codes with an acceptable cost. For example, the
computational time of predicting HDeepH-E3 scales only
linearly with the number of atoms in lattice cells, allow-
ing for the calculation of DFT-accuracy Hamiltonian for
magic-angle TBG in just about 100 seconds [21].

Other than the direct usage of our database in pre-
dicting HDeepH-E3 by direct neural-network mapping for
twisted structures with arbitrary θs and situation of
interlayer fluctuation, several important physical prop-
erties can be further calculated from the predicted
HDeepH-E3 sparse matrices (dashed box on the right in
Fig. 1), which may include the eigen values and states,
band structures, total and projected density of states
(DOS), and possible correlated flat bands near the Fermi
level and their real-space projections. It should be em-
phasized that our database, serving as a MoE for DFT
Hamiltonian prediction, offers an ultra-efficient way (en-
hanced by orders of magnitude [21]) to bypass the most

efficiency-limiting DFT calculations in computational re-
search flow in twisted materials and still output Hamil-
tonians with similar accuracy.

Accuracy of the Database

To assess the accuracy and reliability of these DeepH-
E3 models in our DDHT database in predicting Hamil-
tonians and electronic structures of twisted materials, we
perform comprehensive statistics over mean absolute er-
rors (MAEs) between the DeepH-E3-predicted and the
DFT-calculated Hamiltonians for selected rigid-twisted
structures of all 124 homo-bilayer materials. Considering
the heavy computational demand of DFT Hamiltonians
of twisted materials, we only cover the twisted supercells
with either the largest two commensurate twist angles
(e.g. 21.79◦ and 13.17◦ corresponding to twist index 2-1
and 3-2 for hexagonal lattice) or the number of atoms
less than 120 in the MAE statistics. For each type of
material, the absolute-error matrices are calculated by
taking the absolute difference between respective hop-
pings of the predicted Hamiltonians of its twisted bilayer
structures and that of the DFT calculated ones. These
absolute error values are further averaged with respect
to hopping pairs and containing chemical elements, re-
sulting in the material-wise MAEs as shown in Fig. 3.
The overwhelming majority of hopping MAEs are in the
sub-meV order of magnitude, which are comparable to
or even less than commonly recognized errors in gen-
eral DFT calculations. It’s safe to say 1) the DeepH-E3
method can be efficiently generalized to much more ma-
terials using the workflow and parameter strategy here
in the DDHT 2) Hamiltonian predictions by models in
our DDHT database are indeed at DFT accuracy. By
expanding the MAE heatmaps with respect to orbitals
of different element pairs (see Note 5 in Supporting In-
formation), we find no significant large MAEs between
these explicitly presented orbital-wise hoppings which
may qualitatively weaken the above conclusion.
It’s also important to note that the models in our

database work well for twisted materials both with and
without spin-orbit coupling (SOC) in our demonstrations
as long as the datasets (thus the DeepH-E3 models) in-
corporate SOC for respective (SOC-embedded) materi-
als.
We further verify the accuracy and effectiveness of the

models in our database by calculating the electronic band
structures from the above predicted Hamiltonian matri-
ces and presenting the close fit between the predicted
energy bands (energy dispersion relations) and the DFT-
calculated ones. Here, two representative materials, bP
and 2H-TaS2, are chosen as demonstration based on the
general research interest in their unique features, namely,
the potential flat bands in twisted rectangular buckled
lattice [15] of semiconducting bP and the interplay among
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FIG. 3. The statistics over MAEs between the DeepH-E3-predicted HDeepH-E3 and the DFT-calculated HDFT of 124(5) types of
twisted homobilayer(heterobilayer) materials covered in our database. (a-d) shows the MAEs of elementary substances, ternary
compounds, binary compounds (divided into four prototypes AB, AB2, A2B3 and AB3) and hetero structures, respectively, by
bar plot. The height of each bar displays the MAE for one specific 2D material, which is obtained by averaging Hamiltonian
errors over all atoms and orbitals for its twisted structures with the largest two commensurate twist angles θ = 21.79◦ (2-1) and
13.17◦ (3-2), except for θ = 10.87◦ (7-4) and 8.49◦ (9-5) in rectangular P4 (bP) and θ = 10.87◦ (7-4) and 8.49◦ (9-5) in square
SnS2. The predicted MAEs for most materials are in the order of sub meV, with only the twisted heterobilayer Bi2Se3/Bi2Te3
and WS2/WSe2 being exceptional (about 1.2 meV).

twisting, SOC, charge density wave, and superconduc-
tivity in metallic TaS2 [31]. At large twist angles, the
energy bands obtained from the DeepH-E3 predictions
(blue dots) and the DFT calculations (red curves) are
almost identical (left panels in Fig. 4a, b, d, e) in the
energy range near the Fermi level. Similar results are

observed in all other twisted homobilayer materials cov-
ered in our database, as shown in the left panels of Fig.
SX and also reported in previous studies [21, 22].

The twisted heterobilayers induce extra complex-
ity in crystal structures and interatomic hopping rela-
tions, which is more challenging for DeepH-E3 mod-
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els to give accurate predictions. We test the valid-
ity regarding the heterogeneity in their two constituent
layers in several selected twisted heterobilayer materi-
als, such as Bi2Se3/Bi2Te3, graphene/BN, MoS2/MoSe2,
WS2/WSe2, and MoTe2/WSe2, and include the DeepH-
E3 models of these materials in our database. Our
database outputs accurate predictions for all these
twisted heterobilayers considered (Fig. 4c, f and Fig.
SXXX-SXXX) and therefore holds the accuracy and ef-
fectiveness toward heterogeneity in constituent layers.
Take twisted strong-SOC Bi2Se3/Bi2Te3 with θ being
21.79◦ and 13.17◦ as an example, the predicted and DFT-
calculated energy bands have negligible difference (with
MAE in the order of XXX meV), and more importantly,
the non-trivial Z2 topology of both twisted structures is
also well reproduced by prediction. Therefore, as a step
forward, our database firstly generalized the DeepH-E3
method and models to twisted heterobilayers with com-
parable accuracy to homobilayer cases.

In addition to the DFT band structures, the predicted
Hamiltonians by our database can be used to calculate
the electron density of states (DOS) through identify-
ing the basis projections of their eigenvectors. The right
panels in Fig. 4a-f display the total (grey curves) and
the projected DOS (colored curves) of twisted bP, 2H-
TaS2, and Bi2Se3/Bi2Te3, with DOS of all other large-
angle twisted structures presented in the right panels of
Fig. SX2. The predicted total and projected DOS pro-
vides more detailed information on the distribution of
electronic states with respect to different energy levels,
chemical elements, atoms, and orbitals, supplementing
the picture of electronic structures other than dispersion
relations demonstrated above.

At the current stage, the above demonstrations of our
database in accurately predicting DFT Hamiltonians and
electronic structures cover all 124+5 types of twisted bi-
layer materials considered, which indicates its high gen-
eralizability and reliability as a DFT-level deep-learning
model database that offers a wide set of DeepH-E3 mod-
els targeting the prediction Hamiltonians of twisted ma-
terials, effectively bypassing the expensive first-principles
calculations. The research into twisted materials and re-
lated areas can be greatly assisted and accelerated by our
database, as well as the predicted results, through offer-
ing guidance and reference prior to costly investigations
and screening for more exotic properties.

Prediction of Flat Bands

While our current demonstrations of predicting DFT
Hamiltonians and electronic structures for twisted struc-
tures are limited to θ values as low as 13.17◦ for the
majority of the considered materials, the remarkable gen-
eralizability of our database extends the capability to ex-
plore twisted structures with arbitrarily small θ angles—a

domain beyond the computational reach of most DFT
codes while maintaining acceptable computational costs.
To illustrate this capability, we have chosen twisted bP
bilayer structures at various twist angles as exemplars.
As shown in the Fig. 4a, as the twist angle of bP ap-
proaches smaller values, the time required for the NN
model to perform Hamiltonian inference, which is di-
rectly proportional to the number of atoms in the unit
cell, increases rapidly but remains within the order of
minutes. It is noteworthy that the widths of energy band
near the Fermi energy diminish as the twist angle de-
creases, as shown in Fig. 4b, revealing the band width
of the highest valence band and the average band width
of the top 10 valence bands with respect to the twist
angle of bP. The top two valence bands in Fig. 4a, d
narrows their band width along the X-Γ high-symmetry
path with θ decreased by about 1.93◦, and they will be
potentially flattened throughout the whole momentum
space in twisted supercells at smaller θs. In this study,
we examine two bP twisted supercells with θ = 2.36◦

(4756 atoms in unit cell) and 1.59◦ (10588 atoms in unit
cell), which are relaxed by a machine-learning force-field
model (GAP+R6) for phosphorene [32] to eliminate the
unreasonable band crossings found in ion-clamped struc-
tures at small θs. Obtaining the band structures of the
two bP twisted supercells with thousands of atoms using
ab initio DFT methods consumes unacceptable compu-
tational resources, however, they can be obtained using
the DDHT model within days or even hours (mostly con-
sumed by matrix diagonalization). As expected, the pre-
dicted band structures of the two small-angle bP twisted
supercells, as shown in Fig. 5b, c, clearly display the cor-
related flat-band feature in their top valence states, of-
fering a new opportunity to study flat-band physics and
properties in an ab initio manner. Obtaining the band
structures of the two bP twisted structures with thou-
sands of atoms using ab initio DFT methods consumes
unacceptable computational resources, however, they can
be obtained using the DDHT model within days or even
hours (mostly spent on matrix diagonalization).

For the twisted bilayer bP structure with twist angle
θ = 2.36◦, our DDHT model for bP predicts the presence
of two stand-alone flat bands (Fig. 5b) separated by 8.4
meV at the valence band top. The band width of the
first (marked by red) and the second valence flat band
(marked by blue) are 7.7 and 1.0 meV. Their small band
width enables exotic correlated states when they are par-
tially occupied upon hole doping. Moreover, the closely
located flat bands with respect to energy make the corre-
lated states from different flat bands accessible through
modulation of doping density in a small range. The real-
space projections of these two flat bands (5e) are quite
localized and well separated by half the moiré periodic-
ity, which also support the strong correlated states. The
flat bands and their real-space projections of twisted bP
of smaller θ = 1.59◦ (Fig. 5c, f) are also predicted by
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FIG. 4. The DFT-calculated band structures (red curves) and predicted band structures (blue dots) for twisted (a, b) bP with
θ = 10.87◦ and 8.49◦, and (c, d) 2H-phase TaS2, and (e, f) heterobilayer Bi2Se3/Bi2Te3 with θ = 21.79◦ and 13.17◦. The twist
angles of bP are different due to the consideration of lattice compression in constructing twisted supercells from rectangular
lattices. The accuracy of both the DDHT models and predicted electronic structures is demonstrated by almost identical bands
from predictions and DFT calculations.

our DDHT model. In Fig. 5c, multiple stand-alone flat
valence bands are identified in energy range between ±
0.2 eV and have band width around 1.0 meV, potentially
giving rise to more pronounced correlated phases than in
larger-angle cases.

The accurate and efficient predictions of flat bands and
their real-space projections pave the way for discover-
ing new flat-band materials and future experimental and
theoretical investigations into the correlated physics in
twisted bP and other twisted materials.

DISCUSSION

While all the previous discussions have mainly focused
on ion-clamped atomic structures of twisted materials, it
should be noted that the DeepH-E3 models in the DDHT

are not limited to predicting only such structures. In
fact, our previous examples on the band-structure predic-
tion of relaxed bP twisted bilayers demonstrated that the
prediction accuracy is not significantly affected by struc-
tural relaxation. This is mainly because the atomic dis-
placements induced by relaxation are generally below or
around 0.2 Å, the resulting interatomic distances between
neighboring atoms after relaxation are still within the
coverage of our training datasets (eg, Fig. S2). By using
the same model that predicts for ion-clamped TBG, the
DeepH-E3-predicted energy bands of relaxed magic-angle
TBG fit closely to its DFT-calculated ones [22], which
further support this argument. The obtained MAEs in
both cases are in the sub-meV range, indicating that the
models in the DDHT can capture the structural relax-
ation accurately. Therefore, we can conclude that the
DDHT models are applicable to a wide range of twisted
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FIG. 5. Prediction of flat bands in electronic structures of twisted bP systems. (a) shows the number of atoms per unit
cell of twisted structures (blue bars) and the associated time of Hamiltonian inference using the trained model in DDHT for
different twist angles. The inference time increases almost linearly with the number of atoms. (b) plots the bandwidth of
highest occupied band, average bandwidth and standard error of 10 bands, which contains 5 highest valance bands and 5 lowest
conduction bands, against the twist angle. The angle values on x-axis of (a, b) use logarithmic scale for clear demonstration.
Predicted band structures and real-space flat-band projections of twisted bP structures with (c) θ = 2.36◦ and (d) 1.59◦ as
examples. The top two flat valence bands are outlined by red and blue and their projections in real space are presented by
transparent regions in the same color. The twisted atomic structures are schematically displayed in the background.

materials structures, whether they are ion-clamped or re-
laxed.

Straightforwardly, the models in the DDHT are highly
versatile in predicting electronic structures of twisted
multilayer structures, which can be treated as combina-
tions of twisted bilayers consist of the same or different
materials. For instance, in a twisted trilayer structure,
where layers 1, 2, and 3 are arranged in a top-to-bottom
order, layer 1-2 and layer 2-3 constitute two twisted bi-
layers. As a result, the Hamiltonian and electronic struc-
ture of this twisted trilayer can be accurately predicted
using the same models as in the bilayer cases. This argu-
ment can be extended to twisted hetero-multilayer struc-
tures where the constituent layers are all different ma-
terials. In this case, multiple models trained by heter-
obilayer training datasets are required for accurate pre-
dictions. The accuracy of these models has been previ-

ously demonstrated by the predictions of twisted hetero-
bilayer structures including graphene/BN, MoS2/MoSe2,
WS2/WSe2, Bi2Se3/Bi2Te3, and MoTe2/WSe2, and
can potentially sustain in predicting twisted multi-
heterolayers.

The DDHT currently covers only a fraction of stable
2D materials (124 out of about 2132 non-magnetic mate-
rials in the C2DB accessed at June 19, 2022), it will cover
more non-magnetic materials in the near-future develop-
ment, by using the optimal scheme of dataset prepara-
tion and DeepH-E3 model training discussed in this ar-
ticle. Especially, we will take priority at offering models
involving materials which users of our DDHT concern
most. Although the models in the DDHT can predict ar-
bitrary twist angles, the diagonalization to obtain band
structure, DOS or other properties will consume certain
amount of computational resource. Thus we allow users
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to upload their results help to enrich the database. In
conclusion, the DDHT will be updated with predictions
for more twist angles, especially for twisted materials and
twist angles that are currently of general research inter-
est. Additionally, the magnetic materials (about 464 sta-
ble in the C2DB) present a unique challenge due to their
spin degree of freedom, which requires the incorporation
of both spin moments and crystal structures as input
in learning the neural network representations of their
Hamiltonians. This can be achieved through the uti-
lization of the recently developed xDeepH method [33],
which can predict DFT Hamiltonians of magnetic twisted
materials. Therefore, in the future development of the
DDHT, xDeepH models and corresponding predictions
of magnetic materials can be included. In our vision, the
DDHT has the potential to cover all stable 2D materials
in the future and serve as a handy tool for researchers in
the emerging field of twistronics.

The predicted results in the DDHT are not limited
to Hamiltonians and electronic structures, the identi-
fications of topology in twisted materials will also be
included in future development. This will be achieved
by determining the irreducible representations of va-
lence eigenstates at high-symmetry points in momentum
space under various symmetry operations and comparing
them with the elementary band representations (EBRs)
in the topological quantum chemistry [34–36]. If these
irreducible representations of a material are not linear
combinations of EBRs, it would be identified as having
non-trivial topology. Based on the predicted eigenstates
by the DDHT models, theoretically, the band topology
of twisted materials of any chemical constitutions and
twist angles can be accurately and efficiently determined;
meanwhile, the berry curvature may also be calculated
to explore exotic properties regarding topology. Note
that the classification of topology by topological quan-
tum chemistry holds effective in the case of the generally-
existed flat bands in twisted materials [37]. In this way,
our DDHT may promisingly find all possible topological
twisted materials and provide opportunities in explor-
ing the currently scarce twist angle-dependent topologi-
cal transitions.

SUMMARY

In summary, by using the deep-learning method tar-
geting at DFT Hamiltonians implemented in the DeepH-
E3 code, we train the deep neural network models for
124(5) types of homo(hetero)bilayer 2D materials and
use them to predict DFT Hamiltonians, as well as elec-
tronic structures, of their twisted structures at DFT ac-
curacy. Based on these well-trained models capable of
doing accurate predictions, we construct a deep-learning
model database for Hamiltonian prediction of twisted
materials named DDHT, which consists of DeepH-E3 NN

models and related files like predicted DFT Hamiltonian
matrices, eigenvalues and eigenvectors, band structures,
density of states, and identified flat bands. Further, by
screening the database, we list ultra flat bands in small-
angle twisted bP and other 19 types of large-angle twisted
materials. The accuracy of our DDHT models and pre-
dictions is demonstrated with comparable MAEs and en-
ergy bands to respective DFT results. Our DDHT cov-
ers twisted structures of a significant number of 2D ma-
terials and holds solid universality over a wide range of
twist angles down to about 1◦, showing the reliability and
universality of DeepH method and corresponding high-
throughput NN parameter strategy, offering DFT-level
knowledge prior to deep investigations and serving as a
handy tool for researchers in the field of twistronics. An-
other crucial contribution of this work if to perform the
new paradigm of building a material database, which is a
collection of useful models applied to series of materials
instead of single material and can be seen as a extensible
MoE model. In the future development, our DDHT can
be expanded to cover all stable 2D materials and incor-
porate magnetism and topology, satisfying the growing
general interest toward exotic properties in twisted ma-
terials.

METHODS

Preparation of Training Datasets

The bilayer unit cell for each type of 2D material in
our database is fully relaxed using Viena ab initio Simu-
lation Package (VASP) [28, 38] to give the most optimal
lattice constants, stacking orders, and interlayer spac-
ings. The interactions between ions and electrons and
the exchange correlations are treated by the projected-
augmented wave method [39, 40] and the Perdew-Burke-
Ernzerhof functional [41]. The interaction is corrected
by DFT-D3 method [42, 43]. The convergence criteria
for energy and force are 1×10−7 eV and 1×10−3 eV/Å.
The vacuum space between two periodic images along the
direction normal to the 2D plane is set to be more than 12
Å. The k-point mesh is 11×11×1 using the Monkhorst-
Pack scheme [44].
The atomic structures in the training dataset for each

2D material in the DDHT are prepared as a series of 3×3
non-twisted bilayer supercells (made from the optimized
primitive bilayer unit cells) with typically 24×24 uni-
formly shifted interlayer stackings along two in-plane lat-
tice vectors followed by random perturbations to atomic
positions (up to 0.1 Å) along three respective Cartesian
axes. In total, the training dataset for each material has
typically 576 perturbed and shifted 3×3 supercell struc-
tures.
The Hamiltonian for each shifted and perturbed

atomic structure in the training datasets is calculated by
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first-principles density functional theory (DFT) simula-
tion code OpenMX [45, 46] using pseudo atomic orbital
basis, norm-conserving pseudo potential [47], and PBE
exchange functional [41]. The energy convergence crite-
ria, cut-off energy, and Γ-centered k-point mesh are set
as 4×10−8 Hartree, 300 Ry, and no less than 3×3×1 in
the self-consistent calculations, respectively. The DFT
Hamiltonians and band structures used for evaluating
the DDHT accuracy are calculated by OpenMX code us-
ing similar settings. The training datasets, including the
DFT Hamiltonians and the corresponding structures, are
processed prior to the training. The DFT Hamiltonians
are decomposed into small matrix blocks Hij that cor-
responds to local atomic structures Rij within the cut-
off radius Rc, and these Rij are represented by crystal
graphs where the on-site atoms and the distances to their
neighbors within Rc are treated by vertex and edge fea-
tures.

Training and Prediction

The deep neural network models in the DDHT are
trained by the DeepH-E3 code [21, 22] with Euclidean
symmetry of local coordinate transformation satisfied
by an E(3)-equivariant framework [48]. Details of the
DeepH-E3 code used in the DDHT are summarized as
follows. The representation for the initial and the in-
termediate vertex (edge) features is 64×0e and 64×0e +
32×1o + 16×2e + 8×3o + 8×4e, respectively, where the
first and the second number (separated by ”×”) in each
term (connected by ”+”) stands respectively for the num-
ber of vectors and the carried representation of spherical
harmonics l, while the last letter e (o) denotes even (odd)
parity. Spherical harmonics with l = 0 to 4 and l = 0 to
5 are used for materials without and with spin-orbit cou-
pling respectively. During the model training, we employ
an optimized learning scheme where the training, valida-
tion, and testing set take respectively 80%, 15%, and 5%
of the total dataset, the batch size takes the value of
2, and the learning rate starts with 0.002 and reduces by
half when validation loss plateau (in this case, decreasing
less than 5% after every 120 epochs). The training takes
at least 1,000 epochs and is terminated upon the vali-
dation loss drops below 1 × 10−7 for its averaged value
or 1 × 10−5 for its maximum value, ensuring the high
accuracy and generalizability of DeepH-E3 models. Sim-
ilar loss values are given in evaluation of these models in
testing sets upon the stopping of model training.

The Hamiltonian matrices are predicted using only
atomic structures of twisted bilayer materials, corre-
sponding overlap matrices, and trained DeepH-E3 mod-
els as input. Based on the atomic structures and local-
atomic basis, the overlap matrices are directly obtained
by a modified OpenMX code without conducting DFT
calculations. The HDeepH-E3 matrices are sparse due to

the locality of local-atomic basis and the eigenvalues and
eigenvectors are calculated by efficient matrix diagonal-
ization using the Pardiso package [49, 50] of Julia code.

DATA AVAILABILITY

The DeepH-E3 models of all 124 homobilayer and 5
heterobilayer materials and their twisted structures of
large θs will be available at the DDHT website.
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