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We report on adiabatic state preparation in the one-dimensional quantum Ising model using
ultracold bosons in a tilted optical lattice. We prepare many-body ground states of controllable
system sizes and observe enhanced fluctuations around the transition between paramagnetic and
antiferromagnetic states, marking the precursor of quantum critical behavior. Furthermore, we find
evidence for superpositions of domain walls and study their effect on the many-body ground state
by measuring the populations of each spin configuration across the transition. These results shed
new light on the effect of boundary conditions in finite-size quantum systems.

Quantum Ising spin models are textbook examples for
the study of many-body phenomena and quantum phase
transitions [1, 2]. In recent years, various platforms have
performed quantum simulation of these models, including
trapped ions [3] and Rydberg atom arrays [4–6]. It was
originally suggested in Refs. [7, 8] that ultracold bosons in
a tilted optical lattice could realize an Ising model, which
was later demonstrated experimentally [9, 10]. Access to
the ground state for large systems described by these
models can be difficult, as the many-body gap is generi-
cally small and closes when a phase transition is crossed.
On the other hand, recent experiments have motivated
the use of small systems with well-controlled size as a
bottom-up approach to quantum simulation [11, 12], for
which energy gaps remain significant and therefore allow
for adiabatic quantum state engineering.

In this Letter, we perform adiabatic ramps in a one-
dimensional (1D) tilted optical lattice and probe ground
states of a quantum Ising spin model with both transverse
and longitudinal fields [7, 9]. We benefit from a dynami-
cal scale on the order of the tunneling amplitude t, which
is larger than the usual super-exchange interaction t2/U ,
where U is the on-site interaction energy. Our work dis-
tinguishes itself through the use of full-counting statistics
to map out the paramagnetic-to-antiferromagnetic (PM-
to-AFM) quantum phase transition and confirm the fi-
delity of our preparation scheme. Furthermore, by con-
trolling the spin chain size, we shed light on the role of
boundary conditions in our finite-size system through the
presence of domain walls and the build-up of entangle-
ment across the chain [13–15].

Our system is described by the following Hamiltonian
[7, 9]

H = J
∑
j

(
Sz
j S

z
j+1 − hzS

z
j − hxS

x
j

)
, (1)

where Sz,x
j are the components of a spin-1/2 located at

site j, J > 0 is the nearest-neighbor antiferromagnetic
coupling strength, and hz (resp. hx) is the longitudinal

(resp. transverse) component of the external magnetic
field. Fig. 1(a) summarizes the phase diagram of this
Ising Hamiltonian: strong magnetic fields tend to align
the spins and tip the system into the PM phase, while
in the opposite case, the spins anti-align and the system
chooses the AFM phase [8]. A second-order phase transi-
tion separates the two phases, except at (hx, hz) = (0, 1)
for which the transition is first order.
Our experiments start with a two-dimensional Mott

insulator of 87Rb atoms at unity filling, from which we
isolate a single one-dimensional chain of L sites using
our high-resolution imaging system and site-resolved op-
tical potentials [16]. In the subsequent steps, we apply
a linear potential along the chain such that our Bose-
Hubbard system can be mapped onto the spin model (1),
as demonstrated experimentally in Ref. [9]. After impos-
ing an initial energy offset E = 0.705(9) × U between
adjacent lattice sites, while the on-site interaction energy
is set to U = h× 404(4) Hz, we reduce the lattice depth
along the chain to restore tunneling with an amplitude
t = 0.030(1)× U [16]. Here, h is the Planck constant.
Deep in the Mott-insulating regime t ≪ U , and when

E ≪ U , an atom located at site j cannot hop to a neigh-
boring site. We map this configuration onto the eigen-
state |↑⟩ of an operator Sz

j for a pseudo-spin living on
the bond of the lattice, see Fig. 1(b). By adiabatically
increasing E towards U , the two configurations shown
in Fig. 1(c) become degenerate and the atom delocalizes
over the two neighboring sites. As the tilt E is further
increased, the initial configuration of Fig. 1(b) is energet-
ically suppressed and the atom now occupies the lower
site, represented by the pseudo-spin state |↓⟩, as shown
in Fig. 1(d). The intermediate configuration in Fig. 1(c)
thus corresponds to an equal superposition of spin states
|↑⟩ and |↓⟩, i.e. to the eigenstate of a transverse spin
component Sx

j . Fig. 1(e) goes beyond the previous sim-
plification based on a double-well picture and shows a
situation in which the neighboring site is vacant because
its original atom has already hopped to the next site
on the left. Then, even when E = U , an atom located
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FIG. 1. Experimental protocol. (a) Ground-state phase dia-
gram of a 1D Ising chain with antiferromagnetic interactions
and both longitudinal (hz) and transverse (hx) fields [8]. In
our experiment, hz is swept along the green line, while the
transverse magnetic field hx = 0.086(2) is kept constant. (b)
In a weakly-tilted lattice, an atom remaining on its original
site is mapped onto state |↑⟩. (c) When the tilt per lattice
site E approaches the on-site interaction energy U , the atom
delocalizes over the two neighboring lattice sites. (d) When
the lattice is more strongly tilted, an atom that has hopped
to the next site is represented by state |↓⟩. (e) In the hz range
considered here, an atom cannot hop to a vacant neighbor-
ing site. (f) After initializing the system in the PM state, we
sweep E across the U resonance and then rewind the ramp
over the same duration.

on the right site is not energetically allowed to hop to
the empty site, leading the system to arrange itself as a
charge density wave consisting of alternating empty and
doubly-occupied sites, or as an antiferromagnet in the
spin language. Overall, the mapping between the Bose-
Hubbard model and the spin model (1) is realized with
J ≃ U for the antiferromagnetic coupling strength, and
hz = 1−(E−U)/J and hx = 23/2 t/J for the longitudinal
and transverse magnetic field components, respectively.
In the regime 0 < hx ≪ 1 relevant for our experiments,
the slowest dynamical scale is therefore given by the tun-
neling amplitude t, which is much faster than the typical
super-exchange interaction t2/U [17–20]. In addition, we
project sharp potential walls at both ends of the chain
to confine the dynamics to a finite region. The presence
of hard walls imposes fixed boundary conditions on the
spins: since the leftmost atom cannot hop further to the
left and no atom can hop from the right into the right-
most site, this situation is equivalent to having |↑⟩–spins
coupled at both ends of the chain, see Fig. 1(f). Con-
sequently, our system is made of Ns = L + 1 spins in
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FIG. 2. Observing the Ising quantum phase transition be-
tween paramagnetic and antiferromagnetic states: Probabil-
ity of observing different spin configurations in a chain with
length Ns = 7. At hz > hc

z = 0.943(1), the paramag-
netic (PM) configuration is the most represented state, while
the antiferromagnetic (AFM) configuration becomes domi-
nant when hz < hc

z. The histograms show the populations
of all 2Ns−2 = 32 spin configurations at three points of the
ramp. The position of the QCP expected in the thermody-
namic limit is shown as a green vertical line. The blue and
red lines show the prediction of exact diagonalization calcula-
tions without any free parameters. Error bars denote the 1σ
statistical errors.

total.

After initializing the system in the paramagnetic
regime with hz = 1.30(1), we linearly tune the longitudi-
nal field hz to 0.73(1) within 250 ms, such that the atoms
adiabatically follow the ground state of H as the sys-
tem crosses the region around the quantum critical point
(QCP) whose numerically predicted location in the ther-
modynamic limit [8] is hc

z = 0.943(1) for hx = 0.086(2)
in our experiment. At variable points of the ramp, we
rapidly increase the lattice depth to freeze the dynamics
and expand the atoms along tubes perpendicular to the
chain [21]. This allows us to count the number of atoms
in each lattice site through fluorescence imaging, thereby
circumventing the limitations set by parity-projection in
multiply-occupied sites. Alternatively, in order to check
the adiabaticity of the entire process, we rewind the ramp
back to its initial value before imaging the atoms. We
postselect realizations whose number configuration can
be mapped onto the pseudo-spin Hilbert space [16], and
compare our experimental results with the properties of
the instantaneous ground states of H(t).

We now turn to the observation of the PM–AFM quan-
tum phase transition in our system. In Fig. 2, we present
the evolution of the population distribution for a system
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FIG. 3. Enhanced fluctuations across the quantum phase
transition. (a) Evolution of the mean magnetization and (b)
its fluctuation, illustrating the precursor of quantum critical
behavior when the phase transition is crossed. The position
of the QCP expected in the thermodynamic limit is shown
as a green vertical line. The solid lines show the prediction
of exact diagonalization calculations without any free param-
eters. Error bars denote the 1σ statistical errors, obtained
using bootstrap in (b).

of size Ns = 7 during our experimental ramp, in partic-
ular the spin configuration histograms at three different
times during the ramp. As long as the longitudinal field
hz is far from the QCP, there is no significant change
in the population distribution. When we increase the tilt
through the QCP, the PM state population is transferred
to the AFM state. Conversely, the opposite phenomenon
occurs when the ramp is rewound over time, confirm-
ing the adibaticity of the process. The transition itself
is smoothed and slightly offset from the thermodynamic
prediction hz = 0.943(1) due to the finite size of our sys-
tem.

Generically, phase transitions are driven by collective
fluctuations in the components of the system at the crit-
ical point [22, 23]. We investigate the precursor of this
critical behavior around the QCP by extracting the mean
magnetization ⟨Mz⟩ and its fluctuations [16]. As shown
in Fig. 3(a) for the case Ns = 7, the mean magnetiza-
tion ⟨Mz⟩ remains close to unity in the PM regime and
falls to almost zero in the AFM regime, being consistent
with numerical expectation. In parallel, the magnetiza-
tion shows enhanced fluctuations at the QCP, both in the
forward and reverse parts of the ramp [Fig. 3(b)]. This
observation shows that enhanced quantum fluctuations of
the spin chain occur at the QCP, a hallmark of quantum
criticality.

We now consider a chain made of an even number of
spins Ns. Due to the fixed boundary conditions imposed

on the spin chain, the spectrum of the system dramati-
cally depends on the parity of Ns. Let us first consider
the case hx = 0 for simplicity: While there is a single
AFM ground state when Ns is odd, the ground state be-
comes degenerate in the AFM regime when Ns is even.
More precisely, each state of the Ns/2–degenerate mani-
fold contains exactly one domain wall made of adjacent
|↑⟩–spins, see Fig. 4(a). Such frustrated boundary con-
ditions, where the local antiferromagnetic order cannot
propagate from one end of the chain to the other, have
been studied in Refs. [13–15]. Intuitively, this domain-
wall excitation behaves as a single particle without any
kinetic energy, i.e. with an infinite mass. A finite but
small hx perturbatively lifts this degeneracy by confer-
ring a finite mass to these excitations [16]. It also allows
us to perform adiabatic ramps through a non-degenerate
ground state. In the minimal settings of two pseudo-spins
with two boundary spins (Ns = 4 in total), the state re-
alized in the AFM phase and small hx is a maximally-
entangled Bell pair. Consequently, a chain with an even
number of spins gives access to non-classical superposi-
tions of spin configurations.

Fig. 4(b) shows the transfer of the PM population in
three competing AFM configurations for a chain made of
Ns = 6 spins. Different AFM populations appear around
the QCP and coexist in the AFM regime. When we
rewind the ramp, these AFM populations collapse and
the PM population is restored. This reversible behav-
ior indicates that during the ramp, a superposition of
competing AFM configurations is realized while main-
taining adiabaticity. Such a superposition implies the
presence of entanglement between distant spins, which
is also confirmed in our experiment by extracting the
single-site entropy [16]. In Fig. 4(b), we attribute the
discrepancy between theory and experiments to residual
on-site potential disorder which can significantly affect
the population distributions among the quasi-degenerate
states in the AFM regime, as indicated by the shaded
areas which were obtained by sampling random disorder
distributions.

As a conclusion, we experimentally realized a contin-
uous paramagnetic-to-antiferromagnetic quantum phase
transition using a 1D tilted Bose-Hubbard system. We
showed the reversible transfer of population between
the two phases and investigated the critical behavior of
the system indicated by increased magnetization fluctu-
ations. Most remarkably, we created a domain wall su-
perposition by making use of frustrated boundary con-
ditions. Important technical improvements with respect
to Ref. [9] include the control of the system size, the
implementation of full-counting statistics, and the use
of post-selection. The main challenges of our approach
are non-adiabatic processes and potential disorder, espe-
cially harmful in the case of larger system sizes and in the
presence of frustrated boundary conditions. These limi-
tations could be addressed in the near future respectively
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FIG. 4. Probing an antiferromagnetic chain with frustrated
boundary conditions. (a) When hx = 0, the ground state of
a finite chain with even Ns is Ns/2 times degenerate in the
AFM regime. Each classical configuration contains a domain
wall made of two adjacent |↑⟩–spins. (b) Population distri-
bution for a system size Ns = 6 as we sweep hz. Multiple
AFM configurations appear at the QCP and coexist in the
AFM regime. The position of the QCP expected in the ther-
modynamic limit is shown as a green vertical line. The other
colored lines show the prediction of exact diagonalization cal-
culations without any free parameters, while the shaded areas
show the uncertainty for the expected potential disorder in the
experiment [16].

by characterizing and correcting optical potential disor-
der and via counter-diabatic drives for faster ramps [24],
yielding enhanced fidelities for the ground-state prepara-
tion and providing a route to larger system sizes.

It has been suggested recently that an antiferromag-
netic spin chain with periodic boundary conditions can
show a parity-dependent quantum phase transition, sug-
gesting that boundary conditions can dramatically affect
the behavior of a macroscopic system [25]. Alternatively,
our approach that uses ultracold atoms in tilted opti-
cal lattices can be generalized to higher dimension to
yield longitudinal density-wave ordering with transverse
superfluidity, and to other lattice geometries to gener-
ate non-trivial entanglement of pseudo-spin degrees of
freedom [26]. Finally, strongly tilted optical lattices can

give access to non-ergodic behaviors due to Hilbert space
fragmentation [27] and to new phases of matter emerging
from kinetic constraints [28, 29].
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SUPPLEMENTAL MATERIAL

Calibration of Bose-Hubbard parameters

The tunneling amplitude t = h × 12.3(3) Hz is ex-
tracted using one-dimensional quantum walks in a flat
lattice, while the on-site interaction energy U = h ×
404(4) Hz and the variable gradient energy E are cali-
brated using photon-assisted tunneling in a tilted lattice.
These calibration measurements have been described in
detail in Ref. [30].

Experimental sequence

Our experiments start with a two-dimensional Mott
insulator at unity filling. We prepare 87Rb atoms in the
Zeeman state |F = 1,mF = −1⟩ and load them in a sin-
gle layer of a blue-detuned square optical lattice with lat-
tice constant a = 680 nm and 43Er lattice depth, where
Er = h×1.24 kHz is the corresponding recoil energy, and
h is the Planck constant. Through our microscope setup
with sub-lattice spacing resolution, we project a tailor-
ing potential using a digital micromirror device (DMD) to
isolate an L-site chain of atoms with high fidelity [31, 32].
The DMD also allows us to generate hard walls at both
ends of the chain, which provide a box-like confinement
for the 1D chain in the following steps. Next, we apply
a linear magnetic field gradient to impose a tilted energy
offset E per lattice site. Initially, we set this gradient to
E = h × 285(1) Hz > U/2, which limits the contribu-
tion of second-order hopping processes that incorporate
states outside of the prescribed basis for a faithful map-
ping to the spin model. Subsequently, the lattice depth
is reduced to 16 Er within 5 ms, which restores tunneling
with amplitude t = h× 12.3(3) Hz and yields an on-site
interaction energy U = h× 404(4) Hz. Then, we linearly
increase E from h × 285(1) Hz to h × 515(2) Hz within
250 ms and afterward lower it down to the initial value
h× 285(1) Hz for another 250 ms. At a variable point of
the ramp, we freeze the dynamics by increasing the lat-
tice depth to 43Er within 2 ms. The atoms are expanded
along the orthogonal direction of the chain to perform a
site-resolved atom number measurement through fluores-
cence imaging [21]. We repeat the experiment 180 times
for each ramp time shown in the main text. We subse-
quently post-select realizations that contain the correct
total number of atoms, yielding 66(4)% post-selection
rates for short ramp times and down to 42(4)% for the
longest ramp times, for a chain with L = 6 sites. We also
filter in the snapshots whose number configurations can
be mapped to the spin Hilbert space, as shown in Fig. 5.

0 100 200 300 400 500
0.85

0.9

0.95

1

𝑃�
�

Time [ms]

FIG. 5. The postselection rate PSM (black dot) is obtained by
filtering in atom number configurations that can be mapped
onto spin states among the snapshots with the correct total
atom numbers. The grey solid line shows the weight of the
many-body wave function that can be projected onto the spin
Hilbert space, after numerically integrating the Schrödinger
equation for the tilted Bose-Hubbard Hamiltonian HB. Error
bars denote the 1σ statistical errors.

Mapping onto the spin model H

The Bose-Hubbard Hamiltonian with a linear potential
can be written as

HB = −t
∑
j

(a†jaj+1 + h.c.) +
U

2

∑
i

nj(nj − 1)

+ E
∑
j

j nj , (2)

where a†j (aj) is the bosonic creation (annihilation) op-

erator at site j, nj = a†jaj is the number operator, t
is the nearest-neighbor tunneling amplitude, U is the
on-site interaction energy, and E is the potential off-
set between adjacent lattice sites, analogous to a homo-
geneous electric field for charged particles. As shown
in Refs. [7, 9], the tilted Bose-Hubbard model (2) can
be mapped onto a one-dimensional chain of pseudo-
spins (1), with J ≃ U for the antiferromagnetic coupling
strength, and longitudinal and transverse magnetic field
components hz = 1 − (E − U)/J and hx = 23/2t/J ,
respectively. In the regime 0 < hx ≪ 1 relevant for our
experiments, the quantum critical point is approximately
located at hz = 1− 0.66hx.
For a finite chain of L sites at unity filling, the dimen-

sion of the Hilbert space for the Bose-Hubbard Hamilto-
nian is given by DB = (2L − 1)!/[L! (L − 1)!], such that
DB = 126 for L = 5, and DB = 462 for L = 6. The di-
mension of the Hilbert space for the corresponding spin
chain made of Ns = L + 1 spins is DS = 2Ns−2 = 16 for
L = 5, and DS = 32 for L = 6. Every spin state config-
uration can be mapped onto the Bose-Hubbard Hilbert
space, but some configurations lie outside of the energy
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FIG. 6. Energy gap between the ground state and the first
excited state of H as a function of hz. The transverse field
hx = 0.086 is chosen to match our experimental parameters.
The position of the QCP expected in the thermodynamic limit
is shown as a green vertical line. There is a local minimum
at the QCP when Ns is odd, while for an even Ns, the gap
monotonically decreases as hz gets smaller.

interval which is well described by our mapping. In par-
ticular, this is the case of all states that contain adjacent
|↓⟩–spins. Conversely, some Fock space configurations
cannot be mapped onto the spin basis and have been fil-
tered out for producing the data presented in the main
text. As shown in Fig. 5, these states correspond exper-
imentally to a small fraction < 15% of the realizations
that contain the correct total atom number.

Numerics

We perform exact-diagonalization (ED) calculations to
determine the ground state of the spin Hamiltonian H
defined in Eq. 1 and to extract expectation values for
the different observables presented in the main text. In
addition, we show in Fig. 6 the energy gap between the
ground state and the first excited state of H as a func-
tion of hz, which dictates the timescale requirements for
our adiabatic preparation scheme. We also simulate nu-
merically the experiment by integrating the Schrödinger
equation with a time-dependent Bose-Hubbard Hamilto-
nian HB(t). We trotterize the time evolution and use
the Krylov-subspace method to efficiently compute the
action of the evolution operation at each time step [33].
Finally, we project out the Fock states that cannot be
mapped onto the spin basis before extracting any ob-
servable. In Figure 7, we show the experimental data of
Fig. 2 together with the simulated evolution of the tilted
Bose-Hubbard Hamiltonian, which are in good agreement
throughout the experimental ramp.
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FIG. 7. Evolution of the population distributions for a tilted
Bose-Hubbard system with length L = 6 (which corresponds
to the system size of Ns = 7 spins). The position of the
QCP expected in the thermodynamic limit is shown as a green
vertical line. Solid lines are computed by integrating the time-
dependent Hamiltonian HB(t). Experimental data points are
the same as shown in Fig. 2.

Low-energy properties for frustrated boundary
conditions

In this paragraph, we describe the ground state of the
spin model (1) with fixed boundary conditions (i.e. in the
presence of static |↑⟩–spins at both ends of the chain)
deep in the AFM regime 0 < hz < 1. We first discuss the
case hx = 0 for which the Hamiltonian (1) is diagonal in
the {|↑⟩, |↓⟩}–product basis. For an odd number of spins
Ns, the Hamiltonian has a single ground state given by
the perfect AFM ordering |↑↓...↓↑⟩, while the gap to the
next excited level is given by the energy cost J(1−hz) of
flipping one of the |↓⟩–spins, which is of order J as shown
in Fig. 6. The system is hence gapped in the thermody-
namic limit, and the addition of a non-zero transverse
field hx does not qualitatively modify this picture.

For an even number of spins Ns, the ground state be-
comes degenerate, and each state of the degenerate man-
ifold contains exactly one domain wall made of adjacent
|↑⟩–spins. There are exactly NDW = Ns/2 such configu-
rations which we denote |AFMj′⟩1≤j′≤NDW

, such that j′

indicates that the corresponding domain wall is located
on the link between the spins 2j′ − 2 and 2j′ − 1 (labels
0 and Ns − 1 refer to the fixed external spins). Ground
state degeneracy occurs because the local antiferromag-
netic order cannot propagate from one end of the chain to
the other, hence the terminology of frustrated boundary
conditions [13–15]. These domain walls can also be inter-
preted as stable excitations located on every other link of
the spin chain, with zero tunneling amplitude. A small
hx > 0 lifts this degeneracy and restores tunneling for
the domain walls. At second order in perturbation the-
ory in hx, the domain-wall tunneling amplitude is given
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FIG. 8. Low-energy properties for frustrated boundary con-
ditions. (a, b) Fraction of domain-wall states |AFMj′⟩ in the
ground state of a spin chain for even sizes Ns, as a function
of hz (a) and hx (b). In (a), the transverse field hx = 0.086 is
chosen to match our experimental parameters, and the green
line indicates the QCP. In (b), hz = 0.73 is chosen to match
the smallest longitudinal field realized experimentally, and the
green line indicates hx = 0.086. (c) Local density of domain
walls (blue solid line) for a chain of size Ns = 10. The red
dashed line shows the density profile of a single particle on five
lattice sites with open boundary conditions. (d) Simulated
quantum walk of a domain wall for a chain of size Ns = 10,
starting from the initial state |AFMj′=3⟩. (e) Domain-wall
density as a function of time, on the central link (j′ = 3)
and the adjacent link (j′ = 2). We also show the analytical
prediction for a single-particle quantum walk with tunneling
amplitude JDW. (f) Simulated quantum walk of a domain wall
in the Bose-Hubbard model with L = 9 sites at unity filling,
starting from the Fock state associated to |AFMj′=3⟩. (g) Fit-
ting to Bessel functions yields a reduced tunneling amplitude
JFit/JDW = 0.33(1) compared to Eq.(3). In (c-g), simulation
parameters have been chosen such that hx = 0.086 and hz =
0.73.

by

JDW =
Jh2

x

4

(
1

hz
+

1

1− hz

)
. (3)

The low-energy spectrum of this chain is hence made of
NDW states in a narrow band of width JDW ≪ J , such
that the system is gapless in the thermodynamic limit,
as suggested by Fig. 6. This spectrum is approximately
the same as the band structure of a single particle with
tunneling amplitude JDW.

To illustrate the previous discussion, we plot in
Fig. 8(a, b) the fraction of domain-wall states |AFMj′⟩
present in the ground state for even sizes Ns, as a func-
tion of hz and hx. In addition, we compare in Fig. 8(c)
the local density of domain walls in the ground state
with the local density of a single particle with tunneling
amplitude JDW. As a dynamical signature of this low-
energy spectrum, we numerically simulate the quantum
walk of a single domain wall prepared at the center of the
chain, which we compare with the expected behavior for
a single-particle quantum walk [34], see Fig. 8(d, e). Fi-
nally, we discuss the applicability of the previous results
to the tilted Bose-Hubbard system (2) that we realize
experimentally. Using numerical simulation of the Bose-
Hubbard Hamiltonian with parameters matching our ex-
periments, we time-evolve the Fock state equivalent to a
centered domain wall. In Fig. 8(f, g), we observe a be-
havior similar to that of a single-particle quantum walk,
although with a reduced effective tunneling amplitude
compared to Eq. (3). We attribute this mismatch to the
imperfect mapping between the Bose-Hubbard parame-
ters and the spin parameters away from the resonance
E = U .

Influence of disorder

We numerically explore the influence of on-site po-
tential disorder on the population distributions of the
domain-wall states of a chain with the frustrated bound-
ary conditions in the AFM regime. As an illustration, we
show in Fig. 9 that potential disorder at a-few-Hz level
is enough to explain the behavior observed in chain of
length Ns = 6. This level of disorder is consistent with
the intrinsic disorder present in our optical lattice, but
can also be caused by our projected DMD box poten-
tial [9, 32]. In Fig. 4 of the main text, the shaded areas
were obtained by sampling random spatial distributions
of the longitudinal field hz corresponding to uncorrelated
potential disorder with a Gaussian distribution of 1 Hz
standard deviation per lattice site, i.e. 0.2% of U .

Spin observables

In the main text, we consider the mean magnetization
and its variance

⟨Mz⟩ =

〈
1

N∗
s

N∗
s∑

j=1

σz
j

〉
(4)

⟨(δMz)
2⟩ =

〈 1

N∗
s

N∗
s∑

j=1

σz
j

2〉
− ⟨Mz⟩2, (5)

where we introduced the Pauli z-operator σz
j . Here, the

observables are estimated for N∗
s = Ns − 2 number of
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FIG. 9. Influence of disorder for frustrated boundary condi-
tions. Evolution of the population distributions for a Bose-
Hubbard chain with length L = 5 (which corresponds to
the system size of Ns = 6 spins) is illustrated. The po-
sition of the QCP expected in the thermodynamic limit is
shown as a green vertical line. Solid lines are computed by
numerical integration of the Schrödinger equation, assuming
h × (5, 0, 3, 5, 0) Hz on-site offset potentials at each lattice
site j in addition to the tilted Bose-Hubbard model (2). Ex-
perimental data points have been reported from Fig. 4(b) of
the main text. Histograms show population distributions Pi

of all possible spin configurations, including those of param-
agnetic (PM) and 3 different antiferromagnetic (AFM) ones
introduced in Fig. 4(a).

dynamic spins, excluding the boundary ones from this
calculation. In Fig. 10, we also estimate the Néel order
parameter

⟨OAFM⟩ =

〈 1

N∗
s

N∗
s∑

j=1

(−1)jσz
j

2〉
, (6)

which remains close to 0 when hz lies in the PM regime
and rises to 1 in the AFM regime. Finally, we determine
the correlations between the z-component of the spins as

ℎ�
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FIG. 10. Evolution of the Néel order parameter for a Bose-
Hubbard chain with length Ns = 7 across the QCP. The po-
sition of the QCP expected in the thermodynamic limit is
shown as a green vertical line. The solid line shows the pre-
diction of exact diagonalization calculations without any free
parameters. Error bars denote the 1σ statistical errors.

a function of their distance d

G(2)(d) =

∣∣∣∣∣ 1

N∗
s − d

N∗
s −d∑
j=1

⟨σz
jσ

z
j+d⟩ −

 1

N∗
s − d

N∗
s −d∑
j=1

⟨σz
j ⟩


 1

N∗
s − d

N∗
s −d∑
j=1

⟨σz
j+d⟩

∣∣∣∣∣, (7)

where the above definition accounts for the non-
homogeneity of the chain due to the fixed boundary con-
ditions. The behavior of G(2)(d) is shown in Fig. 11(a).
In the thermodynamic limit Ns → +∞, the correlation

function for this Ising system decays exponentially with a
correlation length ξ. For our relatively small system sizes,
fitting the correlation function to an exponential decay is
not robust and we rather estimate the correlation length
via the following relation

ξ =

∑N∗
s

d=0 dG
(2)(d)∑N∗

s

d=0 G
(2)(d)

. (8)

As shown in Fig. 11(b), the correlation length in the PM
regime is close to 0, while it peaks at a finite value in the
AFM regime.

Single-site von Neumann entropy

In this paragraph, we use the single-site von Neu-
mann entropy to investigate the build-up of entanglement
across the spin chain [35]. The entanglement entropy of
a subsystem can be accessed after partially tracing out
the density matrix of the whole system. Experimentally,
the single-spin density matrix cannot be directly deter-
mined from full-counting statistics, due to presence of
coherences between the |↑⟩ and |↓⟩ spin states. Con-
versely, the single-site density matrix is diagonal in the
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FIG. 11. (a) Two-point correlation function G(2)(d) as a func-
tion of distance d for the Ns = 7 system for various hz during
the first half of the sweep. The spins form little correlation
in the paramagnetic regime, while they show long-range cor-
relation in the AFM regime. (b) Evolution of the correlation
length ξ as a function of hz. The position of the QCP expected
in the thermodynamic limit is shown as a green vertical line.
The solid lines show the prediction of exact numerical calcu-
lations without any free parameters. Error bars denote the
1σ statistical errors, obtained using bootstrap in (b).
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FIG. 12. Single-site von Neumann entropy in the L = 6
(i.e. Ns = 7, blue) and L = 5 (i.e. Ns = 6, red) systems.
For L = 6, the entropy shows a maximum at the QCP before
decreasing towards its initial level when rewinding the ramp.
For L = 5, the entropy remains at its highest level even in
the AFM regime. The position of the QCP expected in the
thermodynamic limit is shown as a green vertical line. The
blue and red lines denote the prediction of exact numerical
calculations without any free parameters. Error bars denote
the 1σ statistical errors obtained using bootstrap.

atom number basis nj = {0, 1, 2} due to the constraint
on the conserved total particle number (super-selection
rules) [21, 30]. For a given lattice site j, we define the
single-site von Neumann entropy

SvN,j = −
2∑

nj=0

pnj
log pnj

, (9)

such that pnj
is the probability for the lattice site j

to contain nj atoms. Fig. 12 shows the evolution of
the spatial average of the single-site entropy, SvN =
1
L

∑L
j=1 SvN,j , as a function of ramp time. For L = 6

(Ns = 7), the entanglement entropy shows a clear maxi-
mum around the QCP, and decreases towards its initial
level at the end of the inverse ramp. The increase in
entropy therefore comes mainly from the entanglement
build-up within the chain [36]. On the other hand, for
L = 5 (Ns = 6), the entropy remains high even in the
AFM regime due to the superposition of domain wall
states already mentioned in Fig. 4, and then decreases
back to a lower level after the inverse ramp.
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